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ABSTRACT

Deep neural networks have been widely studied and applied to different applications in recent
years due to their great performance. Even though deep models are shown to be powerful and
promising, most of them are developed as black boxes. However, without meaningful explanations
of how and why predictions are made, we do not fully understand their inner working mechanisms.
Hence, such models cannot be fully trusted, which prevents their use in critical applications per-
taining to fairness, privacy, and safety. This raises the need of explaining deep learning models
and investigating several questions; some of those are, what input factors are important to the pre-
dictions? how the decisions are made through deep networks? and what is the meaning of hidden
neurons? In this dissertation, we investigate different explanation techniques for different types of
deep models. In particular, we explore both instance-level and model-level explanations for image
models, text models, and graph models.

Understanding deep image models is the most straightforward choice for explaining deep mod-
els since images are naturally well presented and can be easily visualized. Hence, we start by
proposing a novel discrete masking method for explaining deep image classifiers. Our method fol-
lows the generative adversarial network formalism that the deep model to be explained is regarded
as the discriminator while we train a generator to explain it. The generator is trained to capture dis-
criminative image regions that should convey the same or similar semantic meaning as the original
image from the model’s perspective. It produces a probability map from which a discrete mask
can be sampled. Then the discriminator is used to measure the quality of the sampled mask and
provide feedback for updating the generator. Due to the sampling operations, the generator cannot
be trained directly by back-propagation. We propose to update it using the policy gradient. Fur-
thermore, we propose to incorporate gradients as auxiliary information to reduce the search space
and facilitate training. We conduct both quantitative and qualitative experiments on the ILSVRC
dataset to demonstrate the effectiveness of our proposed method. Experimental results indicate

that our method can provide reasonable explanations for both correct and incorrect predictions and
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outperform existing approaches. In addition, our method can pass the model randomization test,
indicating that it is reasoning the attribution of network predictions.

Unlike image models, text models are more difficult to explain since texts are represented as
discrete variables and cannot be directly visualized. In addition, most explanation methods only
focus on the input space of the models and ignore the hidden space. Hence, we propose to explain
deep models for text analysis by exploring the meaning of hidden space. Specifically, we propose
an approach to investigate the meaning of hidden neurons of the convolutional neural network
models for sentence classification tasks. We first employ the saliency map technique to identify
important spatial locations in the hidden layers. Then we use optimization techniques to approx-
imate the detected information of these hidden locations from input sentences. Furthermore, we
develop regularization terms and explore words in vocabulary to explain such detected informa-
tion. Experimental results demonstrate that our approach can identify meaningful and reasonable
explanations for hidden spatial locations. Additionally, we show that our approach can describe
the decision procedure of deep text models.

These facts further motivate us to study the explanation techniques for graph neural networks
(GNNs). Unlike images and texts, graph data are usually represented as continuous feature ma-
trices and discrete adjacency matrices. The structural information in the adjacency matrices is
important, which should be considered when providing explanations. Thus, methods for images
and texts cannot be directly applied. Hence, we investigate both instance-level and model-level ex-
planations of GNNs to provide a comprehensive understanding. First, existing methods invariably
focus on explaining the importance of graph nodes or edges but ignore the substructures of graphs,
which are more intuitive and human-intelligible. To provide instance-level explanations for GNNss,
we propose a novel method, known as SubgraphX, to explain GNNs by identifying important sub-
graphs. Given a trained GNN model and an input graph, our SubgraphX explains its predictions by
efficiently exploring different subgraphs with the Monte Carlo tree search. To make the tree search
more effective, we propose to use Shapley values as a measure of subgraph importance, which can

also capture the interactions among different subgraphs. To expedite computations, we propose
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efficient approximation schemes to compute Shapley values for graph data. Our work represents
the first attempt to explain GNNs via identifying subgraphs explicitly. Experimental results show
that our SubgraphX achieves significantly improved explanations, while keeping computations at
a reasonable level. Second, while most existing explanation methods only provide instance-level
explanations, none of them can provide high-level understanding. We propose a novel approach,
known as XGNN, to explain GNNs at the model-level. Our approach can provide high-level in-
sights and a generic understanding of how GNNs work. In particular, we propose to explain GNNs
by training a graph generator so that the generated graph patterns maximize a certain prediction
of the model. We formulate the graph generation as a reinforcement learning task, where for each
step, the graph generator predicts how to add an edge into the current graph. The graph generator
is trained via a policy gradient method based on information from the trained GNNSs. In addition,
we incorporate several graph rules to encourage the generated graphs to be valid. Experimental
results on both synthetic and real-world datasets show that our proposed methods help understand

and verify the trained GNNS.
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1. INTRODUCTION

Deep neural networks have been widely applied in many popular areas including computer
vision [1, 2, 3, 4], natural language processing [5, 6, 7], and graph data analysis [8, 9]. With
the development of convolutional neural networks [10, 4], recurrent neural networks [11], deep
attention models [6], and graph neural networks [12], deep models have achieved the state-of-the-
art performance in several areas. However, most existing approaches only focus on improving the
performance of models and treat deep models as black-boxes. Without reasoning the prediction
procedures, we cannot understand deep models, thus making them less trustable. For example,
for critical applications such as medical decisions, it is necessary to not only make predictions but
also explain how and why the predictions are made. In addition, in several regulations and policies
of algorithms, it is required that the data subject has the right to obtain an explanation of the
decision reached [13]. These facts raise the need of developing explanation techniques to explain
deep neural networks. In this dissertation, we aim at exploring such techniques for different deep
models.

Recently, several techniques are proposed to explain deep learning models. Since the study
of explanation is still in the early stage, these methods mainly focus on different classification
models. In terms of what types of explanations are provided, these methods can be categorized
into two lines: model-level [14, 15, 16, 17] and instance-level [18, 19, 20, 21, 22, 23, 24]. The
model-level methods provide high-level insights and a generic understanding of how models work.
The provided explanations are input-independent and explain the general behaviors of the mod-
els. Popular model-level approaches include input optimization [25], dataset searching [14], and
input generation [15, 17]. Instead of focusing on high-level explanations, instance-level methods
explain the prediction for each input example. These methods generate input-dependent explana-
tions and investigate what features in the input space contribute more to the predictions. Common
techniques in this category include gradient-based methods [18, 19], visualizations of intermediate

feature maps [20, 21], decomposition-based methods [26, 27, 28], surrogate methods [29, 30], and



perturbation-based methods [22, 23, 24]. These two categories explain deep models from differ-
ent perspectives and both are reasoning the relationships between the input space and the output
space. In contrast, recent studies [31, 32, 33] explore the meaning of the representations in the

hidden space.
1.1 Explaining Deep Models for Images, Texts, and Graphs

With the advance of deep learning, deep models are developed for different applications. While
deep models are widely applied to different domains, most deep models are focusing on images,
text, and graphs. Hence, in this dissertation, we investigate the explainability of deep models for
images, texts, and graphs. A straightforward way is to develop general methods that suitable for
different data types. However, it is not feasible because these data are naturally different, and their
special properties should be considered to provide intuitive and human-intelligible explanations.

First, images are the most natural data representations since they can be easily visualized and
intuitively understood. Image data consist of image pixels and contain important locality informa-
tion. Each pixel is associated with its location information and the pixels with the same numerical
values but different locations may have different semantic meanings. In addition, individual pixels
are meaningless without considering the neighborhood and the background. For example, a black
pixel may belong to the car body, the darkness of the sky, and animal furs. Hence, it is important
to consider the relationships among different pixels and encourage continuous explanations when
explaining deep image models.

Second, text models are more challenging to understand since texts cannot be visualized and
less intuitive. Text data contain word tokens and each word is represented by an embedding vector.
Each word in text data has its own semantic meaning, which may be important for the predictions.
In addition, text data also contain locality information. Different from images, texts are discrete so
image explanation methods may not be suitable for texts. For example, optimization technique [25]
can explain image classifiers by providing high-level and abstract images. Such abstract images can
be visualized and intuitively understood. However, text data can not be abstracted and explained

in the same way.



Last, graph data are special while they widely exist in different real-world applications, such as
social networks, chemistry, and biology. Different from images and texts, graph data contain lim-
ited locality information that the numbers of node neighbors are not fixed and there is no location
information. Graph data are usually represented by node feature matrices and adjacency matrices.
The adjacency matrices are discrete and contain important topology and structural information.
Hence, methods from image and text domains cannot be directly applied. For example, opti-
mization technique [25] cannot be applied to optimize the adjacency matrices. In addition, graph
structures, such as network motifs, are highly related to their functionalities so that the structures

should be explicitly considered when providing explanations for graph models.
1.2 Dissertation Outline

In this dissertation, we study the explanation techniques to explain different deep models for
images, texts, and graphs. We aim at providing explanations from different views that are human-
intelligible and faithful to the models. Our methods focus on both the input space and hidden
space, providing both model-level and instance-level explanations.

In Chapter 2, we start our exploration by explaining deep image classifiers since image models
are more straightforward to explain compared with text and graph models. Specifically, we develop
a perturbation-based method that learns a generator to generate masks to capture important image
regions in the input space. Different from existing studies [24, 34] which generate soft masks for
explanations, our proposed method provides discrete masks to avoid the “introduced evidence”
problem. We first develop a generator that treats the original image as the input and outputs a
probability map to indicate the importance of different pixels. Then to obtain the discrete mask, we
perform sampling from the probability map. Next, the discrete mask is combined with the original
image to obtain a new image retaining important input information. The new image is fed into
the image classier to evaluate the quality of the discrete mask and provide guidance for generator
training. We employ the policy gradient to enable the back-propagation for the sampling step.
Experimental studies show that our method can generate high-quality explanations than existing

studies. It is also shown that our generator is reasoning the attribution of network predictions



instead of guessing the foreground and background of input images. Furthermore, the Remove
And Retrain evaluation results demonstrate the correctness of our method.

In Chapter 3, we continue our exploration by studying the explainability of deep text models,
which is a less explored but challenging topic. Since texts are represented as discrete input tokens,
they cannot be directly visualized. Instead of migrating the techniques for image models to the text
models, we specifically design a method for text models. Different from most existing works that
focus on the input space, we study the meaning of neurons in the hidden layers to build a bridge
between the input space and the output space so that our method can explain the whole decision
procedure. First, we select the top important spatial locations in the hidden layers by employing the
gradient-based saliency map technique. Next, we study what information from the input sentence
is detected by each important spatial location by optimizing a randomly initialized input to mimic
the original behaviors in these spatial locations. In addition, we develop regularization terms to
encourage the optimized input to have similar embeddings for each spatial location. Finally, an
overall embedding is obtained to search in the vocabulary and find words to assign meaning to
each spatial location. Experimental results show that our method can explain the whole decision
procedure layer by layer, starting from the input to the predictions.

In Chapter 4, we further explore the explanation techniques of the deep models for graph data.
Compared with image and text domains, the explanation of graph neural networks has not been
well noticed. While different instance-level methods are proposed to explain GNNs from different
views, they are invariably based on studying important nodes, node features, or edges. However,
we argue that subgraph-level explanations are more natural and intuitive to understand. Hence, we
propose a novel method, known as SubgraphX, to provide instance-level explanations by identify-
ing important subgraph structures. Specifically, we employ the Monte Carlo Tree Search (MCTS)
algorithm as the search algorithm to efficiently explore different subgraphs. Then, since the in-
formation aggregations in GNNs can be regarded as the interactions among different structures,
we propose to employ Shapley values to measure the importance of different subgraphs. To ad-

dress the computational limitations of Shapley values, we propose an efficient scheme to efficiently



approximate Shapley values by considering the interactions only within the local neighborhood.
Experimental results on both synthetic and real-world datasets demonstrate the effectiveness of our
proposed SubgraphX while the computational cost remains reasonable and acceptable.

In Chapter 5, we continue exploring the explainability of deep graph models. Existing meth-
ods only focus on providing instance-level explanations and cannot provide high-level insights.
Hence, we propose to investigate the model-level explanations for graph models. Our proposed
method, XGNN, explains graph models by finding the graph patterns to maximize a certain net-
work behavior, such as a certain class prediction. Input optimization is popular for the model-level
explanations of image models but it cannot be applied to graphs. We first propose to explore sub-
graph structures by graph generation. Then we formulate the graph generation as a reinforcement
learning problem that for each step, the generator predicts how to add an edge into the current
graph. The generator is trained via the policy gradient to maximize the network behavior when
feeding the generated graphs into the graph models. Meanwhile, we incorporate several graph
rules to encourage the generated graphs to be valid and human-intelligible. Experimental results
on both synthetic data and real-world data show that our proposed method can help understand,

verify, and improve graph classification models.
1.3 Contributions

The main contributions of this dissertation can be summarized as below:

e We propose a learning-based method to explain deep image models by generating discrete
masks. The mask generation is formulated as a reinforcement learning problem and we train
a mask generator to capture important input regions. We also incorporate auxiliary informa-
tion to reduce the search space. With our discrete masks, the “introduced evidence” problem

caused by soft masks can be addressed and the performance is significantly improved.

e We propose an optimization-based method to study the meaning of hidden neurons in deep
text classifiers. It first selects important hidden locations using saliency map techniques

and then obtains optimized input to mimic the neuron activations for these locations. Sev-



eral regularization terms are incorporated to encourage the explanations to be more human-
intelligible. By searching from neighboring words in the vocabulary, our method can explain
the semantic meaning of the information detected by hidden layers, thereby explaining the

whole decision procedures from input to final predictions.

We propose a novel method (SubgraphX) to explain deep graph models at the instance-
level. Our SubgraphX explores and identifies important subgraphs for the predictions. By
incorporating the Monte Carlo tree search algorithm, our method can efficiently examine
different subgraphs. To fairly measure their importance, we employ Shapley values and
propose an efficient way to approximate Shapley values. The explanations provided by our
subgraphs are more intuitive and faithful to the model. The performance is significantly and

consistently better than previous GNN explanation methods.

We propose a novel method (XGNN) to provide model-level explanations for graph neural
networks. XGNN can provide high-level explanations for graph models by generating graph
patterns that maximize a target prediction. The graph generation is formulated as a reinforce-
ment learning problem and the generator is trained to learn how to add an edge to the existing
graph. Meanwhile, we incorporate several graph rules to yield valid and human-intelligible
explanations. The general and high-level explanations provided by our XGNN can help us

better understand deep graph models.



2. EXPLAINING DEEP IMAGE CLASSIFIERS BY GENERATING DISCRETE MASKS*

In this chapter, we start our exploration by explaining deep image classifiers. To explain the
image classifier, we need to study what input image regions are more important. Intuitively, the
important input image regions should convey similar semantic meaning as the original images and
lead to the same predictions. We proposed to train a generator to predict probability maps and

sample discrete masks to capture such discriminative image regions to explain the predictions.
2.1 Introduction

Deep neural networks have shown great performance in several computer vision tasks, such
as image classification [35, 36], image segmentation [37, 38, 39], and image generation [40, 41].
Despite their promising results, they are lacking explanations for their predictions, which prevents
them from being applied to critical applications. Hence, it is necessary to study the explanation
techniques for these models. Recently, several approaches have been proposed to explain deep
image models, and they mainly focus on classification models. These methods belong to two
main categories: namely feature visualization and saliency maps [31]. First, feature visualization
methods explain a model by identifying input patterns that lead to a certain behavior of a neuron or
a group of neurons. Such input patterns can be obtained by dataset searching, input optimization,
or input generation [14, 15, 16, 17]. The second one, saliency maps, also known as attributions,
explain what input pixels or words contribute to the final predictions. Such explanations can be
obtained using gradient-based approaches [18, 19], visualizations of intermediate feature maps [20,
21], perturbation-based methods [22, 42, 23], and feature inversion [43, 44]. In addition, these two
categories can be combined to investigate the meaning of hidden units. The attribution techniques
first select important hidden units, and then feature visualization methods are employed to study

the meaning for these hidden neurons [33, 31].

*Reprinted with permission from “Interpreting Image Classifiers by Generating Discrete Masks” by Hao Yuan, Lei
Cai, Xia Hu, Jie Wang, and Shuiwang Ji, IEEE Transactions on Pattern Analysis and Machine Intelligence, Copyright
2020 by IEEE.



In this chapter, we focus on image classification models and explain them using saliency maps.
For a given image, its saliency map shares the same dimensions as the image where each pixel of
the saliency map indicates the importance of the corresponding pixel in the original image. In this
work, we propose to explain deep models by learning discriminative areas and generating saliency
maps. Inspired by the generative adversarial networks (GANs) [40, 45], we treat the deep model to
be explained as the discriminator and employ a trainable generator to explain it. Given an image,
the generator is trained to determine discriminative areas and generate a probability map. Then
we sample a discrete mask from the probability map and combine it with the original image to
obtain a new image. Next, the new image is fed into the discriminator to evaluate the quality of
mask by comparing the new predictions and the original predictions. Intuitively, discriminative
areas of the original image should lead to the same or similar prediction as the original predictions.
Hence, the generator can be updated using feedbacks from the discriminator. However, since the
discrete mask is sampled from the probability map and only contains discrete values, we cannot
directly train the generator using back-propagation. We propose to formulate such a problem as
a reinforcement learning problem and train the generator using policy gradient. Furthermore, due
to the immense search space, we propose to incorporate auxiliary information to reduce the search
space and facilitate training. Note that recent work [24] proposes to train a generator to produce soft
masks and apply the soft masks to the original images. However, it suffers from the “introduced
evidence” problem that soft masks introduce new noise and semantic meaning to images, which
affects the quality of explanations. Differently, our method obtains discrete masks by sampling
and the “introduced evidence” problem can be largely avoided.

We conduct experiments on ILSVRC dataset to demonstrate the effectiveness of our proposed
approach. The visual explanation results show that our method produces high quality explanations
which can reasonably explain the model’s predictions. Next, quantitative analysis is performed by
applying generated saliency maps to weakly supervised object localization task. The localization
results indicate that our method outperforms several existing state-of-the-art explanation methods.

In addition, our method can pass model randomization test [42] which shows that our method



can captures model behavior and our explanations are depending on model parameters. Finally,

evaluations on saliency metric [24] also demonstrates the effectiveness of our proposed approach.
2.2 Related work

Recent survey work [46, 42] has shown that several techniques try to explain deep models using
saliency maps. Existing saliency methods can be categorized into two lines. We briefly introduce
these methods in this section.

The first line of work obtains saliency maps using the model parameters or features. Gradients
are widely employed to indicate the contributions of different input factors. The most straightfor-
ward way is to directly compute the derivative of the class score with respect to the input image
using the first-order Taylor expansion [18, 47], which can be obtained using back-propagation.
Such gradients indicate how much the class score will change if there is a change in each input
position, which can be considered as local sensitivity. The Integrated Gradients method [48] pro-
poses to measure global sensitivity by combining different scaled versions of input, which can
address the gradient saturation problem. Similarly, recent work [49] can also solve gradient satura-
tion while reducing visual diffusion. It combines the input and gradients by element-wise product
to produce saliency maps. In addition, to alleviate noise and visual diffusion in feature maps,
SmoothGrad [19] proposes to remove noise from saliency maps by adding different noise to the
input and averaging over all saliency maps.

Meanwhile, the hidden feature maps can be employed to produce saliency maps since the
spatial information is retained through convolution layers. The CAM technique [21] proposes to
combine the feature maps produced by the final convolution layer. However, it can be only applied
to CNNs with global average pooling layer right before the final output layer, and the weights
between these two layers are used to combine different feature maps. Then Grad-CAM [20] is pro-
posed to address this limitation by combining different hidden feature maps with gradients. Both
of them require additional upsampling operations to recover the spatial size so that the obtained
saliency maps may not be accurate. In addition, feature inversion methods [50, 44] employ opti-

mization to map the hidden representations back to the input space and study what information in



the input is preserved in hidden representations and what is discarded.

The second line of work is based on input perturbation, which monitors the change of predic-
tion probability for a certain class while occluding different image regions [22, 23, 24]. They treat
the networks as the black box and only focus on the input and the output. Even though these meth-
ods are not directly studying model parameters or features, they explain the model from another
perspective: “output variations w.r.t. input perturbations”. Recent work [24] proposes to train a
generator to produce soft masks and apply the soft masks to the original images. Then the newly
obtained images are expected to lead to target predictions. However, soft masks contain contin-
uous values and may cause the “introduced evidence” problem [24]. Any non-zero and non-one
value will set the original pixel to a new value, which may introduce new noise and meaning to
the input thus affecting the saliency maps. In addition, existing work [51] shows that compared
with soft masks, discrete masks tend to capture target objects more precisely in attention models.
Hence, our method proposes to obtain discrete masks by sampling and the “introduced evidence”
problem can be largely avoided. In addition, the design of several functions in the prior work [24]
is heuristic and requires knowledge about the dataset, then it may not well for biological or medical
images. Furthermore, the model in [24] is trained with ground-truth and randomly sampled fake
labels, which significantly increase the complexity. As it is not feasible to cover all fake labels, the
model can provide good explanations of correct predictions but not for wrong predictions, which
is shown in our experiments. Similarly, recent work [34] proposes to sample & important features
from inputs and maximize the mutual information between original predictions and predictions of
selected features. The Gumbel-Softmax [52] is employed to approximate discrete feature masks
and enable the error backpropagation. However, the feature masks are not strictly discrete. Hence
this method may still cause the “introduced evidence” problem. In addition, it only samples the

top k important features from the input, which may not form a continuous image region.
2.3 Methods

In this section, we propose a novel approach to explain deep learning models by learning dis-

criminative regions and generating explanations. We first present an overview of the proposed
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Policy Gradient and Auxiliary Information
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Figure 2.1: Illustrations of the pipeline of our proposed approach. Given an image X, we employ
a trainable generator to produce a probability mask P and sample a mask M. Then we perform
element-wise product between X and M to obtain a new image X. Finally, we feed X to the
discriminator to evaluate the quality of P and M.

approach and describe the general pipeline in section 2.3.1. Then the reinforcement learning for-
mulation of our method is discussed in section 2.3.2. Next, we introduce the reward functions for
policy training in section 2.3.3. Finally, we propose to incorporate auxiliary information to reduce

search space and train the policy in section 2.3.4.
2.3.1 Overview of the Proposed Approach

Traditional GANs consist of two different networks; a generator and a discriminator. These
two networks are trained iteratively that the generator learns to capture the data distribution to
generate realistic samples while the discriminator is trained to distinguish samples generated from
the generator. Inspired by such a mechanism, we propose a novel approach to explain deep neural
models in a GAN manner. Specifically, we focus on deep models for image classification. Given
a pre-trained model and an input image, our method explains the model by explaining what image
regions of the input image are the most discriminative in the model’s view. Intuitively, the expla-
nations should capture discriminative image regions for the model’s predictions, such that when
feeding the explanations of an image to the pre-trained model, it should make the same or similar
prediction as the prediction of the original image. We propose a GAN-style architecture for expla-
nations in which there is a generator for generating explanations and a discriminator for evaluating

the explanations.
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The general pipeline of our proposed method is shown in Figure 2.1. Formally, the pre-
trained image classification model serves as the discriminator, denoted as D. The generator is
a O-parameterized generative network, denoted as Giy. Given an input image X € R"*%, the gen-
erator Gy produces a score map P, where each element p; ; is a continous variable and p; ; € [0, 1].
The value of p; ; indicates the probability that the corresponding pixel z; ; in X belongs to impor-
tant image regions. Such a score map P can be also considered as the saliency map [18] or the
attribution map [48]. Then a mask M is sampled from P that each pixel m; ; is a discrete variable
whose value can be 0 or 1. The value of m; ; reflects if the corresponding pixel z; ; is selected.

Mathematically, it can be written as

mg 3 ~ BCI'I]OHHi(G@ (X)z,j) (21)

Next, the original image X and the mask M are incorporated together via element-wise prod-
uct, and output a new image, denoted as X. Only important image regions of X are retained in X
while the other pixels are set to 0. Then X is fed to the discriminator to output a prediction vector,

denoted as ¥ that

where - refers to element-wise multiplication and the v; is the i’ element in 7 which indicates the
probability that X belongs to class 7. Note that the discriminator can be any pre-trained image
classification model, such as VGG [53], GoogleNet [54], and ResNet [55]. Hence, our proposed
approach can be applied to explain any image classification model. In this work, we choose the
VGG network as an example.

In addition, different from traditional GANSs, the training of our model is non-adversarial in that
only the generator is trained while the discriminator is frozen to provide guidance for improving the
generator. Once the generator is well-trained, for any given image, the generated probability map
can be used to explain which image regions are important for the model D to make classification

predictions. However, there are several challenges to train the generator under such settings. First,
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there are sampling operations in our method; then the generator cannot be directly trained through
back-propagation. Second, the discriminative image regions should be continuous and only cover
related small areas. Without any constraint, the generated probability map may contain many arti-
facts, and then the sampled pixels in the mask may not be continuous. In this work, we formulate
the problem as a reinforcement learning task, train the generator via policy gradient [56, 57], de-
sign reward function to measure the quality of sampled masks, and propose to incorporate auxiliary

information to reduce the search space and facilitate the training of generator.
2.3.2 A Reinforcement Learning Formulation

As mentioned above, the quality of explanations is discriminated by the pre-trained model D.
When feeding the newly generated image X to D, we can obtain the prediction y. Then we can

calculate the cross-entropy loss that

n

Lop(§y) =—Y Wy =i}logy, 2.3)

=1

where y is a scalar representing the prediction of the original X, n is the number of class, and
1{-} denotes the indicator function. Intuitively, training the generator by minimizing this loss can
encourage the generator to produce high-quality probability maps where discriminative image re-
gions regarding prediction y yield high probabilities. However, since the mask M is sampled from
the probability map P and only contains discrete variables, gradients cannot be back-propagated
from the discriminator to the generator. Then the loss L¢ (¥, y) cannot be directly used to update
the generator. Hence we propose to train the generator in a reinforcement learning manner via pol-
icy gradient. The problem can be formulated as a mask generation problem using reinforcement
learning.

Formally, we train a generative model GGy to produce a matrix M based on the input image X .
For any element in the matrix A/, we have m, ; € {0,1},1 < i < h,1 < j < w, where h and
w refer to the height and width of X. We assume that the mask is generated row by row (2 = 1

to ¢ = h), and from left to right in each row (j = 1 to j = w). Then the state s; ; at step (i, j) is
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the matrix generated until the previous step. The policy is the generator network GGy that produces
the probability map P. Then the action at step (7, j) is to determine the value of m; ;, which can
be 0 or 1, based on the policy. In addition, the feedback from the discriminator is employed as the
reward. Since the discriminator can only evaluate the whole mask, there is only a final reward for
the whole matrix M and no intermediate rewards. Based on [58, 57], the objective of training the
generator is maximizing the expected final reward, starting from the start state s, with an empty
matrix:

‘](6‘) = EMNGQ(X|SO) [Rf(Xa M)]> (24)

where R;(X, M) is the final reward for the whole mask. Then we can update the parameters ¢ by
policy gradient that
0=0+aVJh), (2.5)

where « denotes the learning rate and we can have

VJ~ Ry (X, M)VGy(X|s0) (2.6)

=R;(X, M)Gy(X|s0)log VGo(X]|so).

2.3.3 Reward Function

The reward R;(X, M) in Equation 2.4 is critical since it provides guidance for updating the
generator. Hence, it should correctly reflect the quality of the generated mask M. As the mask is
sampled from the probability map PP and we employ P to explain the pre-trained discriminator D,
the reward function R;(X, M) can also indicate the quality of explanations. In this section, we
carefully design the reward function.

First, given an input image X with its prediction y, the mask M should cover discriminative
image regions for class y. Then the newly obtained image X should receive the same prediction as

the original prediction y. Hence, the feedback of the discriminator, which is cross entropy loss in
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Equation 2.3, can evaluate the quality of the mask /. We use it as the discriminator reward that
Ry(X, M) =—Lcp(D(X,M),y). (2.7)

Second, the mask M should only cover the most discriminative regions, and ignore background
pixels. Hence, we develop an area size reward that the total area size of selected pixels (m; ; = 1)
should be relatively small, compared with the area size of the original image X. Mathematically,

it can be written as
w h
X my

h xw

Ru(X, M) = (2.8)

In addition, the selected pixels (m;; = 1) in mask M should distribute continuously, which
also means fewer artifacts exist in the generated probability map P. Hence, we propose another
reward term R.(X, M) to evaluate the distribution of the selected pixels in //. Formally, it can be

written as

w h
o UMy — My | + My — My
RC(X, M) _ _Zz—l Z]_l(’ »J — Zj| | J »J 1‘) (2.9)

Overall, by updating the generator to maximize the discriminator reward R;(X, M), we en-
courage the network to capture the discriminative regions in an image. Then the area reward
R,(X, M) encourages our policy to select relatively fewer pixels and only focus on the most dis-
criminative regions. With the continuous R.(X, M), the selected pixels tend to form continuous
regions. We combine these three rewards to serve as the reward function in Equation 2.4, and it

can be written as

Rp(X, M) = Ry(X, M) + M Ro(X, M) + \yRo(X, M), (2.10)

where A\; and )\, are hyper-parameters for the area reward and the continuous reward.
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Figure 2.2: Illustrations of how to reduce the search space with auxiliary information. With a
2 x 2 input X, there are 16 possible paths for the generator to explore, shown as solid lines. With
the guidance from auxiliary information (blue dotted lines), the generator is encouraged to search
within four states (shown in blue) which share the same labels as the auxiliary information and
tends to ignore the masks in red color. Note that question marks mean unknown or unconfident
labels. For simplicity, some paths and masks in red are omitted.

2.3.4 Policy Learning with Auxiliary Information

As mentioned above, the generator serves as the policy in our reinforcement learning setting.
We first introduce the general structure of our generator network. Given an image X, the generator
produces a probability matrix P which shares the same spatial dimensions as the input X. Re-
cently, an encoder-decoder network “U-Net” is proposed for pixel-wise prediction problems and
has shown great success in many tasks [37, 38, 39]. Hence, we design our generator as an encoder-
decoder network following the general “U-Net” structure, which is shown in Figure 2.1. The
encoder consists of several downsampling blocks that each downsampling block employs convo-
lutional layers [10] to extract high-level features from the input image and reduce the spatial size.
On the other hand, there are several upsampling blocks in the decoder of our generator to recover

the spatial size from high-level features. Each upsampling block contains one transposed convolu-
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tional layer [59] and several following convolutional layers. Such a structure can efficiently capture
the global relationships between different pixels, and each position of the output depends on all
neighbor pixels within its corresponding receptive field. In addition, the spatial information, such
as the sizes and locations of different objects and background, can highly impact the explanations.
However, since there are multiple downsampling and upsampling operations, such spatial infor-
mation cannot be perfectly conveyed from the encoder to the decoder. Existing studies [37, 60]
have demonstrated that adding skip connections between the encoder and the decoder is beneficial.
We employ such an idea and build skip connections between the encoder and the decoder to share
spatial information.

Given an image X, the generator produces a probability map P from which we sample a mask
M. With the reward R¢(X, M) mentioned above, we can update the generator Gy. According

to [56, 57], the loss function for policy training can be mathematically written as

Lo =—Ri(X, M)Lcp(Go(X), M). (2.11)

However, in reinforcement learning, the generator needs to explore the whole search space, which
contains a tremendous amount of masks. For example, when the size of images is 224 x 224,
which is a common size used for training ILSVRC dataset [61], each pixel can be selected or not
so that the number of possible masks reaches 2224*224, Therefore, it is not possible to explore
the whole search space and it is challenging to train the policy directly using the loss function in
Equation 2.11.

In this work, we propose to employ auxiliary information to reduce the search space and facil-
itate policy training. The auxiliary information is defined as the guidance information obtained by
other methods, and they may not be accurate. As illustrated in Figure 2.2, with an input with size
2 x 2, there are 222 = 16 paths leading to 16 possible masks to be explored. With the auxiliary
information that positions (0, 0) and (0, 1) are equal to 1 and the remaining positions are unknown,

we can guide the generator to search within the masks which share the same labels as the auxiliary
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Figure 2.3: An example of incorporating the mask and auxiliary information. Darker colors mean
1 while lighter colors denote 0. We employ the gradients to build our auxiliary information L,(.X)
that the obtained gradients are normalized to [0, 1] and thresholded. Then we combine L,(X) and
M by element-wise product to obtain the final labels.

information. Then the generator is encouraged to eliminate 12 possible paths (shown in red) and
search within the other 4 masks (shown in blue). Hence, the search space tends to be significantly
reduced. Specifically, we employ the gradients to build the auxiliary information in this task, de-
noted as L,(X). Even though the gradients can only roughly indicate the importance of different
pixels towards the classification, we can observe that the positions with relatively high absolute
gradients can capture the discriminative pixels in most cases [18, 22]. Therefore, we calculate the
normalized gradients and only use positions with relatively high values as the auxiliary informa-
tion. Formally, given an input image X, the absolute values of gradients can be approximated

by
_ 85@/

Gr(X) = X

; (2.12)

where y denotes the original prediction of X, S, means the class score of y, and |-| denotes the
calculation of absolute values. Then we normalize Gr(X) and obtain the auxiliary information

L,(X) through a threshold 3 that

1 if GT’ xl-7< —Grmin Grma:p _G'rmin Z ﬂ
Ly~ |1 @) = G )28 .

0 lf(G’f‘(ZE%]) - Grmin)/(Grmax - G’rmzn) < B
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where G, indicates the minimum value in Gr(X) and G7,,,, denotes the maximum value. We
present an example of incorporating the auxiliary information and the sampled mask in Figure 2.3.
Given an input X, we can obtain a probability map P through the generator and then sample
a mask M from P. Meanwhile, we can obtain G'r(X) by computing the gradients of the class
score of its original predicted class with respect to input X and then use a threshold to obtain the
auxiliary information L,(X). The positions with deeper colors have values equal to 1 while the
light colors mean 0. Then the mask )/ and the auxiliary information L,(X) are combined together
by element-wise product to produce the final labels L ;(.X). In addition, since the reward function
R4(X, M) can only indicate how discriminative the selected pixels are and cannot measure the
quality of unselected pixels, we only use the loss obtained from the masked areas to update the

policy. Hence, the new loss function can be written as

La = _Rf(X> M) X (M : ‘CCE(GG(X)vM ’ Lg(X)))> (2.14)

new

where - denotes element-wise product. Note that even though we employ the gradients to help
update the policy, it is different from directly using gradients as labels. In our proposed method,
we only employ gradients to build auxiliary information to reduce search space and the generator is
still updated by policy gradient. In addition, the proposed framework can be easily generalized that
the discriminator can be any pre-trained model to be explained, the generator can be any pixel-wise

prediction model, and the technique to obtain auxiliary information can also be replaced.
2.4 Experimental Studies

In this section, we conduct both qualitative and quantitative evaluations to demonstrate the
effectiveness of our proposed method. We first introduce the dataset and our experimental settings
in Section 2.4.1 for reproducibility. Then we compare our method with several existing state-
of-the-art approaches and report visual explanation results in Section 2.4.2. Next, we evaluate
our proposed method through model randomization test in Section 2.4.3. Finally, we present the

quantitative analysis based on weakly supervised object localization in Section 2.4.4 and saliency
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metric in Section 2.4.5.
2.4.1 Dataset and Experimental Setup

We perform the experiments on the ILSVRC dataset [61], which contains 1000 categories
and 1.2 million images for training, and 50,000 images for validation . We follow the VGG net-
work [53] to preprocess images that each image is first resized to 224 x 224 x 3, and then normal-
ized using the mean vector (123.68,116.779,103.939). In this work, the model we employed as
our discriminator and try to explain is VGG-16. Specifically, we utilize the pre-trained VGG-16
model from Tensorflow Slim Library [62]. The reported top-1 accuracy for ILSVRC validation set
1s 71.5%, and top-5 accuracy reaches 89.8%. Our discriminator loads such pre-trained model and
freeze all parameters during the training of the generator.

Our generator consists of an encoder network and a decoder network. There are three down-
sampling blocks in our encoder network, and each downsampling block contains three convolu-
tional layers [10]. The stride sizes for the first two convolutional layers are equal to 1 while the
final convolutional layer has stride equal to 2 to perform downsampling. The numbers of output
channels are doubled for each block, starting from 64. Correspondingly, the decoder network con-
sists of three upsampling blocks that each upsampling block contains one transposed convolutional
layer [59] and three convolutional layers. The stride size is set to 2 for the transposed convolu-
tional layer and 1 for each convolutional layer. The number of output channels is halved for the
last convolutional layer of the first two blocks, and set to 1 for the final layer in the final block.
All other layers retain the same number of output channels as their input. In addition, there is a
bottom block connecting the encoder and the decoder, which have two convolutional layers. The
stride is set to 1 for both of them, and the first layer doubles the output channels while the second
one halves the output channels. In addition, skip connections are performed by simple copying and
concatenation. For all layers in our generator, the kernel sizes are set to (3, 3). For all layers except
the last layer, batch normalization [63] is applied, and rectified linear unit (ReLU) is employed as
activation functions. For the last layer, the sigmoid function is employed as the activation function

to generate probabilities between 0 and 1. Note that zero paddings are set to “SAME” for all layers.
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Figure 2.4: Explanation results for the VGG-16 network using different techniques. Different rows
show the results for different input images. All saliency maps are normalized to range [0, 1] and
visualized using JET colormap. The darker red refers to the higher probability, the green color
means the medium probability, and the darker blue means the lower probability. Note that the
first six rows are examples with correct predictions while the predictions of the last three rows are
wrong.

We implement our method using TensorFlow [64] and conduct our experiments on four Pascal
1080 Ti GPUs. The learning rate for generator is 1 x 102 and the batch size is set to 80. The hyper-
parameters in Equation 2.10 are set to A\; = 3.5 and \; = 3.0. The threshold in Equation 2.13 is
£ = 0.2. In addition, we apply the Adam optimizer [65] with momentum parameters 3; = 0.9 and

By = 0.999.
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2.4.2 Qualitative Evaluations

We conduct experiments to compare the saliency maps generated by different methods quali-
tatively. These state-of-the-art approaches are Gradient [18], Mask [23], Integrated [48], Smooth-
Grad [19], Grad-CAM [20], GuidedBP [43], EBP [26], Real-time Saliency [24], and Shapley-
value-based method [30]. In addition, to justify the use of reinforcement learning, we train the
same generator network with the same loss function but using soft masks, denoted as Soft. We
directly apply the probability map P to the original input X and feed X - P to the pretrained model
D, which is similar to the existing work [24] and can be trained via standard stochastic gradient
descent. For the Shapley-value-based method, we choose to compare with the Shapley Gradient-
Explainer, which combines ideas from Integrated Gradients, SHAP, and SmoothGrad into a single
expected value equation. All approaches are visually evaluated using the same VGG-16 model.
For each image, we obtain saliency maps from different methods and visualize them using the JET
colormap. We report the explanation results of nine different images in Figure 2.4 where each row
corresponds to one image. In each row, the leftmost image is the raw image, the second one is the
explanation result of our method, and following columns represent results obtained using different
approaches in the following order: Gradient, Mask, Intergrated, SmoothGrad, Grad-CAM, Guid-
edBP, Soft, EBP, Shapley-value-based method, and Real-time Saliency. In each explanation result,
the darker red color indicates the higher probability, lighter blue means the lower probability, and
green color refers to the medium probability.

In Figure 2.4, the top six rows show the explanations for correctly classified images while the
last three rows report the explanations for three misclassified images. The first three rows show the
results of three relatively simple examples since these images contain clear backgrounds while the
main objects have high-contrast colors compared with their backgrounds. For these three images,
our method, SmoothGrad, GuidedBP, Soft, EBP, Shap, and Real-time can provide good explana-
tions to explain the model’s predictions. Our method can capture necessary details such as the
spider legs and the scorpion tail. The next three rows show three difficult examples in which the

main objects are mixed with watermarks. We believe our method provide the most reasonable
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explanations which ignore the watermarks while SmoothGrad, GuidedBP and Soft methods fail to
do so. From the model’s perspective, watermarks can exist in different images so that they should
not relate to the predictions. For the seventh row, the model predicts it as “cliff”” while its true label
is “rock python”. Our method, CAM, and Soft can provide reasonable explanations for this wrong
prediction that the model focuses more on the rock and reasonably misclassifies it to “cliff”. In ad-
dition, the prediction of the eighth row is “park bench” while the ground truth is “indigo bunting”.
Our method and Shap provide good explanations that the model captures the wood whose shape is
similar to “park bench”. Such explanations indicate that the VGG-16 model may not well capture
small objects with low-contrast colors. Next, the last row shows an example whose prediction is
“dung beetle” but the label is “bullfrog”. Our method explains such a prediction that even though
the VGG-16 model captures the objects successfully but misclassifies them to dung beetles. Even
though the Real-time saliency method can provide good explanations for correctly classified ex-
amples, it cannot provide reasonable explanations for wrong predictions. Overall, we believe our
method can successfully explain the predictions of VGG-16 for both correct and incorrect predic-
tions. By comparing different methods, our method tends to provide more reasonable explanations
for the predictions. In addition, by comparing our method and Soft, we can show that with rein-
forcement learning, the explanations are more precise and tend to exclude irrelevant details, such

as watermarks.
2.4.3 Model Randomization Test

To demonstrate that our proposed method can capture model behavior instead of generically
identifying the foreground of the input images, we evaluate our method using model randomiza-
tion test [42]. Recent work [42] shows that several widely employed explanation methods are
independent to the model parameters, such as GuidedBP [43] and Guided GradCAM [20]. The
model randomization test compares the explanations for a trained model, such as the pretrained
VGG-16, with the explanations for a randomly initialized model, such as the pretrained VGG-16
with randomly initialized layers. If the explanation method is reasoning the model at hand instead

of guessing, the generated explanations should be substantially different for these two cases.
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Figure 2.5: The explanation results for model randomization test. In each row, from left to right,
we show the raw image, the original explanation, the explanation for VGG-16 with the final layer
randomized, the explanation for VGG-16 with the final two layers randomized, the explanation
for VGG-16 with the final three layers randomized, and the explanation for VGG-16 with the final
four layers randomized.

We compare our proposed method with other baselines via model randomization test in a cas-
cading randomization manner. We first randomize the weights of the final layer in VGG-16 and
then provide explanations for this model. Then we evaluate the model with randomized last two
layers, the model with randomized last three layers, and the model with randomized last four lay-
ers. The results are reported in Figure 2.5, where we compare our method with GuidedBP [43],
Intergrated [48], Gradient [18], and EBP [26]. Each row shows the explanations for the same im-

age generated by different methods. In each row, from left to right, we report the raw input, the
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original explanation for VGG-16, the explanation for VGG-16 with the final layer randomized,
the explanation for VGG-16 with the final two layers randomized, the explanation for VGG-16
with the final three layers randomized, and the explanation for VGG-16 with the final four lay-
ers randomized. It is observed that our method provides substantially different explanations for
randomized models compared to the original explanation, which means our proposed method can
pass the model randomization test. It shows that our method is reasoning the model behavior in-
stead of generically identifying the foreground of the input images. Interestingly, our generated
explanations for all randomized models are heatmaps with all zeros. It is reasonable for the follow-
ing two reasons. First, intuitively, due to the randomized parameters, the models make decisions
randomly and the decisions are not related to the input images. Hence, none of the image regions
is important to or should contribute to the predictions. Our generated explanations are consistent
with such intuition. Second, when training our generator, no matter how the mask is selected, the
discriminator reward cannot be maximized while the area reward encourages the area of masks to
be as small as possible and finally becomes zero. In addition, we can observe that the Gradient
method can also pass the model randomization test. However, the GuidedBP tends to provide al-
most the same explanations regardless of model randomization, which means it cannot pass the
model randomization test. We also observe that the Integrated Gradient method generates highly
similar saliency maps for all models. The observations for Gradient, GuidedBP, and Integrated
Gradient are consistent with the existing work [42]. For the method EBP [26], the explanations
are computed from the feature maps after the last pooling layer, which is between the third-to-last
layer and the fourth-to-last layer. It is interesting to observe that if the parameters after the final
pooling layer are randomized (the third column to the fifth column in Figure 2.5), the generated
explanations of EBP remain the same. Meanwhile, if the parameters before the final pooling layer
are randomized (the last column in Figure 2.5), we can observe significant changes in the saliency

maps.
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Table 2.1: Quantitative comparisions between different approaches using weakly supervised object
localization.

Method | Error Rate | Method | Error Rate
Gradient [18] 41.7% GuidedBP [43] 42.0%
CAM [21] 48.1% Mask [23] 43.2%
Occlusion [22] 48.6% Grad-CAM [20] 47.5%
LRP [66] 57.8% Real-time [24] 39.2%
Soft 47.0% Ours 37.9%

2.4.4 Weakly Supervised Object Localization

One popular way to quantitatively measure explanation saliency maps is to apply generated
maps to weakly supervised object localization tasks [44, 26, 23]. Even though it cannot precisely
measure the explanation quality, the motivation of such evaluation is that reasonable explanations
should capture some regions of target objects and hence have overlap with ground truth bounding
boxes. We conduct such experiments on ILSVRC validation set which contains 50000 images with
humanly annotated bounding boxes. Following the existing work [44, 26, 23] and ILSVRC2014
setting [61], we exclude 1762 images since their bounding box annotations are poor. Note that
since the ground truth bounding boxes are annotated for the ground truth label, the targets of ex-
planations are not the original predictions but the ground truth labels. Hence, for such evaluations,
our proposed method is trained with ground truth labels instead of predictions. That is, the y in
Equation (2.3, 2.7, 2.12) is set as the ground truth label to train the generator.

Given an image X, we can obtain the probability map P. To generate bounding box from
P, we first normalize P to be in the range of [0, 1] and then determine which pixels are selected
by value thresholding [23] that pixels with values greater or equal to threshold « are selected.
Next, the tightest rectangle covering all selected pixels is generated as the final bounding box.
Finally, we check if the generated bounding box successfully match the annotated bounding box
using intersection over union (IOU) metric. If the IOU score smaller than 0.5, then the generated

bounding box is treated as a localization error. Note that if there are multiple annotated bounding
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Figure 2.6: The bounding boxes generated by our proposed method for six examples. The red
rectangles show the bounding boxes generated by our method and the green ones are annotated
ground truth.

boxes in an image, we first find a larger but tightest rectangle covering all annotated bounding
boxes and then compute the IOU score based on the larger rectangle and the generated bounding
box.

We perform such evaluation for the whole ILSVRC2014 validation set, excluding the poorly
annotated images mentioned above. The average localization errors of different approaches are
reported in Table 2.1. We compare our method with the several state-of-the-art explanation meth-
ods quantitatively. The error rates of these comparing methods are taken from [23]. Our proposed
approach achieves the best performance among these eight methods. Note that for our method,
the best error rate is achieved when o = 0.79. In addition, we compare our method with Soft and

Real-time [24]. Clearly, our proposed method outperforms these two methods, which indicates
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Table 2.2: Quantitative comparisions between different approaches via saliency metric.

Method | Score | Method | Score
Gradient [18] 0.7999 | Mask [22] | 0.9059
Integrated [48] | 0.7987 | Soft 0.8292
Ours 0.7716

discrete masks can better capture target objects. Such observations are consistent with the existing
work [51]. In addition, we also report the predicted bounding boxes for six examples in Figure 2.6.
The bounding boxes predicted by our method are represented as red rectangles while the manually
annotated bounding boxes are shown in green. Our generated bounding boxes can precisely match
the annotated ones. Note that for the first and the second images, there are multiple objects and
annotated boxes while our predicted bounding boxes can cover all of them. It shows that our pro-
posed method can capture image regions for multiple objects at the same time. Even though such
an evaluation cannot directly measure the explanation quality, it reflects that the saliency maps

generated by our approach can better highlight the target objects.
2.4.5 Saliency Metric Evaluation

We also evaluate our proposed method by the recently proposed saliency metric [24]. It re-
quires the preserved image regions to yield the same prediction as the original image while the
area of the preserved image regions is relatively small. Formally, given an input image X and its
original prediction y, we obtain the tightest rectangular box as mentioned in Section 2.4.4. Then
we crop the input X based on the rectangular box and resize it to the same size as X, denoted as
X.. Next, we feed X, to the classifier D and monitor the predicted probability for class y. Then

the saliency score is computed as

s(a,p) = log(a) — log(p), (2.15)

with @ = max(a,0.05) and p = max(p,0.01). Here a means the area of the rectangular as

a fraction of the total image size and p is the predicted probability for class y given X, as the
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Table 2.3: The results of the ROAR Evaluation.

Train Diff Test Diff
r =230 r =50 r =30 r =50
Grad-CAM [20] | -0.018% | -0.108% | -15.36% | -26.98%
Integrated [48] | -0.098% | -0.198% | -0.52% | -2.76%
SHAP [30] -0.138% | -0.198% | -11.24% | -12.80%
Ours -0.226% | -0.378% | -18.52% | -23.40%

input. Note that we threshold both a and p to avoid extremely small crops and extremely wrong
predictions. We compare our proposed method with Gradient [18], Integrated [48], Mask [22],
and Soft. The results are reported in Table 2.2. Our proposed method is shown to achieve a better
saliency score than comparing methods. It indicates that the important image regions captured by
our method are more discriminative for the model to recognize the original objects. In addition, our
method can outperform the Soft, which shows the advantage of employing reinforcement learning

for discrete masks.
2.4.6 The Remove and Retrain Evaluation

We further evaluate our proposed method using the recently proposed Remove And Retrain
(ROAR) method [67]. It first removes important image pixels for all training and validation images,
based on the generated saliency maps, and then retrain the image classification model. Intuitively,
if pixels carrying discriminative information are removed, it is more challenging to learn the re-
lations between input images and labels, and hence leads to a significant performance drop. By
monitoring how the test accuracy changes, we can understand whether a saliency method captures
the discriminative features.

Specifically, we compare our method with SHAP [30], Grad-CAM [20], and Integrated [48] on
a 50-classes subset of ILSVRC dataset. We obtain 99.80% training accuracy and 62.92% testing
accuracy on this subset with VGG-16. Then we obtain saliency maps for all training and validation
images. For each image, based on its saliency map, we select the top % of pixels and replace these

values with the channel means. Note that 7 is a pre-defined degradation rate. Finally, we randomly
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Raw Image

Figure 2.7: The explanation results for the ablation study. In each row, from left to right, we show
the raw image, the results of the model with both R, and R, reward terms, the results of the model
with R, term but without R, term, and the results of the model without both terms.

initialize the VGG-16, and re-train it for 50 epochs with modified training data and evaluate it with
modified validation data. Note that the learning rate is set to 0.01 and reduced to 0.001 after 30
epochs. The results are reported in Table 2.3. Clearly, for all methods, even when 50% pixels
are replaced, the model can still achieve good training performance. The training accuracy only
slightly drops compared with the VGG-16 trained with the original subset. It is consistent with the
observations in the existing study [67]. However, for our method, Grad-CAM, and SHAP, we can
observe significant testing performance degradation. It indicates that the replaced pixels contain
important and discriminative information for the model to well capture the data distribution. Note
that important pixels identified by our method yield the most test performance degradation when
r = 30, which further demonstrates the correctness of our method. We believe our method and
Grad-CAM outperform the SHAP method in ROAR test since both our method and Grad-CAM

capture large continuous image regions while the SHAP method captures several relatively small



discrete regions. Note that the Integrated perform poorly in ROAR test as its saliency maps only

contain important discrete pixels.
2.4.7 Ablation Study

In this section, we study the the effectiveness of the area reward R, in Equation 2.8 and the
smoothness reward R, in Equation 2.9. We consider and compare three different cases; those are,
case 1 which is with both R, and R,, case 2 which is with R, but without R, case 3 which is with-
out both R, and R.. The results are reported in Figure 2.7. We can clearly observe that with both
R, and R, terms, the model generates the best explanations which only focus on the discriminative
areas. Once the R, term is removed, the generated explanations become non-smooth. In addition,
without both R, and R, terms, the results are of low quality and tend to cover the whole image.

Hence, such results demonstrate that the R, and R, terms are useful and necessary.
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3. EXPLAINING DEEP TEXT CLASSIFIERS VIA OPTIMIZATION AND
REGULARIZATION METHODS*

The effectiveness of our image classifier explanations motivates us to investigate more chal-
lenging models. In this chapter, we study the explanation techniques for text models. We propose
a novel and intuitive method to investigate the meaning of hidden neurons and explain the whole

prediction procedure.
3.1 Introduction

In recent years, deep neural networks have shown great success in many NLP tasks, such as
sentence classification [5, 7], natural language generation [57, 68], machine translation [6, 69] and
visual question answering [70]. Most existing approaches treat deep neural networks as black-
boxes and only focus on the performance. Without understanding the working mechanisms of
neural networks, deep models cannot be fully trusted, since we do not know how and why decisions
are made. However, due to the complex structures of deep neural networks, it is challenging to
explain deep models and their behaviors, especially for NLP tasks that deal with discrete data.

Most existing approaches for explaining NLP models only investigate the relationships between
input sentences and output decisions to explore which input words are more important to make
decisions [56, 32]. However, the inner workings of networks should also be studied to answer
important questions regarding hidden layers, such as which hidden units are more important for a
decision and why they are important. To the best of our knowledge, there are no related studies
focusing on the explanations of hidden neurons of NLP models.

In this chapter, we propose an approach to explain and understand deep NLP models. Specif-
ically, we focus on convolutional neural networks (CNN) [1] for sentence classification tasks.

Our approach employs gradient-based approaches [18] and optimization techniques [14] to se-

*Reprinted with permission from “Interpreting Deep Models for Text Analysis via Optimization and Regular-
ization Methods” by Hao Yuan, Yongjun Chen, Xia Hu, and Shuiwang Ji, Proceedings of the AAAI Conference on
Artificial Intelligence, vol. 33(01), 5717-5724, Copyright 2019 by AAAIL
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lect spatial locations with high contribution to the decision from hidden layers and study what is
detected by these locations. We propose to approximately explain the meaning of detected infor-
mation using the nearest neighbors of the optimized representation based on the special property of
word representations, which imply that words with semantically similar meanings are embedded to
nearby points [71]. Experimental results demonstrate that our approach can obtain reasonable and
meaningful explanations for hidden units. It is shown that our approach can explain the decision

process in NLP models.
3.2 Background and Related Work

Most of the existing explanation approaches are proposed to investigate deep models in com-
puter vision rather than the NLP area. The saliency map techniques study which input pixels are
more important to the final decision [18, 46, 44]. The importance of different pixels can be ap-
proximated by the gradient of output score with respect to the inputs [22, 43, 72]. The similar idea
was applied to NLP models to study which input words contribute more to the prediction [32].
However, such techniques only provide word-level explanation while different words are highly
correlated to convey a meaning.

In addition, several approaches focus on feature visualization, which investigates what pattern
the hidden neurons of a model try to detect [25, 14, 73, 50, 16]. Optimization techniques are
commonly used for such purposes. The key idea is to iteratively update a randomly initialized
input to investigate a specific behavior in hidden layers, such as maximizing the activation values
of neurons or maximizing the score of a class. The optimized input can then be visualized as
abstracted images to reflect the meaning. However, such a technique cannot be directly applied to
NLP models since word representations are discrete and the meaning cannot be abstracted. Thus
the optimized input is difficult to explain. By combining the above two techniques, [31] investigate
the meaning of hidden layers to explain models for image classification tasks. However, as we
mentioned above, the optimized input is a sequence of abstract vector representations and cannot
be visualized as abstracted texts. We propose an approach to approximately explain the high-level

meaning of the optimized input by selecting the neighbors of these vector representations from the
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embedding space.
3.3 Methods

As discussed above, it is not enough to only build saliency maps on input sentences to visualize
word-level explanation, since different words may combine together to convey a meaning. In
addition, without investigating the hidden layers, we still do not understand how the hidden neurons
work, and neural networks remain a black box. To better understand deep NLP models, we propose
an approach to focus on the contribution and meaning of hidden neurons, thereby allowing us to

visually explain the decision process.
3.3.1 Visual Explanations of Hidden Units

In this section, we investigate the explanations of CNN models for sentence classification tasks
in NLP. The general structure of CNN models we study is shown in Figure 3.1. Given an input
sentence, it first passes through an embedding layer and several convolutional layers. Then it is fed
into a max-pooling layer and a fully-connected layer with softmax function to make predictions.

Intuitively, we wish to investigate the hidden units of a deep NLP model so that we can answer
three questions; those are, which hidden spatial locations are more important to decisions? what is
detected by these spatial locations from input sentences? and what is the meaning of the detected
information? However, there are two main challenges for answering these questions; those are,
how to explore what is detected by hidden units? and how to explain the detected information?
Existing approaches in computer vision cannot be directly applied since word representations are
discrete from each other and cannot be abstracted as images.

We first combine the idea of saliency map and optimization to answer the question of what is
detected by hidden units. Based on the property of word representations, we propose to approxi-
mately explain the meaning of detected information using the nearest neighbors of the optimized
representation. Then we develop regularization terms to help explanations. Generally speaking, the
explanation procedure consists of three main steps. First, we employ gradient-based approaches to

estimate the contributions of different spatial locations in a hidden layer. Based on the magnitude
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Figure 3.1: Illustration of the overall pipeline of our approach. Part 1 shows the general structure
of the CNN model that we try to investigate. After training, we first build saliency maps for
different hidden spatial locations, where saliency scores reflect contributions to the final decision.
As the example shown in Part 2, the CNN model classifies the test sentence to class ¢ (shown
in green). For the convl1 layer, the saliency score is computed for each spatial location, and three
spatial locations are selected (highlighted in yellow). Next, for each selected location, optimization
technique is employed to determine what is detected from the test sentence. As shown in Part 3,
for the spatial location k, a randomly initialized input X, is fed to the network and we iteratively
update X, towards the objective function shown in Equation 3.6. Finally, based on the receptive
field of location & (shown in blue with red bounding box), we obtain an overall representation for
this receptive field. We search the vocabulary and select word representations with high similarity
to the overall representation. Then, the t-SNE is employed to visualize these representations, as
shown in Part 4.

of contributions, the spatial locations are sorted, and those with high contribution are selected to be
explained in the following steps. Second, to obtain what is detected by different spatial locations
in hidden layers, we iteratively update a randomly initialized input via optimization. Finally, the
optimized input is a sequence of numerical vectors but such abstract values are hard to explain.
Based on the property of word representations that words with semantically similar meanings are
embedded to nearby points, we design regularization terms to encourage different vectors in the
optimized input to be similar to each other. Then we explore the nearest neighbors [74] in term of
cosine similarity to approximately represent the meaning of the target spatial location. The general

logic flow of our approach is illustrated in Figure 3.1.
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3.3.2 Saliency Maps for Hidden Units

Since there are a large number of neurons in hidden layers, it is not possible to explain each
neuron. Hence we employ saliency map techniques to select spatial locations with high contribu-
tions for further explanations. The saliency map acts like a heatmap, where saliency scores are
estimated by the first order derivatives and reflects the contribution of different neurons. While
most of existing approaches build saliency maps to explore the contribution of individual words in
input sentences, we study the importance of different hidden spatial locations instead.

Formally, for an input sentence X, the model predicts that it belongs to class ¢ and produces a
class score S.. Let a;; represents the activation vector of the spatial location ¢ of layer j, and its
dimension is equal to the number of channels. Also let A; denotes the activations of layer j, which
is a matrix, where each column corresponds to one spatial location. The relationship between
the score S, and A; is highly non-linear due to the non-linear functions in deep neural networks.
Inspired by the strategy in recent work [32, 18], we compute the first-order Taylor expansion as a

linear function to approximate the relationship as
Se ~ Tr(w(A;)TAj) + b, (3.1

where Tr(-) denotes the trace of a matrix and w(A,) is the gradient of class score S, with respect
to the layer j. Such gradient can be obtained by using the first order derivative of S. with respect

to the layer A; as
_ 08,
C0A;

For the spatial location ¢ in the layer 7, the gradient of S, with respect to this spatial location is
the i*" column of w(A4;), denoted as w(A;);. Then the saliency score of this location Score.(X);
is calculated using linear approximation:

SCOI'CC(X)Z]‘ = 11](14J)z Qg (33)

%

36



where - refers to the dot product of vectors.

It is noteworthy that we do not directly use gradients as saliency scores. The reason is that
gradients only reflect the sensitivity of the class score when there is a small change in the corre-
sponding spatial location. The employed linear approximation incorporates the activation values
to measure how much one spatial location contributes to the final class score. In addition, after
training, the weights and parameters in the model are fixed so that the gradient of S, with re-
spect to a specific spatial location is fixed and does not depend on the input. By using the linear

approximation, the saliency score becomes input-dependent.
3.3.3 Input Generation via Optimization

By employing the saliency map technique, we can select spatial locations with high influence
on the final decision. However, it is still not clear why they are important. In order to explore this
direction, we propose to use optimization techniques to understand what is detected from the input
sentence by these spatial locations. The key idea of optimization techniques for explanation is to
iteratively update a randomly initialized input towards an objective function. Such optimization
procedure is similar to the training of deep neural networks. The main difference is that in such
optimization techniques, the parameters of the networks are fixed but the input is optimized. When
maximizing the activation value of a certain neuron, the optimized input reflects the pattern that
this neuron tries to detect [22, 14]. The activation value of each neuron shows the strength of the
pattern detected from inputs. For the neuron £ in the spatial location 7 of hidden layer j, we can
obtain an optimized input yijk and the activation value a;;,. When considering spatial locations

as a whole, what is detected can be approximated using a weighted sum of X ;. and a;j;, as
n
Xij = Z ik X ijks (3.4)
k=1

where n is the number of neurons in the spatial location 7 of layer j, which is equal to the number
of channels.

Such approximations are not efficient since the number of channels can be large, and we need
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to obtain an optimized input for each neuron. Furthermore, it is challenging to add regularization
since the optimized input is generated for each neuron separately. Hence, we propose to incorporate
the activation vector of a spatial location and optimize the input for the whole spatial location.
Formally, for a spatial location z of layer j, let a;; represents its activation vector given the input
sentence X. We randomly initialize another input X, and feed it to the network. For the same
spatial location, we obtain another activation vector a;;. Then we iteratively update the input X,

towards the following objective function:

(3.5)

/

where - refers to the dot product of vectors.
3.3.4 Regularization

In Equation 3.5, there is no regularization term for optimization. However, without any reg-
ularization, the updating procedure will not converge since the input X, can be updated without
any constraint, and the target a;; - a;; keeps increasing. Hence, we add L, regularization to the
objective function. In addition, in order to explain the optimized input, we propose to add another
regularization term, known as the similarity regularization, to make the optimized inputs readily
explainable.

Formally, let )/(T) denotes the receptive field of the spatial location we try to investigate, and [ and
r are the leftmost and rightmost corresponding indices in )/(\0. Then we have )/(\0 = [Toy, -+, Toiy
where z; denotes the i** column of X|,. By adding the regularization terms, the objective function
becomes

—~ |2 —~
MAax a; - Gi; — A HXOH2 + Ao Sim(Xp), (3.6)

where - denotes the dot product of vectors, Sim(-) is the similarity term, and A, A\, are regulariza-
tion parameters.
L, Term: By adding the L2 regularization, the optimization procedure converges much faster.

Furthermore, the L2 term encourages features with high contributions to the target a;; - a;; to
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increase more than others. This is beneficial, since features of high importance can better represent
the meaning of hidden spatial locations.

Similarity Term: Intuitively, we try to assign each spatial location an estimated meaning to
represent what is detected from the input sentence. After optimization, we obtain multiple vector
representations. However, such representations may be very different from each other. In this
case, it is challenging to find an overall representation for them. Based on the property of word
representation that words with semantically similar meanings localize closer in the embedding
space [71, 32], we propose the similarity regularization for optimization, which encourages differ-
ent vector representations in optimized X to be similar to each other. In this way, these vector
representations are encouraged to have similar semantically meanings when mapping back to the

word space. Formally, the similarity term is defined as

Sim XO ~ Z Lo Loj (3.7

Vig HxUZHQ 2ol

where - refers to dot product of vectors, N =r — [+ 1 and 4, j € [I,r].
3.3.5 Visualization of Optimized Inputs

By combining saliency maps and optimization, we know which spatial locations in hidden
layers contribute most to the final decision. We also obtain an optimized input for each selected
hidden spatial location to represent what is detected by this location. However, the optimized
input consists of several numerical vectors and is still hard to explain. It is challenging because
words representations are discrete so that the optimized representations cannot be mapped to words
directly. We propose to find representative words whose vector representations have high cosine
similarity with the optimized input as an estimation of the meaning.

Given an optimized input X, based on the spatial location we can obtain its receptive field
with respect to X, denoted as )?0 = [zor,- -+, Toi,  + ,Zor]. Since we employ the similarity
regularization term, different representations z(; are encouraged to be similar. Additionally, in the

case of word embedding, similar representations lead to similar semantic meanings. Hence, it is
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Dataset & Ntrain Ntest | V|
MR 2 9596 1066 18160
AG’s News | 4 120000 7600 84252

Table 3.1: The summary statistics of the MR dataset and the AG’s News dataset. In the table, ¢
represents the number of classes, N..;, denotes the number of training examples in the dataset,
Niest is the number of test examples, and |V| denotes the size of vocabulary.

reasonable to take an average of these representations as an overall approximation as

1 r
Loverall = N Z Zog- (38)
i=l

It is impossible to find the exact meaning for x,,¢,q;;. Instead, we study the neighbors of Z,,eran
in the embedding space. We believe the neighbors share similar high-level semantic meaning with
Toverall- Specifically, we compare x ¢, With different word representations in the vocabulary us-
ing cosine similarity and obtain the top words and their corresponding representations. By studying
the semantic meaning of these neighbors, we can understand the high-level meaning of the detected
information by this spatial location. Finally, these representations can be visualized in the 2D space

via dimension reduction techniques, such as t-SNE [75] and principal component analysis [76].
3.4 Experimental Studies

To demonstrate the effectiveness of our approach, we evaluate our methods both quantitatively
and qualitatively. We first introduce two datasets we are using and the setup of the experiments in
detail. Next, we report the explanation results for several sentence examples. Finally, we present

the quantitative evaluations of our methods.
3.4.1 Datasets

We conduct experiments to show the effectiveness of our approach based on two NLP datasets;
namely the MR dataset and AG’s News dataset. We report the summary statistics of these two

datasets in Table 3.1.
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MR AG’s News
Length 56 195
Conv num 3 4
Kernel size 5 5
Conv channel | 128, 64,32 | 512,256,128,64
Activation Relu Relu
Embedding 300 300
Pre-train Word2vec Word2vec
Learning rate 2e-4 Se-4
Batch size 128 64

Table 3.2: The CNN models we used for the MR dataset and AG’s News dataset. Different columns
refer to the network settings for different dataset. Length: the length of input sentence; Conv num:
the number of 1D convolutional layers in the model; Conv channel: the number of channels for
convolutional layers; Activation: activation function in convolutional layers; Embedding: dimen-
sion of word embedding; Pre-train: the type of pre-trained word embedding employed.

MR Dataset: The MR dataset* contains movie review data for sentiment analysis. Each sample
in the dataset is a one-sentence movie review and labeled with “positive” or “negative”.

AG’s News Dataset: The AG’s News dataset' is constructed from AG’s corpus of news articles.
The dataset contains the largest 4 classes of news in the original AG’s corpus, where only the
title and description are used [7]. The label of each news example depends on the topic of the
news, which can be “World”, “Sports”, “Business” or “Sci/Tech”. Each class has 30,000 training

examples and 1,900 testing examples.
3.4.2 Experimental Setup

In this section, we introduce the CNN model that we investigate in this work. We then discuss
the explanation setup in detail. Finally, we discuss the preprocessing procedure for text inputs.

CNN Model: We build CNN models for both datasets, and the overall structures are shown in
Part 1 of Figure 3.1. The input sentence is padded to the same length and fed into the embedding
layer, where the word2vec word embedding is employed [71]. Then several 1D convolutional

layers [10] and a max-pooling layer are applied. Finally, a fully-connected layer with the softmax

*https://www.cs.cornell.edu/people/pabo/movie-review—data/
Thttp://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
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Dataset MR AG’s News
Our CNN model 79.96% 92.05%
Baseline CNN model | 81.50% 91.45%

Table 3.3: Comparison of prediction accuracy between the CNN models we build and the baseline
CNNe .

function produces the predictive decision. Detailed descriptions of models are given in Table 3.2.

Explanations: After training, the parameters and vocabulary in CNN models are saved for
explanations. These trained parameters in CNN models are reused and fixed during the explanation
procedure. Given a test sentence, the saliency map technique returns the top m spatial locations
for a hidden layer. We set m equal to 3 in our experiments and focus on the first hidden layer.
The input in optimization is randomly initialized using the Xavier initialization method [77]. For
the MR dataset, the regularization parameters are set as \; = 0.004 and A\, = 0.02. For the AG’s
News dataset, we set A\; = 0.002 and A\, = 0.01. We implement our approach using TensorFlow
and conduct our experiments on one Tesla K80 GPU. The learning rate in optimization procedure
is set to 2 x e~* and we apply the Adam optimizer [65] with momentum parameters 3; = 0.9 and
B2 = 0.999.

Preprocessing: The way to preprocess the text data is similar to the existing NLP applica-
tion [5]. It is noteworthy that we do not convert words to lower case since the meaning of a word

is case-sensitive.
3.4.3 Visual Explanation Results

We first report the prediction accuracy of the CNN models that we try to explain. The results are
shown in Table 3.3. The CNN models we build can achieve competitive or even better performance
compared with the baseline CNNs [5, 7]. The reason why we conduct such comparison is that we
wish to show the CNNs we investigate are models with reasonable performance. Next, we present
the visual explanation results to demonstrate the effectiveness of our approach.

MR Dataset: For the MR dataset, we show the visualization results for two testing examples;

those are, “As a good old fashioned adventure for kids spirit stallion of the cimarron is a winner";
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Figure 3.2: The visualization explanation result for the first example for the MR dataset. The mid-
dle part of the figure shows the contribution of different spatial locations in hidden layers, where
red color means highest contribution to the final decision; blue color refers to the second highest
contribution; and green means the third highest contribution. The bounding boxes in different col-
ors correspond to the receptive field of different spatial location. The top part shows the t-SNE
visualization of the explanation obtained by our approach. The explanations of target spatial lo-
cations are marked as “targetword” and connected to the corresponding spatial locations by dash
lines.

and “Plays like one of those conversations that comic book guy on the simpsons has". Clearly, the
first example is a positive review while the second one is a negative one. Both of them are correctly
classified by the CNN models.

The visual explanation result of the first example is shown in Figure 3.2. As demonstrated,
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Figure 3.3: The visualization explanation result for the second example for the MR dataset. Only
the final result is presented due to space constraints.

three spatial locations (grids in red, blue and green) of the first convolutional layer are selected
based on their saliency scores. The bounding boxes reflect the receptive fields of these spatial
locations with respect to the input.

The receptive fields contain words like “good”, “fashioned”, “adventure”, and “spirit”, which
are commonly used in positive movie reviews. In addition, the top part of Figure 3.2 shows the
visual explanation for selected hidden spatial locations. Most of the neighbors identified by our
approaches are positive adjectives, such as “unflinching”, “ok”, “smartly”, and “gritty”. We use
these neighbors to represent the meanings of hidden spatial locations so that the locations should

be explained as positive meaning. This is consistent with their receptive fields and the final positive

prediction. Such explanation helps us understand how the decision is made; that is, the information
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Figure 3.4: The visualization explanation result of the first example for the AG’s News dataset.

detected by these spatial locations is positive and these spatial locations have high contribution to
the final decision so that the final prediction is positive.

In addition, we show the visualization result of the second MR example in Figure 3.3. Clearly,
many words with negative meanings are selected to explain the meaning of hidden spatial locations,
such as “terribly”, “awkward”, “devoid”, “unwatchable” and “brainless”. Hence, these spatial
locations can be explained as negative meaning, and it is consistent with the prediction. We also
observe that most of neighbors are adjectives or adverbs.

AG’s News Dataset: Similarly, we show the explanation results for two examples from the
AG’s News dataset. Both of them are correctly classified by CNN models.

The first example with label “sports™ is “Looking at his ridiculously developed upper body, with

huge biceps and hardly an ounce of fat, it’s easy to see why Ty Law, arguably the best cornerback

in football, chooses physical play over finesse. That’s not to imply that he’s lacking a finesse”. As

45



T T Xeoinciding T T T T
XSETS J8of
B ofra -
legall

Alegally Matacentre

i Soelf ¥Scientistcom|
MBattens Hprotorosaur
| Sesponsibly JArrogance T
Hrakeoff
- SKargetword0 JSolar _
AScripting
Hniverse
L HSPAZIO i
S}autonomous
Sfargetword?2 . 4OBs
Hayashi
FpPanacea APortend
B Kinkerers |
Snfrared Sargetword1
1 1 1 1 1 1 1 1

Figure 3.5: The visualization explanation result of the second example for the AG’s News dataset.

shown in Figure 3.4, several nouns are selected to explain the hidden locations. Most of them are
highly related to the topic “sports”, for example, “Toni”, “Elarton” and “Fahrenhorst” are names
of famous players; “Toulouse ” and “Newcastle” are names of famous sports teams. One may
argue that such names can be used in many areas and are not limited in topic “sports”. We claim
that our explanation results are based on the model and datasets where there are only four classes:
“World”, “Sports”, “Business” and “Sci/Tech”. When only considering these four types of news,
these names are highly related to “sports”. Hence, we believe the selected words are reasonable
and consistent with the prediction.

The second example is “Jet Propulsion Lab — Scientists have discovered irregular lumps
beneath the icy surface of Jupiter’s largest moon, Ganymede”. QObviously, it belongs to topic
“Sci/Tech”. The explanation result is shown in Figure 3.5. Similarly, the word selected by our ap-
proaches are highly related to “Sci/Tech” topic, such as “Solar”, “protorosaur”, “datacenter” and

“Scientistcom”.
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Dataset MR AG’s News
Matching rate | 0.934 0.843

Table 3.4: The matching rates for the MR dataset and AG’s News dataset.

In addition, it is interesting that for the MR dataset, the explanation results are mostly adjectives
and adverbs while the results of AG’s News data contains more nouns. This is reasonable since
in movie review, the positive or negative meaning is mostly expressed by adjectives and adverbs
while the topic of a news is highly related to nouns. Such observation also demonstrates that
our approach provides reasonable explanation based on the model and dataset. In conclusion, the
words selected by our approach to explain the hidden locations are meaningful and reasonable.
They explain the information detected from the input sentence. In addition, such explanations help

explain how the decision is made and why the decision is made.
3.4.4 Evaluation of Explainability

Intuitively, if the explanations of hidden spatial locations are meaningful and reasonable, the
hidden layers should convey similar high-level meaning compared with the original input sentence.
In this section, we explore if the explanations generated by our approach are reasonable. We first
introduce how we quantitatively evaluate the explanations. Given an input sentence X, the model
classifies it to class c. We obtain the explanations of k locations with the highest contribution to
the decision. For each location we use the m nearest neighbors to represent its meaning. In this
way, for each input, we have a sentence with km words to explain the hidden layer, denoted as X'
. If we feed X" to the same network, we obtain another classification result . If ¢ is equal to ¢/,
we call it a matching, and it means the explanations of hidden locations shares similar high-level
meaning with the input. Here, we focus on the first hidden layer and set £k = 3 and m =5, .

We conduct such evaluation for the two datasets and the results are reported in Table 3.4. It
is obvious that for both datasets, our method provides reasonable explanations for most examples.
In addition, our approach has better performance on the MR dataset. We believe the reason is that

the length of input examples in the AG’s News is much greater than that of MR data. Then it is
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more challenging to use the explanations of three locations to represent the meaning of whole input

sentences.
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4. EXPLAINING DEEP GRAPH CLASSIFIER VIA SUBGRAPH EXPLORATIONS*

We continue our explorations by explaining graph neural networks. Graph data are special
since they only have limited locality information but the topology information is important. In this
chapter, we propose a novel method, known as SubgraphX, to study instance-level explanations of

graph neural networks.
4.1 Introduction

Graph neural networks have drawn significant attention recently due to their promising perfor-
mance on various graph tasks, including graph classification, node classification, link prediction,
and graph generation. Different techniques have been proposed to improve the performance of
deep graph models, such as graph convolution [12, 82, 105, 106], graph attention [9, 107], and
graph pooling [8, 86, 80]. However, these models are still treated as black boxes, and their pre-
dictions lack explanations. Without understanding and reasoning the relationships behind the pre-
dictions, these models cannot be understood and fully trusted, which prevents their applications in
critical areas. This raises the need of investigating the explainability of deep graph models.

Recently, extensive efforts have been made to study explanation techniques for deep models on
images and text [18, 19, 108, 109, 44]. These methods can explain both general network behaviors
and input-specific predictions via different strategies. However, the explainability of GNNs is
still less explored. Unlike images and texts, graphs are not grid-like data and contain important
structural information. Thus, methods for images and texts cannot be applied directly. While
several recent studies have developed GNN explanation methods, such as GNNExplainer [110],
PGExplainer [111], and PGM-Explainer [112], they invariably focus on explainability at node,
edge, or node feature levels. We argue that subgraph-level explanations are more intuitive and

useful, since subgraphs can be simple building blocks of complex graphs and are highly related to

*Part of the data reported in this chapter is reprinted with permission from “On Explainability of Graph Neural
Networks via Subgraph Explorations” by Hao Yuan, Haiyang Yu, Jie Wang, Kang Li, and Shuiwang Ji, Proceedings
of the 38th International Conference on Machine Learning, accepted, pending publication, Copyright 2021 by PMLR.
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the functionalities of graphs [93, 91].

In this work, we propose the SubgraphX, a novel GNN explanation method that can identify
important subgraphs to explain GNN predictions. Specifically, we propose to employ the Monte
Carlo tree search algorithm [113] to efficiently explore different subgraphs for a given input graph.
Since the information aggregation procedures in GNNs can be interpreted as interactions among
different graph structures, we propose to employ Shapley values [114] to measure the importance
of subgraphs by capturing such interactions. Furthermore, we propose efficient approximation
schemes to Shapley values by considering interactions only within the information aggregation
range. Altogether, our work represents the first attempt to explain GNNs via identifying subgraphs
explicitly. We conduct both qualitative and quantitative experiments to evaluate the effectiveness
and efficiency of our SubgraphX. Experimental results show that our proposed SubgraphX can
provide better explanations for a variety of GNN models. In addition, our method has a reasonable

computational cost given its superior performance.
4.2 Related Work
4.2.1 Graph Neural Networks

Graph neural networks have demonstrated their effectiveness on different graph tasks. Sev-
eral approaches are proposed to learn representations for nodes and graphs, such as GCNs [12],
GATs [9], and GINs [79], etc. These methods generally follow an information aggregation scheme
that the features of a target node are obtained by aggregating and combining the features from
its neighboring nodes. Here we use GCNs as an example to illustrate such information aggrega-
tion procedures. Formally, a graph G with m nodes can be represented by an adjacency matrix
A € {0,1}™*™ and a feature matrix X € R™*? assuming that each node is associated with a d-
dimensional feature vector. Then the aggregation operation in GCNs can be mathematically written
as X; 41 = U(D*%AD*%XiWZ-), where X; denotes the output feature matrix of i—th GCN layer
and X is set to Xy = X. The node features are transformed from X; € R"*% to X;,; € R"™*%+1,

Note that A = A + I is employed to add self-loops and D is a diagonal node degree matrix to
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perform normalization on A. In addition, W; € R¢*¢+1 is a learnable weight matrix to perform

linear transformations on features and o(-) is the non-linear activation function.
4.2.2 Explainability in Graph Neural Networks

Even though explaining GNNss is crucial to understand and trust deep graph models, the ex-
plainability of GNNs is still less studied, compared with the image and text domains. Recently,
several methods are proposed specifically to explain deep graph models. These methods mainly
focus on explaining GNNs by identifying important nodes, edges, node features. However, none
of them can provide input-dependent subgraph-level explanations, which is important for under-
standing graph models. In this section, we briefly discuss several existing methods for explaining

GNN s at instance-level.

e SA [89] directly employs the squared values of gradients as the importance scores of dif-
ferent input features. It can be directly computed by back-propagation, which is the same
as network training but the target is input features instead of model parameters. Note that
the input features can be graph nodes, edges, or node features. It assumes that higher ab-
solute gradient values indicate the corresponding input features are more important. While
it is simple and efficient, it has several limitations. First, SA can only reflect the sensitiv-
ity between input and output, which cannot accurately show the importance. In addition, it
also suffers from saturation problems [49]. In the saturation regions of the model, where the
model output changes minimally with respect to any input change, the gradients can hardly

reflect the contributions of inputs.

e Guided BP [89] shares a similar idea with SA but modifies the procedure of backs propa-
gating gradients. Since negative gradients are challenging to explain, Guided BP only back
propagates positive gradients while clipping negative gradients to zeros. Then only positive
gradients are used to measure the importance of different input features. Note that Guided

BP shares the same limitations as SA.

e CAM [115] maps the node features in the final layer to the input space to identify impor-
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tant nodes. It requires the GNN model to employ a global average pooling (GAP) layer
and a fully-connected (FC) layer as the final classifier. Specifically, CAM takes the final
node embeddings and combines different feature maps by weighted summations to obtain
importance scores for input nodes. Note that the weights are obtained from the final fully-
connected (FC) layer connected with the target prediction. This approach is also very simple
and efficient but still has several major limitations. First, CAM has special requirements for
the GNN structure, which limits its application and generalization. Second, it assumes that
the final node embeddings can reflect the input importance, which is heuristic and may not
be true. Furthermore, it can only explain graph classification models and cannot be applied

to node classification tasks.

Grad-CAM [115] extends the CAM to general graph classification models by removing the
constraint of the GAP layer. Similarly, it also maps the final node embeddings to the input
space to measure node importance. However, instead of using the weights between the GAP
output and FC output, it employs gradients as the weights to combine different feature maps.
Specifically, it first computes the gradients of the target prediction with respect to the final
node embeddings. Then it averages such gradients to obtain the weight for each feature map.
Compared with the CAM, Grad-CAM does not require the GNN model to employ a GAP
layer before the final FC layer. However, it is also based on heuristic assumptions and cannot

explain node classification models.

GNNExplainer [110] learns soft masks for edges and node features to explain the predic-
tions via mask optimization. The soft masks are randomly initialized and treated as trainable
variables. Then GNNExplainer combines the masks with the original graph via element-wise
multiplications. Next, the masks are optimized by maximizing the mutual information be-
tween the predictions of the original graph and the predictions of the newly obtained graph.
Even though different regularization terms, such as element-wise entropy, are employed to

encourage optimized masks to be discrete, the obtained masks are still soft masks so that it
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cannot avoid the “introduced evidence” problem. In addition, the masks are optimized for

each input graph individually and hence the explanations may lack a global view.

PGExplainer [111] learns approximated discrete masks for edges to explain the predictions.
It trains a parameterized mask predictor to predict edge masks. Given an input graph, it first
obtains the embeddings for each edge by concatenating node embeddings. Then the predictor
uses the edge embeddings to predict the probability of each edge being selected, which can
be treated as the importance score. Next, the approximated discrete masks are sampled
via the reparameterization trick. Finally, the mask predictor is trained by maximizing the
mutual information between the original predictions and new predictions. Note that even
though the reparameterization trick is employed, the obtained masks are not strictly discrete
but can largely alleviate the “introduced evidence” problem. In addition, since all edges in
the dataset share the same predictor, the explanations can provide a global understanding of

the trained GNNs.

GraphMask [116] is a post-hoc method for explaining the edge importance in each GNN
layer. Similar to the PGExplainer, it trains a classifier to predict whether an edge can be
dropped without affecting the original predictions. However, GraphMask obtains an edge
mask for each GNN layer while PGExplainer only focuses the input space. In addition, to
avoiding changing graph structures, the dropped edges are replaced by learnable baseline
connections, which are vectors with the same dimensions as node embeddings. Note that
binary Concrete distribution [117] and reparameterization trick is employed to approximate
discrete masks. In addition, the classifier is trained using the whole dataset by minimizing
a divergence term, which measures the difference between network predictions. Similar to
PGExplainer, it can largely alleviate the “introduced evidence” problem and provide a global

understanding of the trained GNNSs.

ZORRO [118] employ discrete masks to identify important input nodes and node features.

Given an input graph, a greedy algorithm is used to select nodes or node features step by step.
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For each step, ZORRO selects one node or one node feature with the highest fidelity score.
Note that the objective function, fidelity score, measure how the new predictions match the
original predictions of the model by fixing the selected nodes/features and replacing the
others with random noise values. Since there is no training procedure involved, the non-
differentiable limitation of discrete masks is avoided. In addition, by using hard masks,
ZORRO is not suffered from the “introduced evidence” problem. However, the greedy mask
selection algorithm may lead to local optimal explanations. In addition, the explanations

may lack a global understanding since masks are generated for each graph individually.

Causal Screening [119] studies the causal attribution of different edges in the input graph. It
identifies an edge mask for the explanatory subgraph. The key idea of causal attribution is to
study the change of predictions when adding an edge into the current explanatory subgraph,
known as the causal effect. For each step, it studies the causal effects of different edges
and selects one edge to add to the subgraph. Specifically, it employs the individual causal
effect (ICE) to select edges, which measures mutual information (between the predictions of
original graphs and the explanatory subgraphs) difference after adding different edges to the
subgraph. Similar to ZORRO, Causal Screening is a greedy algorithm generating discrete
masks without any training procedure. Hence, it is not suffered from the “introduced evi-

dence” problem but may lack a global understanding and stuck in local optimal explanations.

GraphLime [120] extends the LIME algorithm [121] to deep graph models and studies the
importance of different node features for node classification tasks. Given a target node in
the input graph, GraphLime considers its N-hop neighboring nodes and their predictions
as its local dataset where a reasonable choice of NV is the number of layers in the trained
GNNs. Then a nonlinear surrogate model, Hilbert-Schmidt Independence Criterion (HSIC)
Lasso [122], is employed to fit the local dataset. Note that HSIC Lasso is a kernel-based fea-
ture selection algorithm. Finally, based on the weights of different features in HSIC Lasso,

it can select important features to explain the HSIC Lasso predictions. Those selected fea-
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tures are regarded as the explanations of the original GNN prediction. However, GraphLime
can only provide explanations for node features but ignore graph structures, such as nodes
and edges, which are more important for graph data. In addition, GraphLime is proposed to
explain node classification predictions but cannot be directly applied to graph classification

models.

RelEx [123] also studies the explainability of node classification models by combining the
ideas of surrogate methods and perturbation-based methods. Given a target node and its
computational graph (/N-hop neighbors), it first obtains a local dataset by randomly sam-
pling connected subgraphs from the computational graph and feeding these subgraphs to
the trained GNNs to obtain their predictions. Specifically, starting from the target node, it
randomly selects neighboring nodes in a BFS manner. Next, it employs a GCN model as
the surrogate model to fit the local datasets. Note that different from LIME and GraphLime,
the surrogate model in RelEx is not interpretable. After training, it further applies the afore-
mentioned perturbation-based methods, such as generating soft masks or Gumbel-Softmax
masks, to explain the predictions. Compared with GraphLime, it can provide explanations
regarding important nodes. However, it contains multiple steps of approximations, such as
using the surrogate model to approximate local relationships and using masks to approxi-
mate the edge importance, thus making the explanations less convincing and trustable. Fur-
thermore, as perturbation-based methods can be directly employed to explain original deep
graph models, then it is not necessary to build another non-interpretable deep model as the
surrogate model to explain. It is also unknown how it can be applied for graph classification

tasks.

PGM-Explainer [112] builds a probabilistic graphical model to provide instance-level ex-
planations for GNNs. The local dataset is obtained by random node feature perturbation.
Specifically, given an input graph, each time PGM-Explainer randomly perturbs the node

features of several random nodes within the computational graph. Then for any node in the
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computational graph, PGM-Explainer records a random variable indicating whether its fea-
tures are perturbed and its influence on the GNN predictions. By repeating such procedures
multiple times, a local dataset is obtained. Note that the local dataset of PGM-Explainer
contains node variables instead of different neighboring graph samples. Then it selects top
dependent variables to reduce the size of the local dataset via the Grow-Shrink (GS) algo-
rithm [124]. Finally, an interpretable Bayesian network is employed to fit the local dataset
and to explain the predictions of the original GNN model. PGM-Explainer can provide
explanations regarding graph nodes but ignore graph edges, which contain important graph
topology information. In addition, different from GraphLime and RelEx, the PGM-Explainer

can be used to explain both node classification and graph classification tasks.

LRP [125, 89] extends the original LRP algorithm [66] to deep graph models. It decomposes
the output prediction score to different node importance scores. The score decomposition
rule is developed based on the hidden features and weights. For a target neuron, its score is
represented as a linear approximation of neuron scores from the previous layer. Intuitively,
the neuron with a higher contribution of the target neuron activation receives a larger fraction
of the target neuron score. Specifically, the study [89] applies the e-stabilized rule from the
original LRP, while existing work [125] employs the z*-rule to perform decomposition. To
satisfy the conservative property, the adjacency matrix is treated as a part of GNN model in
the post-hoc explanation phase so that it can be ignored during score distribution; otherwise,
the adjacent matrix will also receive decomposed scores, thus making the conservative prop-
erty invalid. Since LRP is directly developed based on the model parameters, its explanation
results are more trustable. However, it can only study the importance of different nodes and
cannot be applied to graph structures, such as subgraphs and graph walks, which is more
important for understanding GNNs. In addition, such a algorithm requires a comprehensive
understanding of the model structures, which limits its applications for non-expert users,

such as interdisciplinary researchers.

56



e Excitation BP [115] shares a similar idea as the LRP algorithm but is developed based on
the law of total probability. It defines that the probability of a neuron in the current layer
is equal to the total probabilities it outputs to all connected neurons in the next layer. Then
the score decomposition rule can be regarded as decomposing the target probability into
several conditional probability terms. Note that the computation of Excitation BP is highly
similar to the z"-rule in LRP. Hence, it shares the same advantages and limitations as the

LRP algorithm.

o GNN-LRP [126] studies the importance of different graph walks. It is more coherent to the
deep graph neural networks since graph walks correspond to message flows when perform-
ing neighborhood information aggregation. The score decomposition rule is the high-order
Taylor decomposition of model predictions. It is shown that the Taylor decomposition (at
root zero) only contains 7'-order terms where 7" is the number of layers in the trained GNNss.
Then each term corresponds to a 7'-step graph walk and can be regarded as its importance
score. Since it is not possible to directly compute the high-order derivatives given by Taylor
expansion, GNN-LRP also follows a back propagation procedure to approximate the 7'-order
terms. Note that the back propagation computation in GNN-LRP is similar to the LRP al-
gorithm. However, instead of distributing scores to nodes or edges, GNN-LRP distributes
scores to different graph walks. It records the paths of the distribution processes from layer
to layer. Those paths are considered as different walks and the scores are obtained from their
corresponding nodes. While GNN-LRP has a solid theoretical background, the approxima-
tions in its computations may not be accurate. In addition, the computational complexity
is high since each walk is considered separately. Furthermore, it is also challenging for

non-experts to use, especially for interdisciplinary domains.

4.3 The Proposed SubgraphX

While most current methods for GNN explanations are invariably based on identifying impor-

tant nodes or edges, we argue that identifying important subgraphs is more natural and may lead to
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better explainability. In this work, we propose a novel approach, known as SubgraphX, to explain

GNNs by exploring and identifying important subgraphs.
4.3.1 From Node and Edge to Subgraph Explanations

Unlike images and texts, graph data contain important structural information, which is highly
related to the properties of graphs. For example, network motifs, which can be considered as graph
substructures, are simple building blocks of complex networks and may determine the function-
alities of graphs in many domains, such as biochemistry, ecology, neurobiology, and engineer-
ing [93, 91, 94, 127]. Hence, investigating graph substructures is a crucial step towards the reverse
engineering and understanding of the underlying mechanisms of GNNs. In addition, subgraphs are
more intuitive and human-intelligible [128].

While different methods are proposed to explain GNNs, none of them can directly provide
subgraph-level explanations for individual input examples. The XGNN can obtain graph patterns
to explain GNNs but its explanations are not input-dependent and less precise. The other methods,
such as GNNExplainer and PGExplainer, may obtain subgraph-level explanations by combining
nodes or edges to form subgraphs in a post-processing manner. However, the important nodes or
edges in their explanations are not guaranteed to be connected. Meanwhile, since GNNs are very
complex, node/edge importance cannot be directly converted to subgraph importance. Further-
more, these methods ignore the interactions among different nodes and edges, which may contain
important information. Hence, in this work, we propose a novel method, known as SubgraphX,
to directly study the subgraphs to provide explanations. The explanations of our SubgraphX are
connected subgraphs, which are more human-intelligible. In addition, by incorporating Shapley
values, our method can capture the interactions among different graph structures when providing

explanations.
4.3.2 Explaining GNNs with Subgraphs

We first present a formal problem formulation. Let f(-) denote the trained GNNs to be ex-

plained. Without loss of generality, we introduce our proposed SubgraphX by considering f(-) as
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Shapley value

Figure 4.1: An illustration of our proposed SubgraphX. The bottom shows one selected path from
the root to leaves in the search tree, which corresponds to one iteration of MCTS. For each node, its
subgraph is evaluated by computing the Shapley value via Monte-Carlo sampling. In this example,
we show the computation of Shapley value for the middle node (shown in red dashed box) where
three coalitions are sampled to compute the marginal contributions. Note that nodes that are not
selected are ignored for simplicity.

a graph classification model. Given an input graph G, its predicted class is represented as y. The
goal of our explanation task is to find the most important subgraph for the prediction y. Since
disconnected nodes are hard to understand, we only consider connected subgraphs to enable the
explanations to be more human-intelligible. Then the set of connected subgraphs of G is denoted
as {G1, - ,Gi, - ,G,} where n is the number of different connected subgraphs in G. The expla-

nation of prediction y for input graph G can then be defined as

G* = argmax Score(f(+),G,G;), 4.1)

|gz|§Nmm

where Score(-, -, ) is a scoring function for evaluating the importance of a subgraph given the
trained GNNs and the input graph. We use NV, as an upper bound on the size of subgraphs
so that the obtained explanations are succinct enough. A straightforward way to obtain G* is to

enumerate all possible G; and select the most important one as the explanation. However, such
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a brute-force method is intractable when the graph is complex and large-scale. Hence, in this
work, we propose to incorporate search algorithms to explore subgraphs efficiently. Specifically,
we propose to employ Monte Carlo Tree Search (MCTS) [113, 129] as the search algorithm. In
addition, since the information aggregation procedures in GNNs can be understood as interactions
between different graph structures, we propose to employ the Shapley value [114] as the scoring
function to measure the importance of different subgraphs by considering such interactions. We
illustrate our proposed SubgraphX in Figure 4.1. After searching, the subgraph with the highest
score is considered as the explanation of the prediction y for input graph G. Note that our proposed

SubgraphX can be easily extended to use other search algorithms and scoring functions.
4.3.3 Subgraph Exploration via MCTS

In our proposed SubgraphX, we employ the MCTS as the search algorithm to guide our sub-
graph explorations. We build a search tree in which the root is associated with the input graph and
each of other nodes corresponds to a connected subgraph. Each edge in our search tree denotes
that the graph associated with a child node can be obtained by performing node-pruning from the
graph associated with its parent node. Formally, we define a node in this search tree as N, and
N denotes the root node. The edges in the search tree represent the pruning actions a. Note that
each node may have many pruning actions, and these actions can be defined based on the dataset
at hand or domain knowledge. Then the MCTS algorithm records the statistics of visiting counts
and rewards to guide the exploration and reduce the search space. Specifically, for the node and
pruning action pair (N;, a;), we assume that the subgraph G, is obtained by action a; from G,.

Then the MCTS algorithm records four variables for (N, a;), which are defined as:

e C(N;,a;) denotes the number of counts for selecting action a; for node N;.
o W(MN,, a;) is the total reward for all (N;, a;) visits.
e QN a;) = W(N;, a;)/C(N;, a;) and denotes the averaged reward for multiple visits.

e R(MN;,a ) is the immediate reward for selecting a; on N;, which is used to measure the

importance of subgraph G;. We propose to use R(N;,a;) = Score(f(-),G,G;).
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In each iteration, the MCTS selects a path starting from the root \j to a leaf node N;. Note that
the leaf nodes can be defined based on the numbers of nodes in subgraphs such that |N;| < Np,.

Formally, the action selection criteria of node N; are defined as

a* = argmax Q(N;, a;) + U(N;, a;), 4.2)

Zk C(M7 ak)

UNisa5) = MR a3) 5 5y
22V

4.3)

where ) is a hyperparameter to control the trade-off between exploration and exploitation. In ad-
dition, >, C'(N;, aj) denotes the total visiting counts for all possible actions of node ;. Then the
subgraph in the leaf node N, is evaluated and the importance score is denoted as Score(f(-), G, Gy).

Finally, all node and action pairs selected in this path are updated as

C(N;ya;) = (N ay) + 1, (4.4)

W (N, a;) = W(N;, a;) + Score(f(+), G, Gr). 4.5)

After searching for several iterations, we select the subgraph with the highest score from the leaves
as the explanation. Note that in early iterations, the MCTS tends to select child nodes with low
visit counts in order to explore different possible pruning actions. In later iterations, the MCTS

tends to select child nodes that yield higher rewards, i.e., more important subgraphs.
4.3.4 A Game-Theoretical Scoring Function

In our proposed SubgraphX, both the MCTS rewards and the explanation selection are highly
depending on the scoring function Score(-, -, -). It is crucial to properly measure the importance of
different subgraphs. One possible solution is to directly feed the subgraphs to the trained GNN's
f(+) and use the predicted scores as the importance scores. However, it cannot capture the inter-
actions between different graph structures, thus affecting the explanation results. Hence, in this
work, we propose to adopt the Shapley values [114, 30, 130] as the scoring function. The Shapley

value is a solution concept from the cooperative game theory for fairly assigning a total game gain
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to different game players. To apply it to graph model explanation tasks, we use the GNN prediction
as the game gain and different graph structures as players.

Formally, given the input graph G with m nodes and the trained GNN f(-), we study the Shap-

ley value for a target subgraph G; with k nodes. Let V = {vy, -+ ,v;,- -+ , v, } denote all nodes
in G and we assume that the nodes in G; are {vq,--- , v} while the other nodes {vg.1, -, v}
belong to G \ G;. Then the set of players is defined as P = {G;, k11, - - , U }, Where we consider

the whole subgraph G; as one player. Finally, the Shapley value of the player G; can be computed

as

S|Pl —|S|—1)!
SCP\{G:}
m(S,G;) = [ (SU{G:}) — f(5), (4.7)

where S is the possible coalition set of players. Note that m(S,G;) represents the marginalized
contribution of player G; given the coalition set .S. It can be computed by the difference of predic-
tions between incorporating G; with and without the coalition set S. The obtained Shapley value
¢(G;) considers all different coalitions to capture the interactions among different players. It is
the only solution that satisfies four desirable axioms, including efficiency, symmetry, linearity, and
dummy axiom [30], which can guarantee the correctness and fairness of the explanations. How-
ever, computing Shapley values using Eqgs. (4.6) and (4.7) is time-consuming as it enumerates all
possible coalitions, especially for large-scale and complex graphs. Hence, in this work, we propose

to incorporate the GNN architecture information f(-) to efficiently approximate Shapley values.
4.3.5 Graph Inspired Efficient Computations

In graph neural networks, the new features of a target node are obtained by aggregating infor-
mation from a limited neighboring region. Assuming there are L layers of GNN in the graph model
f(-), then only the neighboring nodes within L-hops are used for information aggregation. Note

that the information aggregation schema can be considered as interactions between different graph
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structures. Hence, the subgraph G; mostly interacts with the neighbors within L-hops. Based on
such observations, we propose to compute the Shapley value of G; by only considering its L-hop

neighboring nodes. Specifically, assuming there are r (r < m — k) nodes within L-hop neighboring

of subgraph G;, we denote these nodes as {vi.1, - , v, }. Then the new set of players we need to
consider is represented as P’ = {G;, vx+1, - , v, }. By incorporating P’, the Shapley value of G;
can be defined as
[SIEAPT =[S =1)!
6(G) = > vl m(S,G;). (4.8)
SCP\{G:}

However, since graph data are complex that different nodes have variable numbers of neighbors,
then P’ may still contain a large number of players, thus affecting the efficiency of computation.
Hence, in our SubgraphX, we further incorporate the Monte-Carlo sampling [131] to compute
¢(G;). Specifically, for sampling step i, we sample a coalition set .S; from the player set P’ \ {G;}
and compute its marginalized contribution m(S;,G;). Then the averaged contribution score for
multiple sampling steps is regarded as the approximation of ¢(G;). Formally, it can be mathemati-

cally written as

1 T
Gi) = 7 ) _(F(S;U{G:}) — (), (4.9)
t:l

where 7' is the total sampling steps. In addition, to compute the marginalized contribution, we
follow a zero-padding strategy. Specifically, to compute f (S; U {G;}), we consider the nodes
V'\ (S; U {G;}) which are not belonging to the coalition or the subgraph and set their node features
to all zeros. Then we feed the new graph to the GNNs f(-) and use the predicted probability as
f(S;U{G;}). Similarly, we can compute f(S;) by setting nodes V' \ S; with zero features and
feeding to the GNNSs. It is noteworthy that we only perturb the node features instead of remov-
ing the nodes from the input graph because graphs are very sensitive to structural changes [132].

Finally, we conclude the computation steps of our proposed SubgraphX in Algorithm 1 and 2.
4.3.6 SubgraphX for Generic Graph Tasks

We have described our proposed SubgraphX using graph classification models as an example.

It is noteworthy that our SubgraphX can be easily generalized to explain graph models on other
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Algorithm 1 The algorithm of our proposed SubgraphX.

Input: GNN model f(-), input graph G, MCTS iteration number ), the leaf threshold node
number Ny, h(N;) denotes the associated subgraph of tree node ;.
Initialization: for each (N, a;) pair , initialize its C, W, @), and R variables as 0. The root of
search tree is N associated with graph G. The leaf set is set to S, = {}.
fori=1to M do
curNode = Ny, cur Path = [Nj)
while A (curNode) has more node than N,,;, do
for all possible pruning actions of h(cur Node) do
Obtain child node AN and its subgraph G;.
Compute R(curNode, a;) = Score(f(-),G,G;)) with Algorithm 2.
end for
Select the child N,,.,; following Eq.(4.2, 4.3).
curNode = N,yeqt, cur Path = cur Path + Nyexs.
end while
Sy = Sy U {curNode}
Update nodes in cur Path following Eq.(4.4, 4.5).
end for
Select subgraph with the highest score from S.

tasks, such as node classification and link prediction. For node classification models, the explana-
tion target is the prediction of a single node v; given the input graph G. Assuming there are L layers
in the GNN models, the prediction of v; only relies on its L-hop computation graph, denoted as
G.. Then instead of searching from the input graph G, our SubgraphX sets G, as the corresponding
graph of the search tree root AVj. In addition, when computing the marginalized contributions, the
zero-padding strategy should exclude the target node v;. Meanwhile, for link prediction tasks, the
explanation target is the prediction of a single link (v;,v;). Then the root of the search tree cor-
responds to the L-hop computation graph of node v; and v;. Similarly, the zero-padding strategy
ignores the v; and v; when perturbing node features. Note that our SubgraphX treats the GNN’s as
black boxes during the explanation stage and only needs to access the inputs and outputs. Hence,
our proposed SubgraphX can be applied to a general family of GNN models, including but not
limited to GCNs [12], GATs [9], GINs [79], and Line-Graph NNs [133].
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Algorithm 2 The algorithm of subgraph Shapley value.

Input: GNN model f(-) with L layers, input graph G with nodes V' = {vy,...,v,,}, subgraph
G; with k nodes {vy, ..., v}, Monte-Carlo sampling steps 7.
Initialization: Obtain the L-hop neighboring nodes of G;, denoted as {vj1, -+ ,v,}. Then the
set of players is P’ = {G;, vk11, "+ , Uy}
for: =1to7 do

Sampling a coalition set .S; from P’ \ {G;}.

Set nodes from V' \ (S; U {G;}) with zero features and feed to the GNNs f(-) to obtain
f(S;U{Gi}).

Set nodes from V' \ \S; with zero features and feed to the GNNs f(-) to obtain f(S;).

Then m(S;, G;) = f(S; U{G:}) — f(S)).
end for
Return: Score(f(-),G,G;) = & >°1_, m(S;, G).

4.4 Evaluating Explanation Techniques

Even though visualization results can provide an insightful understanding regarding whether
the explanations are reasonable to humans, such evaluations are not fully trustable due to the lack
of ground truths. In addition, to compare different explanation methods, humans need to study
the results for each input example, which is time-consuming. Furthermore, human evaluations are
highly dependent on their subjective understanding, which is not fair enough. Hence, evaluation
metrics are crucial for studying explanation methods. Good metrics should evaluate the results
from the model’s perspective, such as whether the explanations are faithful to the model [134, 135].

In this section, we introduce several recently proposed evaluation metrics for explanation tasks.
4.4.1 Fidelity

First, the explanations should be faithful to the model. They should identify input features
that are important for the model, not our humans. To evaluate this, the Fidelity+ [115] metric is
recently proposed. Intuitively, if important input features (nodes/edges/node features) identified by
explanation techniques are discriminative to the model, the predictions should change significantly
when these features are removed. Hence, Fidelity+ is defined as the difference of accuracy (or

predicted probability) between the original predictions and the new predictions after masking out
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important input features [115, 136].

Formally, let G; denote the i-th input graph and f(-) denote the GNN classifier to be explained.
The prediction result of this graph is represented as y; = argmax f(G;). Then its explana-
tions can be considered as a hard importance map m; where each element is O or 1 to indicate
if the corresponding feature is important. Note that for methods like ZORRO [118] and Causal
Screening [119], the generated explanations are discrete masks, which can be directly used as the
importance map. In addition, for methods like GNNExplainer [110] and GraphLime [120], the
importance scores are continuous values, then the importance map m,; can be obtained by nor-
malization and thresholding. Finally, the Fidelity+ score of prediction accuracy can be computed

as

N
1
Fd lt acC:_ ]]_ /\4: ) _]]_ A'lfmi _ ) 4'1
idelity+ Afél((% vi) — 1@ vi)); (4.10)

where y; is the original prediction of graph ¢ and NV is the number of graphs. Here 1 —m; means the
complementary mask that removes the important input features and Qzlfm is the prediction when
feeding the new graph into trained GNN f(-). The indicator function 1(g; = y;) returns 1 if g;
and y; are equal and returns O otherwise. Note that the Fidelity+“““ metric studies the change of
prediction accuracy. By focusing on the predicted probability, the Fidelity+ of probability can be
defined as

Fidelity+P™" = (f(G)y, — F(GIT™),.), 4.11)

==

=1

where gjfmi represents the new graph obtained by keeping features of G; based on the comple-
mentary mask 1—m;. Note that Fiidelity+P"°" monitors the change of predicted probability, which
is more sensitive than F'idelity+“““. For both metrics, higher values indicate better explanations
results and more discriminative features are identified.

The Fidelity+ metric studies the prediction change by removing important nodes/edges/node
features. In contrast, the metric Fidelity- studies prediction change by keeping important input
features and removing unimportant features. Intuitively, important features should contain dis-

criminative information so that they should lead to similar predictions as the original predictions
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even unimportant features are removed. Formally, the metric Fidelity- can be computed as

N
Fidelity=""" = = > (1 = y:) = 15" = ), (4.12)
i=1

N
Fidelity—rr" = Z F(G" ) ), (4.13)

where G/" is the new graph when keeping important features of G; based on explanation m; and y;"
is the new prediction. Note that for both Fidelity— and Fidelity—" ", lower values indicate

less importance information are removed so that the explanations results are better.
4.4.2 Sparsity

Second, good explanations should be sparse, which means they should capture the most im-
portant input features and ignore the irrelevant ones. The metric Sparsity measures such a prop-
erty. Specifically, it measures the fraction of features selected as important by explanation meth-
ods [115]. Formally, give the graph G; and its hard importance map m;, the Sparsity metric can be
computed as

|mz'|

N
. 1
Sparsity = N Z(l — A ), (4.14)
i=1

where |m;| denotes the number of important input features (nodes/edges/node features) identified
in m; and |M;| means the total number of features in G;. Note that higher values indicate the

explanations are more sparse and tend to only capture the most important input information.
4.4.3 Stability

In addition, good explanations should be stable. Intuitively, when small changes are applied
to the input without affecting the predictions, the explanations should remain similar. The recent
proposed Stability metric measures whether an explanation method is stable [137]. Given an input
graph G;, its explanations m; is regarded as the ground truth. Then the input graph G; is perturbed
by small changes, such as attaching new nodes/edges, to obtain a new graph G;. Note that G; and

Qi are required to have the same predictions. Then the explanations of QAz 18 obtained, denoted
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as m,. By comparing the difference between m; and m;, we can compute the Stability score.
Note that lower values indicate the explanation technique is more stable and more robust to noisy
information. In addition, since graph representations are sensitive, selecting a proper amount of

perturbations may be challenging.
4.44 Accuracy

Furthermore, the Accuracy metric is proposed for synthesis datasets [137, 110]. In synthesis
datasets, even though it is unknown whether the GNNs make predictions in our expected way, the
rules of building these datasets, such as graph motifs, can be used as reasonable approximations
of the ground truths. Then for any input graph, we can compare its explanations with such ground
truths. For example, when studying important edges, we can study the matching rate for important
edges in explanations compared with those in the ground truths. The common metrics for such
comparisons include general accuracy, F1 score, ROC-AUC score. Note that higher values indicate
the explanations are closer to ground truths and can be considered as better results. In addition, the

Accuracy metric cannot be applied to real-world datasets due to the lack of ground truths.
4.4.5 Discussions

It is noteworthy that different metrics should be combined to evaluate explanation results. For
example, Sparsity and Fidelity+/Fidelity- are highly correlated. When the explanation results are
soft values, the Sparsity is determined by a threshold value. Intuitively, larger threshold values
tend to identify fewer features as important and hence increase the Sparsity score and decrease the
Fidelity+ score. Hence, to fairly compare different explanation methods, we suggest comparing
their Fidelity+ scores with the same level of Sparsity scores. One possible way is to select a fixed
percentage of input features as important, and then compare their Fidelity+ or Fidelity- scores.

In addition, there are several other metrics to evaluate explanation results, such as Contrastiv-
ity [115] and Consistency [137]. The Contrastivity score is based on a strong assumption that the
explanations for different classes should be significantly different, which ignores the common pat-

terns among different classes. Meanwhile, the Consistency metric assumes that high-performing
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model architectures should have consistent explanations. However, different models may capture
different relationships even though they achieve competitive performance, especially for large-
scale and complex datasets. Hence, we believe such metrics may not be fair enough to evaluate

explanation results and they are not listed as recommended metrics.
4.5 Experimental Studies
4.5.1 Datasets and Experimental Settings

We conduct extensive experiments on different datasets and GNN models to demonstrate the
effectiveness of our proposed method. We evaluate our SubgraphX with five datasets for both
graph classification and node classification tasks, including synthetic data, biological data, and

text data. We summarize these datasets as below:

e MUTAG [138] and BBBP [139] are molecular datasets for graph classification tasks. In
these datasets, each graph represents a molecule while nodes are atoms and edges are bonds.

The labels are determined by the chemical functionalities of molecules.

e Graph-SST2 [128] is sentiment graph dataset for graph classification. It converts text sen-
tences to graphs with Biaffine parser [140] that nodes denote words and edges represent the
relationships between words. Note that node embeddings are initialized as the pre-trained
BERT word embeddings [141]. Each graph is labeled by its sentiment, which can be positive

or negative.

e BA-2Motifs is a synthetic graph classification dataset. Each graph contains a based graph
generated by BarabAgsi-Albert (BA) model, which is connected with a house-like motif
or a five-node cycle motif. The graphs are labeled based on the type of motifs. All node

embeddings are initialized as vectors containing all 1s.

e BA-Shape is a synthetic node classification dataset. Each graph contains a base BA graph
and house-like five-node motifs. The node labels are determined by the memberships and

locations of nodes. All node embeddings are initialized as vectors containing all 1s.
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Table 4.1: Statistics and properties of five datasets.

Dataset
MUTAG BBBP GRAPH-SST2 BA-2MOTIFS BA-SHAPE
# of Edges (avg) 19.79 25.95 9.20 25.48 2055
# of Nodes (avg) 17.93 24.06 10.19 25.0 700
# of Graphs 188 2039 70042 1000 1
# of Classes 2 2 2 2 4

We report the statistics and properties of the datasets in Table 4.1. We explore three variants of
GNNs s on these datasets, including GCNs, GATs, and GINs. All GNN models used in our exper-
imental studies are trained to obtain reasonable performance. Then we compare our SubgraphX
with several baselines, including MCTS_GNN, GNNExplainer [110], PGExplainer [111]. Here
MCTS_GNN denotes the method using MCTS to explore subgraphs but directly employing the
GNN predictions of these subgraphs as the scoring function. Specifically, we report the architec-

tures and performance of these GNNs as below:

e MUTAG (GCNs): This GNN model consists of 3 GCN layers. The input feature dimension
is 7 and the output dimensions of different GCN layers are set to 128, 128, 128, respectively.
We employ max-pooling as the readout function and ReLU as the activation function. The
model is trained for 2000 epochs with a learning rate of 0.005 and the testing accuracy is

0.92. We study the explanations for the whole dataset.

e MUTAG (GINs): This GNN model consists of 3 GIN layers. For each GIN layer, the MLP
for feature transformations is a two-layer MLP. The input feature dimension is 7 and the
output dimensions of different GIN layers are set to 128, 128, 128 respectively. We employ
max-pooling as the readout function and ReLLU as the activation function. The model is
trained for 2000 epochs with a learning rate of 0.005 and the testing accuracy is 1.00. We

study the explanations for the whole dataset.

e BBBP (GCNs): This GNN model consists of 3 GCN layers. The input feature dimension is
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9 and the output dimensions of different GCN layers are set to 128, 128, 128, respectively.
We employ max-pooling as the readout function and ReLLU as the activation function. The
model is trained for 800 epochs with a learning rate of 0.005 and the testing accuracy is
0.863. We randomly split this dataset into the training set (80%), validation set (10%), and

testing set (10%). We study the explanations for the testing set.

e Graph-SST2 (GATs): This GNN model consists of 3 GAT layers. The input feature di-
mension is 768 and all GAT layers have 10 heads with 10-dimensional features. We employ
max-pooling as the readout function and ReLLU as the activation. In addition, we set the
dropout rate to 0.6 to avoid overfitting. The model is trained for 800 epochs with a learning
rate of 0.005 and the testing accuracy is 0.881. We follow the training, validation, and testing

splitting of the original SST2 dataset. We study the explanations for the testing set.

o BA-2Motifs (GCNs): This GNN model consists of 3 GCN layers. The input feature di-
mension is 10 and the output dimensions of different GCN layers are set to 20, 20, 20,
respectively. For each GCN layer, we employ L2 normalization to normalize node features.
We employ average pooling as the readout function and RelLU as the activation function.
The model is trained for 800 epochs with a learning rate of 0.005 and the testing accuracy
1s 0.99. We randomly split this dataset into the training set (80%), validation set (10%), and

testing set (10%). We study the explanations for the testing set.

e BA-Shape (GCNs): This GNN model consists of 3 GCN layers. The input feature dimen-
sion is 10 and the output dimensions of different GCN layers are set to 20, 20, 20, respec-
tively. For each GCN layer, we employ L2 normalization to normalize node features. In
addition, we use ReLU as the activation function. The model is trained for 800 epochs with
a learning rate of 0.005 and the testing accuracy is 0.957. We randomly split this dataset into
the training set (80%), validation set (10%), and testing set (10%). We study the explanations

for the testing set.

We conduct our experiments using one Nvidia V100 GPU on an Intel Xeon Gold 6248 CPU. Our
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Figure 4.2: Explanation results on the BA-2Motifs dataset with a GCN graph classifier. The first
row shows explanations for a correct prediction and the second row reports the results for an
incorrect prediction.

implementations are based on Python 3.7.6, PyTorch 1.6.0, and Torch-geometric 1.6.3. For our
proposed SubgraphX and other algorithms with MCTS, the MCTS iteration number M is set to 20.
To explore a suitable trade-off between exploration and exploitation, we set the hyperparameter A
in Eq.(4.3) to 5 for Graph-SST2 (GATs) and BBBP (GCNs) models, and 10 for other models. Since
all GNN models contain 3 network layers, we consider 3-hop computational graphs to compute
Shapley values for our SubgraphX. For the Monte-Carlo sampling in our SubgraphX, we set the
Monte-Carlo sampling steps 7" to 100 for all datasets. For MCTS, we set Monte-Carlo sampling

steps to 1000 to obtain good approximations since it samples from all nodes in a graph.
4.5.2 Explanations for Graph Classification Models

We first visually compare our SubgraphX with the other baselines using graph classification
models. The results are reported in Figure 4.2, 4.3, and 4.4 where important substructures are
shown in the bold.

The explanation results of the BA-2Motifs dataset are visualized in Figure 4.2. We use the
GCNs as the graph classifier and report explanations for both correct and incorrect predictions.

Since it is a synthetic dataset, we may consider the motifs as reasonable approximations of ex-
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Figure 4.3: Explanation results on the MUTAG dataset with a GIN graph classifier. We show the
explanations for two correct predictions. Here Carbon, Oxygen, and Nitrogen are shown in yellow,
red, and blue, respectively.
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Figure 4.4: Explanation results on the Graph-SST2 dataset with a GAT graph classifier. The input
sentences are shown on the top of explanations. Note that some “unimportant” words are ignored
for simplicity. The first row shows explanations for a correct prediction and the second row reports
the results for an incorrect prediction.

planation ground truth. In the first row, the model prediction is correct and our SubgraphX can
precisely identify the house-like motif as the most important subgraph. In the second row, our
SubgraphX explains the incorrect prediction that the GNN model cannot capture the five-node
cycle motif as the important structure, and hence the prediction is wrong. For both cases, our

SubgraphX can provide better visual explanations. In addition, our explanations are connected

73



subgraphs while PGExplainer and GNNExplainer identify discrete edges.

We also show the explanation results of the MUTAG dataset in Figure 4.3. Note that GINs are
employed as the graph classification model to be explained. Since the MUTAG dataset is a real-
world dataset and there is no ground truth for explanations, we evaluate the explanation results
based on chemical domain knowledge. The graphs in MUTAG are labeled based on the mutagenic
effects on a bacterium. It is known that carbon rings and NO, groups tend to be mutagenic [138].
In both examples, the predictions are “mutagenic” and our SubgraphX successfully and precisely
identifies the carbon rings as important subgraphs. Meanwhile, the MCTS_GNN can capture the
key subgraphs but include several additional edges. The results of the PGExplainer and GNNEXx-
plainer still contain several discrete edges.

For the dataset Graph-SST2, we employ GATs as the graph model and report the results in
Figure 4.4. In the first row, the prediction is correct and the label is positive. Both our SubgraphX
and the MCTS_GNN can find word phrases with positive semantic meaning, such as “makes old
story new”’, which can reasonably explain the prediction. The explanations provided by PGEx-
plainer and GNNExplainer are, however, less semantically related. In the second row, the input is
negative but the prediction is positive. All methods except PGExplainer can explain the decision
that the GNN model regards positive phrases “truly going to inspire” as important, thus yielding
a positive but incorrect prediction. It is noteworthy that our method tends to include fewer neural
words, such as “the”, “me”, and “screen”, etc. Overall, our SubgraphX can explain both correct
and incorrect predictions for different graph data and GNN models. Our explanations are more
human-intelligible than comparing methods. More results for graph classification models are re-
ported in Figure 4.5 and 4.6. In Figure 4.5, we show the explanations of real-world datasets BBBP
and MUTAG. Obviously, our proposed method can provide more human-intelligible subgraphs
as explanations while PGExplainer and GNNExplainer focus on discrete edges. In addition, we
also report the results of sentiment dataset Graph-SST2 in Figure 4.6. The results show that our
SubgraphX can provide reasonable explanations to explain the predictions. For example, in the

second row, the input sentence is “none of this violates the letter of behan‘s book, but missing is its

74



GNNExplainer

e
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

PGExplainer

T
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

MCTS_GNN

e
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

SubgraphX

r
|
|
|
|
|
|
|
|
|
|
|
|
|
|
!

Dataset BBBP
Model: GCNs
Label: penetration
Correct prediction

| L e | | A |
J\m | () & | L . u.. | \f\h KOV (N
/\cm | \Um/i / | o | .HJ m w\ /M\E/ﬂ | _ H/\fc/ A \f/\ \ A Y \7/\ \ A
N AT 4 T el S NAA Yy NS Y
= [ A Y TYY L L T ]
DV Y v U W W
N4 AU ¢ SR I m Li LN ¢
| o Lo o | | e : | " | Y g | ' Ao
cﬁ | ” Lo /o < ” 3. T Y bl vi/ Poay C/\, PoA/ /\ \
— PN/ 3 % O RN AN I Y - G S
// | o /c\ | * I e c\ I /c\c/\ I / \ I & \/c I & \/c
w N SNYORTYY L OSL ) )
SRV R N U BV SN B o3 IR O A IV
“{ | moor ] | ML ] | E/\f/ m C/\Z/ |
| o | N | ! G o | e "d | 5 = | s e !
oo L AL 0 Y Uy 0 e
AT ! A ¢ AN U U I AN S NS
N ﬁ\ /\\ NS S R V0 Vg e Y AV af N T T
n e L | W SR O U S B O U S
SRV = T R VL B of IR VN I VO
./\c\“ m \:/ m H\f\ | 4 m \I m ) \N m z/\/c/ m C/\f/ m
| d | e | | o I N ! s e ! s Mo |
L) | L> P N Y'Y ] vi/ m /\J,\ e /\1/\ a
o I s [\ ¥~ I 3 A [ _ _ [Nz ) I / \./ I / b/ I
N Y o | L NAA \S LN R
N L] AN Y Y ~N /a0l
ISRRW Ce” Y Vo Lo R VAR VA
v Y L v . A LT A !
JEE | LEE | LEE | g8 | 9,28 | o_.28 | o g5 | o g%
mZ255 | @ZE5 | mZSE | mZESB | f2£28% | SZ88 | £28% | £2%8%
nUE8 + mUER 1+ mOCEF 1 mUCEg 1+ ECwE 1+ ECwg 1 EQwE 1 EgS oz
2028 | ®GgE | @0zf | ®GZE | 2028 | ZCE£E | 205E | 2853
5528 | BEd. | SE&: | SEi:s | TEES | TEEs | TEEER L OZEES
f338 | fz3i 0 EZgi 0 fzgi | i33E 0 zEl | f33E | i%i
DM%@ | DMmm | DMmm | DMmm | "Daanw | mMmm | mM,m@ | B35S
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Figure 4.6: Explanation results of Grpah-SST2 dataset.

spirit, its ribald, full-throated humor”, whose label is negative and the prediction is correct. From
the human’s view, “missing” should be the keyword for the semantic meaning. Our SubgraphX
shows that the “missing is its spirit” phrase is important, which successfully captures the keyword.

29 ¢

The other methods capture the words and phrases such as “violates”, “none of this”, which are less
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Figure 4.7: Explanation results on the BA-Shape dataset. The target node is shown in a larger size.
Different colors denote node labels.

related to the negative meaning.
4.5.3 Explanations for Node Classification Models

We also compare different methods on the node classification tasks. We use the BA-Shape
dataset and train a GCN model to perform node classification. The visualization results are re-
ported in Figure 4.7 where the important substructures are shown in bold. We can verify if the
explanations are consistent with the rules (the motifs) to label different nodes. For both examples,
the target nodes are correctly classified. Obviously, our SubgraphX is precisely targeting the mo-
tifs as the explanations, which is reasonable and promising. For other methods, their explanations
only cover partial motifs and include other structures. More visualization results of explanations
for node classification models are reported in Figure 4.8 where we show the explanations of node
classification dataset BA-Shape. Obviously, our SubgprahX focuses on the whole motifs for cor-
rect predictions and captures partial motifs for incorrect predictions. This is reasonable since if
the model can capture the whole motif, then it is expected to correctly predict the target node;

otherwise, the information of partial motifs is not enough to make correct predictions.
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Figure 4.8: Explanation results of BA-Shape dataset. The target node is shown in a larger size.

4.5.4 Quantitative Studies

While visualizations are important to evaluate different explanation methods, human evalua-

tions may not be accurate due to the lack of ground truths. Hence, we further conduct quantitative

studies to compare these methods. Specifically, we employ the metrics Fidelity+*“ and Sparsity

discussed in Section 4.4 to evaluate explanation results. For simplicity, we use Fidelity to represent

the Fidelity+“. The Fidelity metric measures whether the explanations are faithfully important

to the model’s predictions. It removes the important structures from the input graphs and computes

the difference between predictions. In addition, the Sparsity metric measures the fraction of struc-

tures that are identified as important by explanation methods. Note that high Sparsity scores mean
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Figure 4.9: The quantitative studies for different explanation methods. Note that since the Sparsity
scores cannot be fully controlled, we compare different methods with Fidelity scores under similar
similar levels of Sparsity.

Table 4.2: Efficiency studies of different methods.

Method MCTS* MCTS' SubgraphX GNNExplainer PGExplainer

TIME >10 hours 865.4+1.6s 77.8 £ 3.8s 16.2 +0.2s 0.02s (Training 362s)
FIDELITY N/A 0.53 0.55 0.19 0.18

smaller structures are identified as important, which can affect the Fidelity scores since smaller
structures (high Sparsity) tend to be less important (low Fidelity). Hence, for fair comparisons, we
compare different methods using Fidelity under similar levels of Sparsity. The results are reported
in Figure 4.9 where we plot the curves of Fidelity scores with respect to the Sparsity scores. Ob-
viously, for five out of six experiments, our proposed method outperforms the comparing methods
significantly and consistently under different sparsity levels. For the BA-Shape (GCN) experiment,
our SubgraphX obtains slightly lower but still competitive Fidelity scores compared with the PG-
Explainer. Overall, such results indicate that the explanations of our method are more faithful and

important to the GNN models.
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Table 4.3: The studies of different pruning strategies.

Method Time  Fidelity

Low2HIGH 107.24s 0.66149
HigH2LOW 21.52s 0.61046

4.5.5 Efficiency Studies

Finally, we study the efficiency of our proposed method. For 50 graphs with an average of 24.96
nodes from the BBBP dataset, we show the averaging time cost to obtain explanations for each
graph. We repeat the experiments 3 times and report the results Table 4.2. Here MCTS* denotes
the baseline that follows Eq. (4.8) to compute Shapley values. Compared with our SubgraphX,
the difference is the usage of Monte Carlo sampling. In addition, MCTS' indicates the baseline
computing Shapley values with Monte Carlo sampling but without our proposed approximation
schemes. Specifically, MCTS' samples coalition sets from the player set P instead of the reduced
set P’. First, the time cost of MCTS* is extremely high since it needs to enumerate all possible
coalition sets. Next, compared with MCTS', our SubgraphX is 11 times faster while the obtained
explanations have similar Fidelity scores. It demonstrates our approximation schemes are both
effective and efficient. Even though our method is slower than GNNExplainer and PGExplainer,
the Fidelity scores of our explanations are 300% higher than theirs. Furthermore, the PGExplainer
requires to train its model using the whole dataset, which introduces the additional and significant
time cost. Considering our explanations are with higher-quality and more human-intelligible, we

believe such time complexity is reasonable and acceptable.
4.6 The Study of Pruning Actions

Finally, we discuss the pruning actions in our MCTS. For the graph associated with each non-
leaf tree search node, we perform node pruning to obtain its children subgraphs. Specifically,
when a node is removed, all edges connected with it are also removed. In addition, if multiple

disconnected subgraphs are obtained after removing a node, only the largest subgraph is kept.
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Instead of exploring all possible node pruning actions, we explore two strategies: LowZ2high and
High2low. First, Low2high arranges the nodes based on their node degrees from low to high and
only considers the pruning actions corresponding to the first k£ low degree nodes. Meanwhile,
High2low arranges the nodes in order from high degree to low degree and only considers the first &
high degree nodes for pruning. Intuitively, High2low is more efficient but may ignore the optimal
solutions. In this work, we employ the High2low strategy for BA-Shape(GCNs), and Low2high
strategy for other models, and set the k to 12 for all the datasets.

We conduct experiments to analyze these two pruning strategies for our SubgraphX algorithm
and show the average time cost and Fidelity score in Table 4.3. Specifically, we randomly select
50 graphs from the BBBP datasets with an average node number of 24.96, which is the same in
Section 4.5.5. In addition, we set Monte-Carlo sampling steps 7' to 100, and select the subgraphs
with the highest Shapley values and contain less than 15 nodes to calculate the Fidelity. Obviously,

High2low is 5 times faster than Low2high but the Fidelity scores of its explanations are inferior.
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5. EXPLAINING DEEP GRAPH CLASSIFIER VIA GRAPH GENERATION~*

Finally, we further explore the explainability of deep graph classifiers. Different from our
proposed SubgraphX, in this chapter, we propose a novel method, known as XGNN, to provide

model-level explanations for deep graph models.
5.1 Introduction

Graph Neural Networks (GNNs) have shown their effectiveness and obtained the state-of-
the-art performance on different graph tasks, such as node classification [78, 9], graph classifi-
cation [79, 80], and link prediction [81]. In addition, extensive efforts have been made towards
different graph operations, such as graph convolution [12, 82, 83], graph pooling [8, 84], and
graph attention [9, 85, 86]. Since graph data widely exist in different real-world applications, such
as social networks, chemistry, and biology, GNNs are becoming increasingly important and useful.
Despite their great performance, GNNs share the same drawback as other deep learning models;
that is, they are usually treated as black-boxes and lack human-intelligible explanations. Without
understanding and verifying the inner working mechanisms, GNNs cannot be fully trusted, which
prevents their use in critical applications pertaining to fairness, privacy, and safety [87, 88]. For
example, we can train a GNN model to predict the effects of drugs where we treat each drug as
a molecular graph. Without exploring the working mechanisms, we do not know what chemical
groups in a molecular graph lead to the predictions. Then we cannot verify whether the rules of
the GNN model are consistent with real-world chemical rules, and hence we cannot fully trust the
GNN model. This raises the need of developing explanation techniques for GNNs.

Recently, several explanation techniques have been proposed to explain deep learning models
on image and text data. Depending on what kind of explanations are provided, existing techniques

can be categorized into instance-level [18, 19, 20, 21, 22, 23, 24] or model-level [14, 15, 16] meth-

*Reprinted with permission from “XGNN: Towards Model-Level Explanations of Graph Neural Networks” by
Hao Yuan, Jiliang Tang, Xia Hu, and Shuiwang Ji, Proceedings of the 26th ACM SIGKDD International Conference
on Knowledge Discovery & Data Mining, vol. 1, pp. 430-438, Copyright 2020 by ACM.
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ods. instance-level explanations explain the prediction for a given input example, by determining
important features in the input or the decision procedure for this input through the model. Common
techniques in this category include gradient-based methods [18, 19], visualizations of intermedi-
ate feature maps [20, 21], and occlusion-based methods [22, 23, 24]. Instead of providing input-
dependent explanations, model-level explanations aim to explain the general behavior of the model
by investigating what input patterns can lead to a certain prediction, without respect to any specific
input example. Input optimization [14, 15, 16, 25] is the most popular model-level explanation
method. These two categories of explanation methods aim at explaining deep models in different
views. Since the ultimate goal of explanations is to verify and understand deep models, we need
to manually check the explanation results and conclude if the deep models work in our expected
way. For instance-level methods, we may need to explore the explanations for a large number of
examples before we can trust the models. However, it is time-consuming and requires extensive
expert efforts. For model-level methods, the explanations are more general and high-level, and
hence need less human supervision. However, the explanations of model-level methods are less
precise compared with instance-level explanations. Overall, both model-level and instance-level
methods are important for explaining and understanding deep models.

Explaining deep learning models on graph data become increasingly important but is still less
explored. To the best of our knowledge, there is no existing study on explaining GNNs at the
model-level. The existing study [88, 89] only provides instance-level explanations for graph mod-
els. As a radical departure from existing work, we propose a novel explanation technique, known
as XGNN, for explaining deep graph models at the model-level. We propose to investigate what
graph patterns can maximize a certain prediction. Specifically, we propose to train a graph genera-
tor such that the generated graph patterns can be used to explain deep graph models. We formulate
it as a reinforcement learning problem that at each step, the graph generator predicts how to add an
edge to a given graph and form a new graph. Then the generator is trained based on the feedback
from the trained graph models using policy gradient [58]. We also incorporate several graph rules

to encourage the generated graphs to be valid. Note that the graph generation part in our XGNN
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framework can be generalized to any suitable graph generation method, determined by the dataset
at hand and the GNNs to be explained. Finally, we trained GNN models on both real-world and
synthetic datasets which can yield good performance. Then we employ our proposed XGNN to
explain these trained models. Experimental results show that our proposed XGNN can find the de-
sired graph patterns and explains these models. With our generated graph patterns, we can verify,

understand, and even improve the trained GNN models.
5.2 Related Work
5.2.1 Graph Neural Networks

Graphs are wildly employed to represent data in different real-world domains and graph neural
networks have shown promising performance on these data. Different from image and text data, a
graph is represented by a feature matrix and an adjacency matrix. Formally, a graph G with n nodes
is represented by its feature matrix X € R"*¢ and its adjacency matrix A € {0, 1}"*". Note that
we assume each node has a d-dimension vector to represent its features. Graph neural networks
learn node features based on these matrices. Even though there are several variants of GNNs,
such as graph convolution networks (GCNs) [12], graph attention networks (GATSs) [9], and graph
isomorphism networks (GINs) [79], they share a similar feature learning strategy. For each node,
GNNs update its node features by aggregating the features from its neighbors and combining them
with its own features. We take GCNs as an example to illustrate the neighborhood information

aggregation scheme. The operation of GCNss is defined as
Xiv1 = f(D2AD 2 X;W)), (5.1)

where X; € R™*% and X,,; € R"*%+! are the input and output feature matrices of the i** graph
convolution layer. In addition, A = A+ 1is used to add self-loops to the adjacency matrix, D
denotes the diagonal node degree matrix to normalize A. The matrix W; € R%*%i+1 is a trainable
matrix for layer ¢ and is used to perform linear feature transformation and f(-) denotes a non-linear

activation function. By stacking j graph convolution layers, the j-hop neighborhood information
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can be aggregated. Due to its superior performance, we incorporate the graph convolution in

Equation (5.1) as our graph neural network operator.
5.2.2 Model-level Explanations

Next, we briefly discuss popular model-level explanation techniques for deep learning models
on image data, known as input optimization methods [14, 15, 16, 25]. These methods generally
generate optimized input that can maximize a certain behavior of deep models. They randomly
initialize the input and iteratively update the input towards an objective, such as maximizing a
class score. Then such optimized input can be regarded as the explanations for the target behavior.
Such a procedure is known as optimization and is similar to training deep neural networks. The
main difference is that in such input optimization techniques, all network parameters are fixed
while the input is treated as trainable variables. While such methods can provide meaningful
model-level explanations for deep models on images, they cannot be directly applied to explain
GNNs due to three challenges. First, the structural information of a graph is represented by a
discrete adjacency matrix, which cannot be directly optimized via back-propagation. Second, for
images, the optimized input is an abstract image and the visualization shows high-level patterns and
meanings. In the case of graphs, the abstract graph is not meaningful and hard to visualize. Third,
the obtained graphs may not be valid for chemical or biological rules since non-differentiable graph
rules cannot be directly incorporated into optimization. For example, the node degree of an atom

should not exceed its maximum chemical valency.
5.2.3 Graph Model Explanations

To the best of our knowledge, there are only a few existing studies focusing on the explainabil-
ity of deep graph models [88, 89]. The recent GNN explanation tool GNN Explainer [88] proposes
to explain deep graph models at the instance-level by learning soft masks. For a given example, it
applies soft masks to graph edges and node features and updates the masks such that the prediction
remains the same as the original one.

Then some graph edges and node features are selected by thresholding the masks, and they are
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treated as important edges and features for making the prediction for the given example. The other
work [89] also focuses on the instance-level explanations of deep graph models. It applies several
well-known image explanation methods to graph models, such as sensitivity analysis (SA) [90],
guided backpropagation (GBP) [43], and layer-wise relevance propagation (LRP) [66]. The SA
and GBP methods are based on the gradients while the LRP method computes the saliency maps
by decomposing the output prediction into a combination of its inputs. In addition, both of these
studies generate input-dependent explanations for individual examples. To verify and understand
a deep model, humans need to check explanations for all examples, which is time-consuming or
even not feasible.

While input-dependent explanations are important for understanding deep models, model-level
explanations should not be ignored. However, none of the existing work investigates the model-
level explanations of deep graph models. In this work, we argue that model-level explanations
can provide higher-level insights and a more general understanding in how a deep learning model
works. Therefore, we aim at providing model-level explanations for GNNs. We propose a novel
method, known as XGNN, to explain GNNs by graph generation such that the generated graphs

can maximize a certain behavior.
5.3 XGNN: Explainable Graph Neural Networks
5.3.1 Model-Level GNN Explanations

Intuitively, given a trained GNN model, the model-level explanations for it should explain what
graph patterns or sub-graph patterns lead to a certain prediction. For example, one possible type
of patterns is known as network motifs that represent simple building blocks of complex networks
(graphs), which widely exist in graphs from biochemistry, neurobiology, ecology, and engineer-
ing [91, 92, 93, 94]. Different motif sets can be found in graphs with different functions [91, 92],
which means different motifs may directly relate to the functions of graphs. However, it is still
unknown whether GNNs make predictions based on such motifs or other graph information. By

identifying the relationships between graph patterns and the predictions of GNNs, we can better
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Figure 5.1: Illustrations of our proposed XGNN for graph explanations via graph generation. The
GNNs represent a trained graph classification model that we try to explain. All graph examples in
the graph set are classified to the third class. The left part shows that we can manually conclude the
key graph patterns for the third class but it is challenging. The right part shows that we propose to
train a graph generator to generate graphs that can maximize the class score and be valid according
to graph rules.

understand the models and verify whether a model works as expected. Therefore, we propose our
XGNN, which explains GNNs using such graph patterns. Specifically, in this chapter, we inves-
tigate the model-level explanations of GNNs for graph classification tasks and the graph patterns
are obtained by graph generations.

Formally, let f(-) denote a trained GNN classification model, and y € {cy,--- ,¢,} denote the
classification prediction. Given f(-) and a chosen class ¢;, i € {1,--- , £}, our goal is to investigate
what input graph patterns maximize the predicted probability for this class. The obtained patterns

can be treated as model-level explanations with respect to ¢;. Formally, the task can be defined as

G" = argmax P(f(G) = ¢;), (5.2)
a

where GG* is the optimized input graph we need. A popular way to obtain such optimized input for

explaining image and text models is known as input optimization [14, 15, 16, 25]. However, as
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discussed in Section 5.2.2, such optimization method cannot be applied to explain graph models
because of the special representations of graph data. Instead, we propose to obtain the optimized
graph G* via graph generation. The general illustration of our proposed method is shown in Fig-
ure 5.1. Given a pre-trained graph classification model, we explain it by providing explanations
for its third class. We may manually conclude the graph patterns from the graph dataset. By eval-
uating all graph examples in the dataset, we can obtain the graphs that are predicted to be the third
class. Then we can manually check what are the common graph patterns among these graphs. For
example, the left part of Figure 5.1 shows that a set of four graphs are classified into the third class.
Based on human observations, we know that the important graph pattern leading to the prediction
is the triangle pattern consisting of a red node, a yellow node, and a blue node. However, such
manual analysis is time-consuming and not applicable for large-scale and complex graph datasets.
As shown in the right part, we propose to train a graph generator to generate graph patterns that
can maximize the prediction score of the third class. In addition, we incorporate graph rules, such
as the chemical valency check, to encourage valid and human-intelligible explanations. Finally, we
can analyze the generated graphs to obtain model-level explanations for the third class. Compared
with directly manual analysis on the original dataset, our proposed method generates small-scale

and less complex graphs, which can significantly reduce the cost for further manual analysis.
5.3.2 [Explaining GNNs via Graph Generation

Recent advances in graph generation lead to many successful graph generation models, such as
GraphGAN [95], ORGAN [96], Junction Tree VAE [97], DGMG [98], and Graph Convolutional
Policy Network (GCPN) [99]. Inspired by these methods, we propose to train a graph generator
which generates G* step by step. For each step, the graph generator generates a new graph based
on the current graph. Formally, we define the partially generated graph at step t as G4, which
contains 7, nodes. It is represented as a feature matrix X, € R™*9 and an adjacency matrix
A, € {0,1}"*™  assuming each node has a d-dimensional feature vector. Then we define a 6-

parameterized graph generator as gy(-), which takes G as input, and outputs a new graph Gy,
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that

X1, Appr = ge(Xt,At)- (5.3)

Then the generator is trained with the guidance from the pre-trained GNNs f(-). Since gener-
ating the new graph G, from G, is non-differentiable, we formulate the generation procedure as
a reinforcement learning problem. Specifically, assuming there are % types of nodes in the dataset,
we define a candidate set C' = {sq, s, -+ , Sy } denoting these possible node types. For example,
in a chemical molecular dataset, the candidate set may include Carbon, Nitrogen, Oxygen, Fluo-
rine, etc. In a social network dataset where nodes are not labeled, the candidate set only contains a
single node type. Then at each step ¢, based on the partially generated graph G, the generator g(+)
generates ;.1 by predicting how to add an edge to the current graph GG;. Note that the generator
may add an edge between two nodes in the current graph G; or add a node from the candidate set
C' to the current graph GG; and connect it with an existing node in ;. Formally, we formulate it as a
reinforcement learning problem, which consists of four elements: state, action, policy, and reward.

State: The state of the reinforcement learning environment at step ¢ is the partially generated
graph G;. The initial graph at the first step can be either a random node from the candidate set C
or manually designed based on prior domain knowledge. For example, for the dataset describing
organic molecules, we can set the initial graph as a single node labeled with carbon atom since any
organic compound contains carbon generally [100].

Action: The action at step ¢, denoted as ay, is to generate the new graph (G4, ; based on the
current graph G;. Specifically, given the current state (&, the action a, is to add an edge to G,
by determining the starting node and the ending node of the edge. Note that the starting node
ay start €an be any node from the current graph G, while the ending node @, ¢, is selected from the
union of the current graph (; and the candidate set C' excluding the selected starting node a; stqr
denoted as (G |JC) \ at start- Note that with the predefined maximum action step and maximum
node number, we can control the termination of graph generation.

Policy: We employ graph neural networks to serve as the policy. The policy determines the

action a, based on the state ;. Specifically, the policy is the graph generator gy(-), which takes G
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and C' as the input and outputs the probabilities of possible actions. With the reward function, the
generator gy(-) can be trained via policy gradient [58].

Reward: The reward for step ¢, denoted as R;, is employed to evaluate the action at step ¢,
which consists of two parts. The first part is the guidance from the trained GNNs f(-), which
encourages the generated graph to maximize the class score of class ¢;. By feeding the generated
graphs to f(+), we can obtain the predicted probabilities for class ¢; and use them as the feedback
to update gy(-). The second part encourages the generated graphs to be valid in terms of certain
graph rules. For example, for social network datasets, it is may not allowed to add multiple edges
between two nodes. In addition, for chemical molecular datasets, the degree of an atom cannot
exceed its chemical valency. Note that for each step, we include both intermediate rewards and
overall rewards to evaluate the action.

While we formulate the graph generation as a reinforcement learning problem, it is noteworthy
that our proposed XGNN is a novel and general framework for explaining GNNs at the model-level.
The graph generation part in this framework can be generalized to any suitable graph generation

method, determined by the dataset at hand and the GNNs to be explained.
5.3.3 Graph Generator

For step ¢, the graph generator gy(-) incorporates the partially generated graph G, and the can-
didate set C' to predict the probabilities of different actions, denoted as p; s¢qr¢ and p; ¢nqg. Assume
there are n; nodes in G; and k nodes in C, then both p; 44+ and p; ¢,q are with n; + k dimension-
ality. Then the action a; = (ay start; At.ena) 1S sampled from the probabilities p; = (Pt starts Dt.end)-
Next, we can obtain the new graph ;. based on the action a;. Specifically, in our generator, we
first employ several graph convolutional layers to aggregate neighborhood information and learn

node features. Mathematically, it can be written as

X = GCNs(G,, C), (5.4)
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where X denotes the learnt node features. Note that the graph G; and the candidate set C' are
combined as the input of GCNs. We merge all nodes in C' to GG; without adding any edge and then
obtain the new node feature matrix and adjacency matrix. Then Multilayer Perceptrons (MLPs)
are used to predict the probabilities of the starting node, p; stqr+ and the action a; g4+ 1s sampled

from this probabilty distribution. Mathematically, it can be written as

Drstare = Softmax(MLPs(X)), (5.5)

At start ™~ Pt,start * T start (56)

where - means element-wise product and 1 44+ 1S to mask out all candidate nodes since the
starting node can be only selected from the current graph G;. Let Z ¢ denote the features of
the node selected by the start action a; s:q,+. Then conditioned on the selected node, we employ
the second MLPs to compute the probability distribution of the ending node p; .,,q from which we
sample the ending node action a; .,q. Note that since the starting node and the ending node cannot
be the same, we apply a mask m; .,q to mask out the node selected by a; s1q,+. Mathematically, it

can be written as

Prena = Softmax(MLPs([X, Zyare])), (5.7)
Atend ™~ Ptend * Mtend, (58)
where [-, -] denotes broadcasting and concatenation. In addition, 1 .4 is the mask consisting of

all 1s except the position indicating a; s;4,+. Note that the same graph generator gy(-) is shared by
different time steps, and our generator is capable to incorporate graphs with variable sizes.

We illustrate our graph generator in Figure 5.2 where we show the graph generation procedure
for one step. The current graph G consists of 4 nodes and the candidate set has 3 available nodes.
They are combined together to serve as the input of the graph generator. The embeddings of
candidate nodes are concatenated to the feature matrix of GG; while the adjacency matrix of G; is

expanded accordingly. Then multiple graph convolutional layers are employed to learn features
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Figure 5.2: An Illustration of our graph generator for processing a single step. Different colors
denote different types of node. Given a graph with 4 nodes and a candidate set with 3 nodes, we
first combine them together to obtain the feature matrix and the adjacency matrix. Then we employ
several GCN layers to aggregate and learn node features. Next, the first MLPs predict a probability
distribution from which we sample the starting node. Finally, the second MLPs predict the ending
node conditioned on the starting node. Note that the black crosses indicates masking out nodes.

for all nodes. With the first MLPs, we obtain the probabilities of selecting different nodes as the
starting node, and from which we sample the node 1 as the starting node. Then based on the
features of node 1 and all node features, the second MLPs predict the ending node. We sample
from the probabilities and select the node 7 as the ending node, which corresponds to the red node
in the candidate set. Finally, a new graph is obtained by including a red node and connecting it

with node 1.
5.3.4 Training the Graph Generator

The graph generator is trained to generate specific graphs that can maximize the class score of
class ¢; and be valid to graph rules. Since such guidance is not differentiable, we employ policy
gradient [58] to train the generator. According to [56, 57], the loss function for the action a; at step

t can be mathematically written as

*Cg = _Rt(‘CC'E (pt,starta a't,start) + 'CC'E (pt,enda at,end))a (59)

92



where Lo (-, ) denotes the cross entropy loss and R; means the reward function for step ¢. In-
tuitively, the reward R; indicates whether a, has a large chance to generate graph with high class
score of class ¢; and being valid. Hence, the reward R; consists of two parts. The first part 12, ; is
the feedback from the trained model f(-) and the second part R; . is from the graph rules. Specifi-
cally, for step ¢, the reward R, ; contains both an intermediate reward and a final graph reward for
graph G that

Rip = R p(Ger) + , iz Fs (Rollout(Grn)) (5.10)

m

where ), is a hyper-parameter, and the first term is the intermediate reward which can be obtained
by feeding G;4; to the trained GNNs f(-) and checking the predicted probability for class c;.

Mathematically, it can be computed as

R (Giy1) = p(f(Gryr) = c) — 1/¢, (5.11)

where ¢ denotes the number of possible classes for f(-). In addition, the second term in Equation
(5.10) is the final graph reward for G, which can be obtained by performing Rollout [57] m
times on the intermediate graph G, 1. Each time, a final graph is generated based on G, until
termination and then evaluated by f(-) using Equation (5.11). Then the evaluations for m final
graphs are averaged to serve as the final graph reward. Overall, I?; f is positive when the obtained
graph tends to yield high score for class c;, and vice versa.

In addition, the reward R, is obtained from graphs rules and is employed to encourage the
generated graphs to be valid and human-intelligible. The first rule we employ is that only one edge
is allowed to be added between any two nodes. Second, the generated graph cannot contain more
nodes than the predefined maximum node number. In addition, we incorporate dataset-specific
rules to guide the graph generation. For example, in a chemical dataset, each node represents an
atom so that its degree cannot exceed the valency of the corresponding atom. When any of these

rules is violated, a negative reward will be applied for R;,. Finally, by combining the R, ; and
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Algorithm 3 THE ALGORITHM OF OUR PROPOSED XGNN.

1: Given the trained GNNs for graph classification, denoted as f(-), we try to explain it and set
the target class as c;.
2: Let C' define the candidate node set and ¢g(-) mean our graph generator. We predefine the
maximum generation step as S,,,, and the number of Rollout as m.
Define the initial graph as G.
for step t in S, do
Merge the current graph G; and the candidate set C'.
Obtain the action a; from the generator g(-) that a; = (at start, @tena) With Equation (5.4-
5.8).
Obtain the new graph G, based on a;.
8: Evaluate G ; with Equation (5.10-5.12) and obtain R;.
: Update the generator g(-) with Equation (5.9).
10: if R; < 0 then roll back and set G = Gj.
11: end if
12: end for

AN A

=

R; ., we can obtain the reward for step ¢ that

>_iey Reg(Rollout(Gyy1))

m

Ry = Ry p(Gey1) + M

+ MRy, (5.12)

where \; and )\, are hyper-parameters. We illustrate the training procedure in Algorithm 3. Note

that we roll back the graph GG, ; to GG; when the action a, is evaluated as not promising that R; < 0.
5.4 Experimental Studies

5.4.1 Dataset and Experimental Setup

We evaluate our proposed XGNN on both synthetic and real-world datasets. We report the
summary statistics of these datasets in Table 5.1. Since there is no existing work investigating
model-level explanations of GNNs, we have no baseline to compare with. Note that existing
studies [88, 89] only focus on explaining GNNs at instance-level while ignoring the model-level
explanations. Comparing with them is not expected since these instance-level and model-level are

two totally different explanation directions.
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Table 5.1: Statistics and properties of datasets. Note that the edge number and node number are
averaged numbers.

Dataset \ Classes \ # of Edges \ # of Nodes \ Accuracy

Is_Acyclic 2 30.04 28.46 0.978
MUTAG 2 19.79 17.93 0.963

Synthetic dataset: Since our XGNN generates model-level explanations for Deep GNNs, we build
a synthetic dataset, known as Is_Acyclic, where the ground truth explanations are available. The
graphs are labeled based on if there is any cycle existing in the graph. The graphs are obtained
using Networkx software package [101]. The first class refers to cyclic graphs, including grid-like
graphs, cycle graphs, wheel graphs, and circular ladder graphs. The second class denotes acyclic
graphs, containing star-like graphs, binary tree graphs, path graphs and full rary tree graphs [102].
Note that all nodes in this dataset are unlabeled and we focus on investigating the ability of GNNs
to capture graph structures.

Real-world dataset: We conduct experiments on the real-world dataset MUTAG. The MUTAG
dataset contains graphs representing chemical compounds where nodes represent different atoms
and edges represent chemical bonds. The graphs are labeled into two different classes according
to their mutagenic effect on a bacterium [103]. Each node is labeled based on its type of atom
and there are seven possible atom types: Carbon, Nitrogen, Oxygen, Fluorine, Iodine, Chlorine,
Bromine. Note that the edge labels are ignored for simplicity. For this dataset, we investigate the
ability of GNNs to capture both graph structures and node labels.

Graph classification models: We train graph classification models using these datasets and then
try to explain these models. These models share a similar pipeline that first learns node features
using multiple layers of GCNs, then obtain graph level embeddings by averaging all node fea-
tures, and finally employs fully-connected layers to perform graph classification. For the synthetic
dataset Is_Acyclic, we use the node degrees as the initial features for all nodes. Then we apply two
layers of GCNs with output dimensions equal to 8, 16 respectively and perform global averaging

to obtain the graph representations. Finally, we employ one fully-connected layer as the classi-
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fier. Meanwhile, for the real-world dataset MUTAG, since all nodes are labeled, we employ the
corresponding one-hot representations as the initial node features. Then we employ three layers
of GCNs with output dimensions equal to 32, 48, 64 respectively and average all node features.
The final classifier contains two fully-connected layers in which the hidden dimension is set to 32.
Note that for all GCN layers, we apply the GCN version shown in Equation (5.1). In addition,
we employ Sigmoid as the non-linear function in GCNs for dataset Is_Acyclic while we use Relu
for dataset MUTAG. These models are implemented using Pytorch [104] and trained using Adam
optimizer [65]. The training accuracies of these models are reported in Table 5.1, which show that

the models we try to explain are models with reasonable performance.

Graph generators: For both datasets, our graph generators share the same structure. Our
generator first employs a fully-connected layer to map node features to the dimension of 8. Then
three layers of GCNs are employed with output dimensions equal to 16, 24, 32 respectively. The
first MLPs consist of two fully-connected layers with the hidden dimension equal to 16 and a
ReLU6 non-linear function. The second MLPs also have two fully-connected layers that the hidden
dimension is set to 24 and ReLLU6 is applied. The initial features for input graphs are the same as
mentioned above. For dataset Is_Acyclic, we set A\; = 1, Ay = 1, and R,, = —1 if the generated
graph violates any graph rule. For dataset MUTAG, we set \; = 1, Ay = 2, and the total reward
R, = —1 if the generated graph violates any graph rule. In addition, we perform rollout m = 10
times each step to obtain final graph rewards. The models are implemented using Pytorch [104]
and trained using Adam optimizer [65] with 8; = 0.9 and 3, = 0.999. The learning rate for graph

generator training is set to 0.01.
5.4.2 Experimental Results on Synthetic Data

We first conduct experiments on the synthetic dataset Is_Acyclic where the ground truth is
available. As shown in Table 5.1, the trained GNN classifier can reach a promising performance.
Since the dataset is manually and synthetically built based on if the graph contains any circle,

we can check if the trained GNN classifier makes predictions in such a way. We explain the
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Figure 5.3: Experimental results for the synthetic dataset Is_Acyclic. Each row shows our ex-
planations for a certain class that the first row corresponds to the class cyclic while the second
row explains the class acyclic. In each row, from left to right, we report the generated graphs
with increasing maximum node number limits. In addition, we feed each generated graph to the
pre-trained GCNs and report the predicted probability for the corresponding class.

model with our proposed XGNN and report the generated explanations in Figure 5.3. We show
the explanations for the class “cyclic” in the first row and the results for the class “acyclic” in
the second row. In addition, we also report different generated explanations by setting different
maximum graph node limits.

First, by comparing the graphs generated for different classes, we can easily conclude the dif-
ference that the explanations for the class “cyclic” always contain circles while the results for the
class “acyclic” have no circle at all. Second, to verify whether our explanations can maximize the
class probability for a certain class, as shown in Equation (5.2), we feed each generated graph to
the trained GNN classifier and report the predicted probability for the corresponding class. The
results show that our generated graph patterns can consistently yield high predicted probabilities.
Note that even though the graph obtained for the class “cyclic” with maximum node number equal
to 3 only leads to p = 0.7544, it is still the highest probability for all possible graphs with 3
nodes. Finally, based on these results, we can understand what patterns can maximize the pre-
dicted probabilities for different classes. In our results, we know the trained GNN classifier very

likely distinguishes different classes by detecting circular structures, which is consistent with our
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Figure 5.4: Experimental results for the MUTAG dataset. The first row reports the explanations
for the class non-mutagenic while the second row shows results for the class mutagenic. Note that
different node colors denote different types of atoms and the legend is shown at the bottom of the
figure. All graphs are generated with the initial graph as a single Carbon atom.

expectations. Hence, such explanations help understand and trust the model, and increase the trust-
worthiness of this model to be used as a circular graph detector. In addition, it is noteworthy that
our generated graphs are easier to analyze compared with the graphs in the datasets. Our generated
graphs have significantly fewer numbers of nodes and simpler structures, and yield higher pre-
dicted probabilities while the graphs from the dataset have an average of 28 nodes and 30 edges,

as shown in Table 5.1.
5.4.3 Experimental Results on Real-World Data

We also evaluate our proposed XGNN using real-world data. For dataset MUTAG, there is
no ground truth for the explanations. Since all nodes are labeled as different types of atoms, we
investigate whether the trained GNN classifier can capture both graph structures and node labels.
We explain the trained GNN with our proposed method and report selected results in Figure 5.4 and
Figure 5.5. Note that the generated graphs may not represent real chemical compounds because,
for simplicity, we only incorporate a simple chemical rule that the degree of an atom cannot exceed
its maximum chemical valency. In addition, since nodes are labeled, we can set the initial graphs

as different types of atoms.
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Figure 5.5: Experimental results for the MUTAG dataset. We fix the maximum node number limit
as 5 and explore different initial graphs. Note that all graphs are generated for explaining the
mutagenic class. For each generated graph, we show its predicted probability and corresponding
initial graph at the bottom.

We first set the initial graph as a single carbon atom and report the results in Figure 5.4, since
generally, any organic compound contains carbon [100]. The first row reports explanations for the
class “non-mutagenic” while the second row shows the results for the class “mutagenic”. We report
the generated graphs with different node limits and the GNN predicted probabilities. For the class
“mutagenic”, we can observe that carbon circles and NO, are some common patterns, and this is
consistent with the chemical fact that carbon rings and N O, chemical groups are mutagenic [103].

Such observations indicate that the trained GNN classifier may capture these key graph patterns
to make predictions. In addition, for the class “non-mutagenic”, we observe the atom Chlorine is
widely existing in the generated graphs and the combination of Chlorine, Bromine, and Fluorine
always leads to “non-mutagenic” predictions. By analyzing such explanations, we can better un-
derstand the trained GNN model.

We also explore different initial graphs and report the results in Figure 5.5. We fix the maximum
node limit as 5 and generate explanations for the class “mutagenic”. First, no matter how we set
the initial graph, our proposed method can always find graph patterns maximizing the predicted
probability of class “mutagenic”. For the first 5 graphs, which means the initial graph is set to a
single node of Carbon, Nitrogen, Oxygen, Iodine, or Fluorine, some generated graphs still have
common patterns like carbon circle and NO, chemical groups. Our observations further confirm
that these key patterns are captured by the trained GNNs. In addition, we notice that the generator
can still produce graphs with Chlorine which are predicted as “mutagenic”, which is contrary

to our conclusion above. If all graphs with Chlorine should be identified as “non-mutagenic”,
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such explanations show the limitations of trained GNNs. Then these generated explanations can
provide guidance for improving the trained GNNs, for example, we may place more emphasis
on the graphs Chlorine when training the GNNs. Furthermore, the generated explanations may
also be used to retrain and improve the GNN models to correctly capture our desired patterns.
Overall, the experimental results show that our proposed explanation method XGNN can help

verify, understand, and even help improve the trained GNN models.
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6. CONCLUSIONS AND FUTURE WORK

In Chapter 2, we propose a learning-based method to generate discrete masks to explain deep
image classifiers. In particular, we propose to explain deep models by learning the discriminative
image regions in a GAN manner that we treat the pre-trained model as the discriminator and try
to explain it using a trainable generator. The generator learns to capture important regions and
produces a probability map. Then a discrete mask is sampled from this probability map and fed to
the discriminator to measure its quality. We propose to train the generator using the policy gradient
because of the sampling operations. Furthermore, to reduce the search space, we propose to incor-
porate auxiliary information. We conduct both quantitative and qualitative experiments to demon-
strate the effectiveness of our proposed method. The visual results show that our method obtains
better explanations than several state-of-the-art approaches. In addition, our proposed method can
pass the model randomization test, showing that our method is reasoning the predictions instead
of guessing. The quantitative analysis via weakly supervised localization task and saliency metric
demonstrates the effectiveness of our proposed method. We also perform the ROAR evaluation for
our method and further show that our method can correctly identify important and discriminative
image regions for the predictions of models. Finally, the ablation study demonstrates that both the
area reward and smoothness reward are important to generate good explanations.

In Chapter 3, we propose to study the meaning of the neurons in the hidden layers, thereby
explaining the whole prediction procedures layer by layer. While investigating hidden units in
neural networks are of great importance to understand their working mechanisms, it is challenging
to understand the meaning of hidden units in NLP models, since word representations are discrete
and cannot be abstracted. Our proposed method first employs gradient-based approaches to esti-
mate the contributions of different spatial locations in a hidden layer and then uses optimization to
answer the question of what is detected by these hidden locations. Then we propose to approxi-
mately explain the meaning of detected information using the nearest neighbors of the optimized

representation based on the special property of word representations that words with semantically
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similar meanings are embedded to nearby points. Experimental results show that our approaches
can identify reasonable explanations for hidden locations, which shares similar high-level meaning
with the input sentence. It is also shown that our method helps explain how the decision and why
the decision is made.

In Chapter 4, we propose a novel instance-level explanation method, known as SubgraphX, to
study graph neural networks. While considerable efforts have been devoted to study the explain-
ability of GNNs, none of the existing methods can explain GNN predictions with subgraphs. We
argue that subgraphs are building blocks of complex graphs and are more human-intelligible. To
this end, we propose the SubgraphX to explain GNNs by identifying important subgraphs explic-
itly. We employ the Monte Carlo tree search algorithm to efficiently explore different subgraphs.
For each subgraph, we propose to employ Shapley values to measure its importance by considering
the interactions among different graph structures. To expedite computations, we propose efficient
approximation schemes to compute Shapley values by considering interactions only within the in-
formation aggregation range. Experimental results show our SubgraphX obtain higher-quality and
more human-intelligible explanations while keeping time complexity acceptable.

In Chapter 5, we propose the XGNN to provide model-level explanations for graph neural net-
works. The core idea of our general XGNN framework is to find graph patterns that can maximize
a certain prediction via graph generation. Specifically, we formulate it as a reinforcement learning
problem and generate graph patterns iteratively. We train a graph generator and for each step, it
predicts how to add an edge into the current graph. In addition, we incorporate several graph rules
to encourage the generated graphs to be valid and human-intelligible. We conduct thorough exper-
iments on both synthetic and real-world datasets to demonstrate the effectiveness of our proposed
XGNN. The results show that the generated graphs help discover what patterns will maximize a
certain prediction of the trained GNNs. The generated explanations help verify and better under-
stand if the trained GNNs make predictions in our expected way. Furthermore, our results also
show that the generated explanations can provide directions to improve the trained models.

In terms of future work, we discuss several possible directions for future work. First, in our
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proposed SubgraphX, we employ the search algorithm for exploring subgraphs and compute the
Shapley value for each subgraph individually. Hence, it is important to further improve the effi-
ciency, and possible solutions include designing proper greedy algorithms to reduce the time cost
for searching and computing the Shapley values for multiple subgraphs simultaneously based on
the addictive property of Shapley values. Second, while we investigate the explainability of deep
models for different domains, the target models are relatively simple. The explainability of more
complex models, such as Transformer [6], BERT [141], and Recommendation Systems [142],
has not been explored yet. Explaining such complex models is an important but more challeng-
ing task since these complex models are widely used in real-world applications. Last but not the
least, explaining critical applications of deep models is also important. One example is the deep
learning model for medical images. Since medical decisions are critical, it is not enough to only
make predictions based on medical images. It is also necessary to provide explanations of why the
predictions are made. Otherwise, the doctors or patients cannot trust the models at all. Since med-
ical images are different from natural images, existing models cannot be directly applied. Hence,

specific techniques are needed to explain the deep models trained with medical data.
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