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ABSTRACT

Effective public speaking skills are crucial to one’s academic and professional success. Indi-

viduals who are good in public speaking are more likely to graduate college and obtain a leadership

position compared to their counter-peers. Yet, public speaking anxiety (PSA) is one of the most

common social fear faced by people directly affecting one’s academic and professional success.

This Master’s thesis investigates the effectiveness of in-the-moment bio-behaviorally aware

feedback in mitigating public speaking anxiety in a virtual training environment. The training

environment exposes participants to various virtual stimuli and at the same time, captures their

audio and physiological signals. These signals are used to extract bio-behavioral measures (e.g.,

speech intonation, electrodermal activity mean) and serve as an input to a machine learning model

that provides real-time estimates of state anxiety. Based on these state anxiety estimates, the system

provides real-time feedback of positive reinforcement and cognitive restructuring–grounded on

theoretical rationale from behavioral sciences–when an increase in state anxiety is detected. The

system is evaluated through a small-scale study of participants using a pre/post evaluation design.

Results indicate that in-the-moment feedback prompts provided to the participants affect their

in-the-moment state-based anxiety. Statistical analysis indicates significant differences of bio-

behavioral measures before and after the in-the-moment feedback prompts. The self-reported

POST-study results from the participants of the user study also indicate that 5 out of 7 participants

found this study beneficial for their public speaking skills. Results of this work also highlight

the effect of type of audience on the positive reinforcement feedback provided to the participants.

It is observed that when the audience is negative, the positive reinforcement feedback prompts

provided to the participants by the real-time model were more compared to a positive audience.

Findings from this work provide a foundation toward designing artificial intelligence systems for

personalized in-the-moment interventions for mitigating adverse behavioral outcomes.
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NOMENCLATURE

PSA Public Speaking Anxiety

VR Virtual Reality

ANS Autonomic Nervous System

EDA Electrodermal Activity

GSR Galvanic Skin Response

HRV Heart Rate Variability

BVP Blood Volume Pulse

PPG Photoplethysmogram

BSA Behavioral Speech Anxiety

CWP Chest Worn Physiological

WWP Wrist Worn Physiological

VAD Voice Activity Detection

SCL Skin Conductance Level
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1. INTRODUCTION

Effective public speaking skills are crucial to one’s academic and professional success. Strong

communication skills results in successful project management and implementation and is con-

sidered as one of the most important factors for successful collaboration [1]. Individuals with

effective public speaking skills are more likely to graduate college and obtain a leadership posi-

tion compared to their counterpeers [2]. Additionally, good communication skills promote critical

thinking and assist in the overall development of an individual [3]. Yet, public speaking anxiety

(PSA) is one of the most common social fear faced by people and is more prevalent as compared

to other common phobias (e.g., fear of heights, fear of spiders) [4].

Recent studies show that 65% women and 57% men in the United States consider public speak-

ing as their most common fear [5]. A 2014 Forbes survey states that 70% of employees agree to

public speaking being crucial to their professional success [6]. Another study shows that individ-

uals with PSA have 15% less chance of obtaining a leadership position, earn 10% less than their

peers and are 10% less likely to graduate college [2]. These statistics indicate the importance of

such skills in an individual’s life.

Although human beings are gifted with the ability to vocalize, knowledge, attitude and skills

for effective communication does not come naturally for many people and many times has to

be practiced and learned [3]. The biggest cause of anxiety during public speaking lies in the

novelty and uncertainty of the assigned task. This can be alleviated by the repeated exposure to

public speaking experiences, which can result in gradual change of individuals’ negative perception

related to public speaking [7].

1.1 Prior Work

Prior work has proposed various visual and tactile stimuli to target the anxiety. Studies in psy-

chological sciences indicate that habituation to the public speaking task through frequent encounter

can reduce anxiety by desensitizing the speaker to the public environment [8] and contribute to-
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wards restructuring the speaker’s negative thoughts [9]. Several studies have explored displaying

pictures of social stimuli [10], using imaginary audience to simulate a real life public speaking

environment [11], [12] or inviting small-sized real audience [13], [14]. Although effective, these

techniques depicted limited performance when compared to immersive and realistic experiences

provided by VR environments [15], [16], [17], [18], [19], [20], [21], [22]. Practicing public speak-

ing in a virtual environment was found to be more effective when compared with other techniques

requiring imagination, where participants need to visualize their audience [20], [21]. VR environ-

ments further allows simulation of real-life large audience in eclectic scenarios [15], [16], [21],

which reduces the risk of public embarrassment [21].

Motivated by prior work, this Master’s thesis investigates the effectiveness of in-the-moment

bio-behaviorally aware feedback in mitigating public speaking anxiety in a virtual training en-

vironment. The thesis develops and evaluates a personalized in-the-moment system that provides

feedback related to positive reinforcement and cognitive restructuring during public speaking train-

ing through a virtual reality environment. The proposed system captures participants’ speech and

physiological signals in real-time, extracts bio-behavioral features from the recorded data (e.g.,

speech intonation, electrodermal activity mean), utilizes these features to estimate state-based anx-

iety, and provides real-time feedback when an increase in this in-the-moment state-based anxiety

is detected. The proposed system is evaluated through a small-scale study of participants using a

pre/post evaluation design. Specifically, it aims to answer the following research questions :

1. To what extent does bio-behaviorally aware in-the-moment feedback affect participants’ bio-

behavioral reactions during public speaking?

2. To what extent is the provision of bio-behaviorally aware in-the-moment feedback related to

self-reported state- and trait-based anxiety scores?

3. How do different audience reactions (i.e., negative, positive and neutral) affect the provision

of bio-behaviorally aware in-the-moment feedback?

Knowledge obtained by this Master thesis will assist in the investigation of a real-time bio-

2



behaviorally-aware feedback model for enhancing virtual reality (VR) training. It further has the

potential to provide valuable insights in the design of personalized and effective training mecha-

nisms that can contribute to reducing PSA as well as promoting public speaking skills and public

speaking performance.

3



2. LITERATURE REVIEW AND RESEARCH CONTRIBUTIONS

2.1 Theoretical Models of Public Speaking Anxiety

2.1.1 Three system model of public speaking anxiety

According to the "three system" model, stress caused by situations like public speaking is

conveyed in three forms : physiological, cognitive and behavioral [23], [24], [25]. The physiolog-

ical part of the three system model is related to the reactivity of the autonomous nervous system

(ANS). The ANS is responsible for the body’s response to stress and stress regulation [26]. It has

two main parts : sympathetic and parasympathetic system. The sympathetic system is responsi-

ble for reaction to stressful situations like threat or injury and is associated with “fight-or-flight"

reactions [27]. On the other side, the parasympathetic system controls body functions when the

body is at rest and counter balances the sympathetic system. The ANS reactivity is manifested

through changes in various body processes, such as blood pressure [28], heart rate [29], sweat

[30], etc. These measures are commonly used in research related to PSA, since they can provide

useful information about the manifestation of anxiety [29]. The physiological aspect of the PSA

can be examined using physiological measures of heart rate and sweat glands, and the emotional

arousal can be measured by prosodic changes in the speech [31]. This work utilizes these physi-

ological measures along with speech signals which convey valuable information about a person’s

confidence, motivation and affective state. Multiple studies indicate that voice features, such as

loudness and intonation, are related to stress and help in determining a person’s ability to convey

their thoughts to the audience [32], [33], [34], [35], [36], [37].

The cognitive part of the “three system” model refers to the information collected directly

from the speaker performing the public speaking task through self-reports, self-monitoring and/or

interviews [38]. This work utilizes the self-reported measures to calculate self-reported scores

which serve as ground truth for state-based anxiety. Most of the PSA studies rely on these self-

reported measures [23].

4



Lastly, the behavioral aspect is measured as the level of anxiety perceived by the audience in

the speaker [39]. This work captures behavioral aspects of PSA through human annotators, who

rated the content and context of speech in terms of perceived state-based PSA.

Relevance to this research: The three system model has been utilized less often in the study

of PSA. Studies have tried to capture the physiological and cognitive part of the PSA for the

detection of anxiety in speakers [31]. This work utilizes all aspects for estimating and quantifying

PSA, as well as for evaluating the proposed in-the-moment real-time machine learning model. The

physiological aspect is captured via bio-behavioral signals (i.e., physiological and vocal measures)

recorded from the speaker. The cognitive aspect is registered via speaker’s self-reported indices

about their perception on public speaking. Finally, the behavioral aspect is measured via third-party

annotations by human experts.

2.1.2 State-trait model of public speaking anxiety

The exploration of behavioral science has shown that PSA can be treated as both a state and a

trait condition [8]. Trait anxiety refers to the inherent tendency of an individual to have speaking

anxiety whereas state anxiety corresponds to the anxiety experienced during the assigned speaking

task. Previous studies have utilized the bio-behavioral signals (e.g., physiological and acoustic

features) to predict the state anxiety and then further used the trait-based indices to group the

speakers based on their general tendencies [31]. The bio-behavioral measures were combined with

individual (e.g., personality, traits) and contextual (e.g., gender, age, native language, ethnicity)

features to model the variability of stress across people and conditions [40]. To obtain a better

understanding of state based anxiety, the time-based trajectories of PSA variation were studied.

The study indicated that time-based representation of bio-behavioral measures was more reliable

predictor of stress when compared to corresponding aggregate mean scores [40].

Psychology and communication researches indicate that the relationship between physiologi-

cal and self-reported measures of PSA depends on a variety of psychological, cognitive and de-

mographic factors [10], [14], [11]. Dimberg et al. found that individuals with inherent trait-based

public speaking stress were found to depict more reactivity [10]. Well prepared individuals gen-
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erally demonstrate lower physiological reactivity compared to the speakers who are provided with

less time [41]. All these findings indicate a complex relationship among factors contributing to

PSA (i.e., physiology, individual traits and contextual factors).

Relevance to this research: This work utilizes the self-reported indices provided by the speak-

ers to determine the in-the-moment state-based anxiety as well as trait-based anxiety scores for the

participants of the user study. These scores are used for validation of the real-time bio-behaviorally

aware machine learning model.

2.2 Machine learning models of public speaking anxiety

Machine learning is a method of data analysis which can learn, identify patterns and make

decisions from minimal human intervention. The applications of machine learning have increased

drastically over the past few years [42]. In recent studies, machine learning models are being

widely used for detecting anxiety and stress experienced by people all around the world.

The commonly used machine learning models are based on supervised learning methods [43].

Several studies have tried to detect disorders like depression, anxiety and Post Traumatic Stress

Disorder (PTSD) using supervised machine learning models like random forest, support vector

machine, etc [44] [45] [46] [47]. Some prior work has been done for public speaking anxiety

detection using machine learning models. Most of these studies try to automate the public speaking

anxiety detection using these models. In [48], ensemble trees were used for automatic assessment

of public speaking anxiety and high correlation was achieved between their estimation and ground

truth. In [40], Principal Component Analysis (PCA) and k-means clustering were used to design

group-based machine learning models which take individual (i.e., trait-based anxiety, personality,

etc.) and contextual factors (i.e., age, gender, etc.) into account for detection of public speaking

anxiety. Regression algorithms like linear regression and random forest regression have been used

to estimate the public speaking anxiety using the bio-behavioral measures along with the individual

and contextual factors [31].

Relevance to this research: This work utilizes random forest classifier to obtain real-time

state-based anxiety (i.e., for public speaking anxiety) predictions along with in-the-moment bio-
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behaviorally aware positive reinforcement feedback prompts.

2.3 In-the-moment interventions for mitigating anxiety and supporting performance in high-

stake communication tasks

In-the-moment interventions can leverage real-time information from wearable devices and

immediately provide the necessary scaffolds and prompts, to encourage and motivate the adoption

of good practices during a high-stake communication task.

In-the-moment visual, text, and haptic feedback has been proposed as a method of improving

body pose and facial expression during communication tasks, such as public speaking. In the

CICERO system, for example, visual feedback has been provided by appropriately modifying

audience reactions, as well as using a direct green/red bar indicating performance [32], [34]. In

other studies, visual feedback has been given in terms of reconstructing an avatar as the current

speaker and providing language prompts [49]. In the Presentation Trainer system, haptic feedback

has been provided in the form of vibration from a smart watch, while text feedback contained

messages for improving body posture, hand gestures, and voice modulation [36]. Results from

these studies are not conclusive; it has been demonstrated in some instances that in-the-moment

suggestions are superior to no prompting [36], while in others they have been found to be equivalent

in [32], [34].

A limited experimentation on in-the-moment interventions has been mostly performed for well-

being (e.g., illness management, alcohol use disorders, sedentary behavior) [50], [51], [52]. In the

context of health behavior interventions, the use of mobile technology to deliver in-the-moment

support is rooted in theoretical and practical perspectives suggesting that states of vulnerability to

adverse health events, as well states as of opportunity for positive changes, can emerge rapidly

(e.g., over a few hours, minutes, even seconds) and outside of standard treatment settings [53],

[54], therefore timing plays an important role for providing support. In-the-moment feedback has

the potential to help individuals reflect in real-time upon their thoughts and emotions, therefore

helping them to acknowledge limitations in their train of thought and potential factors that might

have contributed to the internalization of feelings of anxiety. Although in-the-moment behavioral

7



support interventions have been considered promising [55], very few studies have evaluated such

interventions, mostly because their implementation is quite complex and involves the integration

of expertise from multiple fields (e.g., behavioral science, computer science, human-computer in-

teraction). A recent study compared an in-the-moment intervention for stress management (e.g.,

providing a tailored reminder to use stress management intervention strategies when needed) to

a control condition which included random reminders [56]. Results from this study suggest that

the group which received in-the-moment reminders reported stressful events less frequently, lower

stress severity, less negative affect, lower cortisol levels, less frequent eating, less alcohol con-

sumption, less smoking and better sleep quality compared to the control group. In-the-moment

feedback has not been considered in training settings (e.g., public speaking training).

2.4 Research contributions

The main contributions of this research are as follows:

1. In contrast to prior work that estimates a speaker’s overall state-based anxiety for the en-

tire public speaking encounter (Section 2.1), this Master’s thesis designs machine learning

models that estimate state-based anxiety on a moment-to-moment basis. This contributes

to administering in-the-moment interventions at the time when the machine learning system

detects the participants’ anxiety.

2. Given the theoretically-grounded rationale from behavioral sciences and initial indications

that in-the-moment interventions might mitigate stress (Session 2.3), this Master’s thesis

will examine the effect of in-the-moment feedback, administered in the form of positive

reinforcement and cognitive restructuring, during public speaking training to alleviate PSA.
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3. METHODOLOGY

This chapter describes the methodology used for the development of in-the-moment bio- be-

haviorally aware machine learning model with positive reinforcement feedback interventions. Sec-

tion 3.1 outlines the dataset used to design the machine learning system that provides momentary

state-based anxiety estimates. Section 3.2 discusses the observational coding that was performed

to obtain moment-to-moment annotations of state-based PSA. Finally, Section 3.3 describes the

bio-behaviorally-aware in-the-moment training interface, including the design parameters of the

machine learning model and training feedback.

3.1 Data description

Here we outline the data that have been used to design the machine learning model of state-

based PSA, a more detailed description of which can be found in [31]. Data were collected by a set

of 53 participants who went through 10 presentation sessions in a three part experimental proce-

dure (PRE, TEST and POST). The PRE and POST treatment included one session each, in which

participants presented in front of a real-life audience. The TEST treatment consisted of 8 sessions

in which participants presented in virtual environment. The participants were randomly assigned

8 out of 12 predefined virtual environments with various audience reactions, room conditions, and

audience size. For each of these sessions, the participants were given 10 minutes to prepare their

presentation based on a randomly assigned topic (e.g., business, history, healthcare, etc.), followed

by 5 minutes to speak in front of the audience.

The physiological measures were recorded using the Empatica E4 wrist watch, which provides

the following physiological signals :

• Electrodermal activity (EDA): EDA or galvanic skin response (GSR) refers to the changes

in human sweat gland activity. These signals help in determination of an individual’s emo-

tional state but not the emotion type. Skin conductance levels increase when an individual

experiences emotional arousal due to a negative or positive stimuli. The EDA signal consists
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of a tonic base level driver with slow fluctuations and phasic component with fast variations.

When considered together, these provide three EDA metrics, which are as follows :

– Mean SCL: It is the mean level of the EDA signal.

– SCR frequency: It is the number of skin conductance responses divided by the duration

of the corresponding time segment.

– Mean SCR amplitude: It is the mean amplitude of skin conductance responses within

a time segment

• Blood Volume Pulse (BVP): The BVP signal captures changes in the volume of blood flow-

ing through the arteries and capillaries. These changes correspond to the changes in heart

rate and blood flow.

– Heart rate: It is measured by by detecting peak (beats) from the BVP and computing

the lengths of the intervals between adjacent beats.

– Interbeat Interval (IBI): It is the time between beats and is measures by detecting heart-

beat in the BVP input signal.

A microphone was further used to capture the speech signals, from which a total of 7 features

are extracted using OpenSMILE toolbox [57]. These audio features are extracted using a 10 second

analysis window and are as follows :

• Root Mean Square (RMS) energy: It is the effective value of total acoustic signal waveform

(i.e., the area under the curve). In terms of speech, it is the delivered power.

• Fundamental frequency (F0): It is the inverse of the length of pitch period. It indicates how

high or low is an individual’s voice frequency.

• Zero Crossing Rate (ZCR): This represents the rate of sign change in an acoustic signal.

• Jitter: It is a measure of frequency instability. It is the deviation from true periodicity of a

presumably periodic signal.
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• Shimmer: It is the measure of amplitude instability.

• Number of pauses: It is a measure of fluency of the speaker.

• Voicing probability: It represents the probability of voice activity which is based on an auto-

correlation function.

3.2 Third-party annotations of state-based PSA

The behavioral annotations of perceived state-based anxiety during public speaking were per-

formed using the recorded acoustic signals. The annotator was an undergraduate student in Psy-

chological Science with previous experience in behavioral coding. The annotation was performed

using the Noldus Observer XT software [58]. Similar to previous studies [59] [60], each annota-

tor was asked to listen to the recorded audios from the public speaking presentations and rate the

perceived state-based anxiety on a 5-point Likert scale. The 5-point Likert scale was selected in

accordance to previous methods which have performed similar tasks [59] [60]. In order to ensure

consistency and minimize human error, the annotators were asked to listen to each audio once be-

fore starting the annotation process, and then go over the annotation process 1-2 times, modifying

their annotations if required in order to reduce response delays.

3.3 In-the-moment bio-behaviorally aware machine learning model with positive reinforce-

ment feedback interventions

3.3.1 Data pre-processing

All missing entries of the bio-behavioral measures were substituted by the aggregate value of

corresponding feature, computed for each participant. Feature selection is performed using the

Spearman’s rank correlation between the bio-behavioral measures and the annotations of state-

based anxiety. The features which provided decent correlation (i.e. features with correlation of

0.05 and more as well as features with correlation 0f -0.05 and less) with annotations were selected,

while the rest were discarded. In an effort to model temporal bio-behavioral changes that might

be indicative of state-based anxiety, we further attempted to include the bio-behavioral measures
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from the previous analysis window as the input to the machine learning model, in addition to the

corresponding measures from the current analysis window.

The annotations served as labels for the machine learning model. The 5-point Likert scale an-

notations were converted to binary annotations using the threshold of level 2. This means that for

this study all annotations corresponding the level of 3 or more were considered as the represen-

tative of anxiety whereas all annotations on level 2 or below represented absense of anxiety. The

threshold of level 2 was determined through experimentation. The imbalance in binary annotations

(i.e., the data for anxious state of participants was significantly less than the data for not anxious

state) was tackled by oversampling the minority class of the processed dataset and the final dataset

obtained after sampling was used in the machine learning model.

3.3.2 Real-time estimation of state-based anxiety

The first component of this work develops a machine learning model that provides real-time

estimates of state anxiety during public speaking. The considered model provides an estimate

of state anxiety over a pre-defined analysis window of length (W ), using the corresponding bio-

behavioral measures computed over this time interval. Acoustic features include the root mean

square energy, fundamental frequency (F0), number of pauses, jitter, shimmer, zero crossing rate

and voicing probability. Physiological features include electrodermal activity (EDA), blood vol-

ume pulse (BVP), body temperature and body acceleration. These features comprise the input of

machine learning models that predict state anxiety during the public speaking encounter in real-

time.

Various types of supervised machine learning algorithms (i.e., linear regression, naive Bayes,

bagging, boosting, random forest), feature selection approaches (i.e., correlation of features with

annotations), and analysis window lengths (i.e., W = 10, 15) were used. The final model used for

the study comprised of selected audio and physiological features which included the previous 10

seconds window analysis data. These features, along with the binary annotations, were given as an

input to the Random Forest Classifier which provided binary predictions indicating the presence

or absence of anxiety within the corresponding time interval.
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Figure 3.1: Real-time machine learning model with in-the-moment bio-behaviorally aware feed-
back interventions

In table 3.1, a comparison of various machine learning classifiers is presented. Sampling of

data to balance the anxious and non-anxious states along with a 5-fold cross-validation (Leave

p-out Cross Validation) was used to generate the accuracy, recall, precision, and F1 scores. The

Random Forest classifier was selected as the final classifier as it provided the best results without

yielding an excessively high rate of false positive predictions, unlike other classifiers like Bagging

and decision tree. Hyper-parameter tuning was performed on Random Forest classifier 3.2, which

resulted in a maximum depth of 30 and 30 total trees.

Model Precision Recall F1 score Accuracy Max tree depth # Trees
Logistic Regression 0.25 0.55 0.34 0.53 - -

Bagging Decision Tree 0.29 0.52 0.37 0.61 30 30
Boosting Decision Tree 0.23 0.36 0.28 0.6 40 40

Random Forest 0.24 0.22 0.23 0.68 30 30

Table 3.1: Comparison of different machine learning models for classifying between the presence
or absence of anxiety.
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Max tree depth # Trees Precision Recall F1 score Accuracy
20 20 0.22 0.24 0.23 0.65
30 30 0.24 0.22 0.23 0.68
40 40 0.25 0.22 0.23 0.68
50 50 0.24 0.22 0.23 0.68

Table 3.2: Hyper-parameter tuning of random forest classifier for classifying between the presence
or absence of anxiety.

3.3.3 Design of bio-behaviorally aware in-the-moment feedback

VR interventions, such as cognitive restructuring feedback, have been found to modify speaker’s

negative perception of a stressful or threatening situation [7], [15], [61], [62]. This work uses feed-

back, which is determined based on a previous study aimed to understand the preferred mode of

feedback by the users when they are receiving public speaking training. The feedback was col-

lected from a survey filled out by the participants of the VR based public speaking user study.

Feedback will comprise of the following prompts : “Relax! Take a deep breath!", “You are doing

great!", “You know better than the audience", “Don’t worry! No one’s judging you", “You are

doing better than others" and “Stop for 2 seconds and gather your thoughts together". Each partic-

ipant will be randomly assigned a VR environment from various room conditions (i.e., large hotel

room, classroom, meeting room, small theater), audience reactions (i.e., positive, negative, neutral)

and audience sizes (i.e., 12, 25, 54, 90), which have also been used in previous studies [31], [61],

[18], [63]. The proposed real-time model is an end-to-end model where the participants speak in a

virtual environment and are administered with the aforementioned feedback.
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4. USER STUDY

The real-time machine learning model with positive reinforcement and cognitive restructuring

interventions was evaluated using a small scale user study of 7 participants. Appropriate IRB

approval was obtained for this study. Section 4.1 describes the overall structure of the user study.

Subsections of 2.1 explains various session divisions within the user study. Section 4.2 lists and

details the wearable devices used to capture the various bio-behavioural signals. Finally, section

4.3 explains how the different self-report assessments were used to capture the ground truth state-

based anxiety levels of the speakers.

4.1 User study structure

The aim of the user study was evaluation of the real-time machine learning model with positive

in-the-moment feedback interventions. The participants were asked to perform public speaking

presentations in a virtual environment where they were also given in-the-moment positive rein-

forcement feedbacks. Participants were graduate students from Texas A&M University and were

recruited via emails. All the participants were aged between 22-27 years and were second language

speakers. Each participant contributed approximately 2 hours of their time and were provided with

a nominal compensation (i.e., $20 Amazon gift card). For this user study each of the 7 participants

performed 4 public speaking sessions. The bio-behavioral measures were recorded for a total of

28 sessions, where each session lasted for 5 minutes. Table 4.1 contains further participant details

like the ethnicity, age, gender, etc.

4.1.1 Public speaking presentations

The public speaking presentation tasks of the user study consisted of three phases:

• Relaxation phase : This is the first phase of the study. All the participants watched a 5 minute

video consisting of nature-based images. The motivation of this phase is to relax and sooth

the participant before the actual presentations begin.
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individual factors description
# total participants 7

age range 22-27
average age 24

# males 4
# females 3
ethnicity 6- asian, 1- hispanic/latino
language all second language speakers

level of education all graduate students

Table 4.1: Participant details

• Preparation phase : In this phase each participant is provided with 10 minutes to prepare pre-

sentation about a randomly assigned topic. There were a total of 30 topics related to history,

business, well-being/healthcare, entertainment/culture, technology/science or travel/nature.

• Presentation phase : In the presentation phase, each participant is assigned a random virtual

environment in which they speak for 5 minutes.

4.1.2 PRE & POST treatments

Each participant is asked to fill a set of PRE-study and POST-study self-assessment surveys.

The PRE-study self-assessments help in determination of trait-based anxiety in a participant. The

POST-study self-assessments give information about the state-based anxiety experienced by the

participant in the duration of the study.

4.1.3 TEST treatments

The TEST treatment consists of 4 different TEST sessions for each participant. The participants

are asked to relax for 5 minutes first by watching a relaxing nature-based video. Each session

consists of 10 minutes of preparation time followed by 5 minutes of presentation time. After each

presentation, the participants fill TEST surveys which help in determination of state-based anxiety

in the participants during the TEST treatments.

Each participant was assigned 4 random virtual environments out of a total of 12 environments.

The virtual environments vary in various settings like audience reactions (i.e., negative, positive
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and neutral ), room conditions (i.e., meeting room, classroom and large hotel room ) and audience

size (i.e., 12, 25, 54) [61], [18], [63], [31].

4.2 Wearable devices

4.2.1 Empatica E4 device : Wrist-worn physiological (WWP) measures

All the participants wore Empatica E4 device which is a wearable research watch used to record

real-time physiological measures of the participant. The watch consists of 4 sensors which enable

the collection of EDA, BVP, and acceleration data.

4.2.2 Microphone: Acoustic measures from microphone device

During the presentations, all the participants wore a microphone, which helped in recording the

audio signals. These audio signals were used to extract the acoustic features using OpenSMILE

toolbox [57].

4.2.3 Oculus rift headset & presentation simulator: Virtual environment

Oculus Rift handset [64] and presentation simulator [65] were used to create the virtual envi-

ronment for the TEST sessions. All the participants were assigned random virtual environments

with varied settings of audience reactions (i.e., negative, positive and neutral ), room conditions

(i.e., meeting room, classroom and large hotel room ) and audience size (i.e., 12, 25, 54) [61],

[18]. These settings were generated using the presentation simulator and viewed using the Ocu-

lus headset. Apart from this, to provide an additional feel of real-life public speaking situation,

a low-volume background noise depicting a classroom environment is played on Youtube [66].

This background noise can be heard by the participants through Oculus headphones while they are

delivering their oral presentation.

• The Oculus rift headset provides an interactive virtual reality experience using 2 screens,

one for each eye, which display images side-by-side. A lens set is located at top of the

panels which help in focusing, reshaping and creating stereoscopic 3D images for our eye.

The Oculus headset has embedded sensors which help in motion recognition and adjustment
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of the virtual image accordingly [64]. All these features combined help in the creation of a

three dimensional virtual reality.

• The presentation simulator is a software application designed to be used in Oculus rift. It

helps in generation of a virtual audience and public speaking environment for the partici-

pants. The features provided by this software allow us to create three types of conference

rooms which represent the real-life corporate environment. These rooms offer a variety of

audience as well as room sizes. The audience consists of people from various backgrounds

(i.e., african, american, asian, etc.) and they have eclectic traits (i.e., men, women, young,

old, casual, formal, etc.). The audience shows different kind of reactions which can be cate-

gorized into positive, neutral and negative. These behaviors are created such that they mimic

different real-life audience circumstances.

4.3 Self-assessments

All the participants were asked to fill in three types of self-assessments : PRE-study, TEST

and POST-study. These self-assessments are used to capture the ground truths of the participants.

The ground truth corresponds to the self-reported state-based and trait-based anxiety as well as

individual and contexual factors like age, gender, ethnicity, etc.

4.3.1 PRE-study self-assessments

These self-assessments were filled by participants before the user study begins.

• State Trait Anxiety Inventory (STAI trait) [67] : STAI is used to measure the state-based

and trait-based anxiety of participants. In PRE-study, STAI trait questionnaire is used to

record individual’s trait-based anxiety scores where higher scores indicate higher anxiety.

STAI consists of 20 questions which help in assessment of trait-based anxiety. This self-

assessment consists of questions like : “I feel satisfied with myself”, “I feel like a failure”, “I

feel rested”, etc, which are rated on a 4-point Likert scale from “Almost Never” to “Almost

Always”.
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• Communication Anxiety Inventory (CAI trait) [68] : CAI is used to measure the state-based

and trait-based anxiety of participants. In PRE-study, CAI trait questionnaire is used to

record individual’s trait-based anxiety scores where higher scores indicate greater anxiety.

It consists of 21 questions which are rated on a 4-point Likert scale from “Almost Never”

to “Almost Always”. This self-assessment consists of questions like : “I enjoy speaking in

public.”, “I avoid talking with individuals I don’t know very well.”, “I feel disappointed in

myself after speaking in public.”, etc, which tell about an individual’s communication based

trait anxiety. Pre-specified summations of certain selected items from the overall set of 21

questions provide 3 more scores: the CAI dyadic score, CAI Small group score and CAI

Public speaking score.

• Personal Report of Public Speaking Anxiety (PRPSA) [69] : PRPSA focuses on measure-

ment of anxiety during public speaking situations rather than general communication based

tasks. It consists of 34 questions which are rated on a 5-point Likert scale from “Strongly

Disagree” to “Strongly Agree”. This self-assessment consists of questions like : “While

preparing for giving a speech, I feel tense and nervous.”, “I get anxious when I think about a

speech coming up.”, “I have no fear of giving a speech.”, etc, which tell about an individual’s

presentation based trait anxiety.

• Brief Fear of Negative Evaluation (BFNE) [70] : This survey helps in measuring the fear

an individual has for their negative evaluation by the audience. Fear of negative evaluation

by the audience is one of the reasons for anxiety faced by speakers in public [71] [72].

This survey attempts to record the feeling of apprehension speakers feel about audience’s

evaluation as well as the distress they might feel over these negative evaluations. It also

tries to record the expectations within speakers for negative evaluation by the audience [73]

as well as the sense of dread speakers might feel for getting evaluated unfavourably by the

audience. It consists of 12 questions which are rated on a 5-point Likert scale from “Not at

all characteristic of me” to “Extremely characteristic of me”. This self-assessment consists
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of questions like : “I often worry that I will say or do the wrong things.”, “If I know someone

is judging me, it has little effect on me.”, “I rarely worry about what kind of impression I

am making on someone.”, etc, which tell about an individual’s fear or sense of dread with

regards to negative evaluation of their speech by others.

• Reticence Willingness to Communicate (RWTC) [74] : This self-assessment tries to mea-

sure the speaker’s reluctance towards situations involving communication. It consists of 31

questions which are rated on a 5-point Likert scale from “Strongly Agree” to “Strongly Dis-

agree”. This self-assessment consists of questions like : “In general, I feel at ease when

speaking.”, “I like to initiate conversations.”, “I express myself better in speech than in writ-

ing.”, etc, which tell about an individual’s disposition towards communicative situations.

• Demographics [40] : The demographics survey helps in capturing the speaker’s age, biolog-

ical sex, primary language, education, ethnicity, etc. It consists of 11 questions which are

rated on different multiple choice-based options. This self-assessment consists of questions

like : “What is the degree level that you are currently pursuing?”, “How many times did you

have to give a public speech or presentation during the last 3 months?”, “Which college are

you currently enrolled in?”, etc, which tells about the individual’s demographics.

• Daily experience [40] : This questionnaire helps in capturing participant’s daily activity

which can affect the presentation given by the participant. It consists of 7 questions which are

rated on different multiple choice-based options. This self-assessment consists of questions

like : “How long ago was your last meal (including breakfast, lunch, dinner)?”, “How many

cups of caffeinated drinks (e.g. coffee, tea, red bull) have you consumed today?”, “Has there

been a significant event in the past week that could affect your performance in this task?”,

etc, which tells about the individual’s activities before they took part in the user study.

4.3.2 TEST self-assessments

These self-assessments are filled by participants after the end of each TEST session.
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• State-Anxiety Enthusiasm (SAE) : This self-assessment helps in capturing the state-based

anxiety experienced by participants in the preceding TEST sessions where they orally pre-

sented in a virtual environment. It consists of 20 questions which which are rated on a 5-point

Likert scale from “Strongly Agree” to “Strongly Disagree”. This self-assessment consists of

questions like : “I became so excited that I could have continued forever”, “I am not satisfied

with my performance.”, “I found it easy to perform the task.”, etc.

• VR Presence (VRP) [75] : It is used to determine the users’ experiences of media as well

as how present they were in the interactive virtual environment. This is done by assessing

participant’s physiological reactivity. It consists of 8 questions which are rated on a 7-point

Likert scale from “Very aware” to “Hardly Aware”. This self-assessment consists of ques-

tions like : “I was aware of the real world”, “I wanted to make specific sounds louder or

softer”, “I felt I knew what was going to happen next”, etc.

• Presentation Preparation Performance (PPP) [40] : It captures the participants level of per-

formance as well as their level of knowledge about the topic they presented on. It consists of

3 questions which are rated on different multiple choice-based options. This self-assessment

consists of the following questions : “How would you rate your level of preparation for the

presentation?”, “How would you rate your prior knowledge on the topic that was given to

you?” and “How would you rate your performance during the presentation?”.

4.3.3 POST-study self-assessments

These self-assessments are filled by each participant after they are finished with the study (i.e.,

after the 4 TEST sessions are over).

• State-Anxiety Enthusiasm (SAE) : This is the same self-assessment which was filled by

participants after each TEST session’s presentation phase.

• State Trait Anxiety Inventory (STAI state) [67] : STAI is used to measure the state-based

and trait-based anxiety of participants. In POST-study, STAI state questionnaire is used to
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record individual’s state-based anxiety scores where higher scores indicate higher anxiety.

STAI consists of 20 questions which help in assessment of state-based anxiety. This self-

assessment consists of questions like : “I am presently worrying over possible misfortunes

”, “I feel frightened ”, “I am jittery”, etc, which are rated on a 4-point Likert scale from “Not

at all” to “Very much so”.

• Communication Anxiety Inventory (CAI state) [68] : CAI is used to measure the state-based

and trait-based anxiety of participants. In POST-study, CAI state questionnaire is used to

record individual’s state-based anxiety scores where higher scores indicate greater anxiety. It

consists of 20 questions which are rated on a 4-point Likert scale from “Not at all” to “Very

much so”. This self-assessment consists of questions like : “While talking, I was afraid

of making an embarrassing or slip of the tongue.”, “I worried about what others thought

of me. ”, “I could not think clearly when I spoke.”, etc, which tell about an individual’s

communication based state anxiety.

• Body Sensations Questionnaire (BSQ) [76]) : This self-assessment measures speaker’s phys-

iological reactivity when they are involved in a public speaking task where higher scores

indicate greater physiological reactivity. It consists of 18 questions which are rated on a

5-point Likert scale from “Not at all” to “Extremely”. This self-assessment consists of ques-

tions like : “Pressure or heavy feeling in chest”, “Numbness in arms or legs ”, “Dizziness”,

etc.

• Presentation Preparation Performance (PPP) [40] : This is the same self-assessment which

was filled by participants after each TEST session’s presentation phase.

4.4 Experimental procedure

Each participant starts with filling up the PRE-study questionnaires which is followed by the

relaxation phase. Once the participant is relaxed, 4 TEST sessions are executed in which partic-

ipant is asked to prepare on a randomly assigned topic for 10 minutes and then perform a public

speaking oral presentation in a virtual environment.
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The participant is also provided with an in-the-moment positive reinforcement feedback in the

same virtual environment in form of presentation slides. The positive feedback used was collected

from a survey filled out by the participants of the VR based public speaking user study [40] and

included prompts like “Relax! Take a deep breath!", “Stop for 2 seconds and gather your thoughts

together", “You are doing great!", “You know better than the audience", “Don’t worry! No one’s

judging you", “You are doing better than others" and “Stop for 2 seconds and gather your thoughts

together". The presentation slides were automated using python and google slides. The machine

learning model provided with a random in-the-moment feedback based on the state-based anxiety

prediction by the model. This feedback was displayed in presentation slides within the virtual

environment for the speaker to observe. To prevent continuous displaying of these prompts, which

can cause disturbance for the speaker, these prompts are programmed such that they are at least

40 seconds apart. The motive of these in-the-moment positive reinforcing interventions was to

modify speaker’s negative perception of a stressful or threatening situation [7] (i.e., the public

speaking task they are performing in the given virtual environment).

Each of these TEST sessions is followed by TEST self-assessments to measure the state-based

anxiety in the participant during the presentation phase. Once all 4 TEST sessions are complete,

the participant fills POST-study self-assessment and is compensated with a $20 amazon gift card.

Figure 4.1: User study: The real-time model used for user study
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In figure 4.1, the overall structure of user study can be seen. The participants filled PRE-study,

POST-study and TEST sessions. The study consisted of three main phases : relaxation, preparation

and presentation as shown in the figure.

4.5 Collected data

The bio-behavioral measures, which includes features extracted from physiological and acous-

tic signals, are collected from this user study. Along with this, data is collected from the PRE-study,

TEST and POST-study self-assessment questionnaires which is used to determine participant’s

in-the-moment state-based and trait-based public speaking anxiety. The in-the-moment positive

reinforcement feedback is also collected from the study to analyze the effect of this feedback on

participants. Self-assessments also give information about participant’s individual and contexual

factors. Contextual factors include biological sex, age, native language, ethnicity, highest level of

education achieved, current degree, current major, recent public speaking experience, self-reported

level of preparation and knowledge on the presentation (PPP). Individual factors include the trait-

based anxiety levels (STAI Trait).

Figure 4.2: User study: A participant speaking in VR
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Figure 4.2 shows a participant giving presentation in the assigned virtual environment. The

participant is wearing Oculus Rift headset and has microphone attached for recording the acoustic

signal.
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5. RESULTS

This chapter discusses the analysis performed based on collected data from the user study. We

present this analysis in association to the research questions that are formulated as part of this

thesis: (RQ1) To what extent does bio-behaviorally aware in-the-moment feedback affect partic-

ipants’ bio-behavioral reactions during public speaking? (RQ2) To what extent is the provision

of bio-behaviorally aware in-the-moment feedback related to self-reported state- and trait-based

anxiety scores? (RQ3) How do different audience reactions (i.e., negative, positive and neutral)

affect the provision of bio-behaviorally aware in-the-moment feedback?

5.1 Effect of in-the-moment feedback prompts on participants’ bio-behavioral measures

We investigate the short-term effect of in-the-moment feedback on the participants’ bio-behavioral

measures by comparing those measures before or after the provision of in-the-moment feedback.

Table 5.1 lists all the in-the-moment feedback used in the user study along with the number of

times they were displayed in the virtual environment.

In-the-moment feedback # times used
You are doing great! 15

Relax! Take a deep breath! 13
You are doing better than others 15

You know better than the audience 14
Don’t worry! No one’s judging you 13

Stop for 2 seconds and gather your thoughts together 21

Table 5.1: In-the-moment feedback used in the virtual environment along with the number of times
they were displayed

We compute bio-behavioral measures during the 10 second interval before the provision of

feedback, as well as the same measures during the 10 second interval after the feedback provi-

sion. We use the Mann-Whitney U test, also known as the Wilcoxon rank sum test [77], a widely

used non-parametric method, to test differences with respect to bio-behavioral measures before
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Bio-behavioural measures Mean (±std) (before) Mean (±std) (after) Mann Whitney test
Zero crossing rate 0.06 (±0.011) 0.055 (±0.008) (U=2662.0, p=0.002)

Fundamental frequency 85.96 (±33.7) 88.15 (±30.56) (U=3441.0, p=0.3)
Voice probability 0.44 (±0.07) 0.45 (±0.06) (U=3397.0, p=0.25)

RMS energy 0.001 (±0.001) 0.002 (±0.001) (U=3383.0, p=0.24)

Table 5.2: Mann Whitney U test statistic and p-values for comparison between bio-behavioral
measures recorded before the feedback prompts and after these prompts

and after the provision of in-the-moment feedback. In Table 5.2, we observe the results of Mann-

Whitney U test statistic as well as the p-value when the bio-behavioral measures recorded before

in-the-moment prompts and the bio-behavioral measures recorded after the prompts are compared.

Results of the Mann-Whitney test indicate significant differences with respect to these real-time

features before and after the in-the-moment feedback interventions. We notice a decrease in zero-

crossing rate and an increase in RMS energy of the speech signal, thus indicating that participants’

speech rate is decreasing after the feedback provision, while speech loudness is increasing. Sim-

ilarly, in table 5.3, we observe the results of Mann-Whitney test with respect to specific feedback

prompt used during the study. The results in table 5.3 also indicate significant differences between

the zero crossing rate before and after the feedback prompt was displayed in the virtual environ-

ment. These results also indicate a decrease in speech rate when prompts were given.

5.2 Association between in-the-moment feedback prompts and the VR environment

In response to (RQ2), we examine to what extent in-the-moment feedback prompts are associ-

ated with the VR environment, as well as with the participants’ anxiety characteristics.

Previous studies have shown that the type of audience is one of the factors affecting state-based

anxiety in speaker [17] [31]. We expect that VR environments with negative audience will elicit

higher levels of anxiety to participants, therefore the machine learning system will trigger more

feedback prompts compared to a VR environment with positive audience. To examine this, we

compare the number of prompts that are provided in each VR environment (i.e., positive, neutral,

negative). In figure 5.2 the average number of in-the-moment feedback prompts provided to the

speakers are shown based on the type of audience. Figure 5.1 shows the total number of in-the-
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In-the-moment
feedback

Bio-behavioural
measures

Mean (±std)
(before)

Mean (±std)
(after)

Mann Whitney
test

Relax! Take a
deep breath!

Fundamental
frequency

87.3 (± 37.3 ) 94.9 (± 33.7 )
(U= 76.0 , p=

0.34 )

Zero crossing 0.055 (± 0.01 ) 0.05 (± 0.01 )
(U= 53.0 , p=

0.06 )
Stop for 2

seconds and
gather your

thoughts together

Fundamental
frequency

79.03 (± 32.3 ) 92.8 (± 25.6 )
(U= 141.0 , p=

0.06 )

Zero crossing 0.06 (± 0.01 ) 0.06 (± 0.01 )
(U= 178.0 , p=

0.28 )
You are doing

great!
Voice probability 0.45 (± 0.05 ) 0.44 (± 0.07 )

(U= 92.0 , p= 0.2
)

Zero crossing 0.061 (± 0.01 ) 0.05 (± 0.01 )
(U= 68.0 , p=

0.03 )
You know better
than the audience

Voice probability 0.45 (± 0.07 ) 0.46 (± 0.07 )
(U= 67.0 , p= 0.4

)

Zero crossing 0.054 (± 0.01 ) 0.05 (± 0.01 )
(U= 45.0 , p=

0.06 )
Don’t worry! No

one’s judging
you

RMS energy 0.001 (± 0.001 ) 0.001 (± 0.001 )
(U= 66.0 , p=

0.38 )

Zero crossing 0.061 (± 0.02 ) 0.05 (± 0.01 )
(U= 65.0 , p=

0.35 )
You are doing

better than others
RMS energy

0.0016 (± 0.001
)

0.0019 (± 0.001
)

(U= 68.0 , p=
0.206 )

Zero crossing 0.065 (± 0.012 ) 0.056 (± 0.005 )
(U= 45.0 , p=

0.023 )

Table 5.3: Mann Whitney U test statistic and p-values for comparison between bio-behavioral
measures recorded before and after specific feedback prompts

moment feedback prompts provided, as well as the total number of environments used during the

user study based on the type of audience. On average, when the audience is positive, less in-

the-moment feedback prompts were provided when compared to the negative audience. Table 5.4

shows the average of all state-based in-the-moment anxiety predictions for each audience type. The

results indicate that on average, the maximum state-based anxiety was experienced by participants

in front of a negative audience while the least amount of state-based anxiety was experienced

when the participants were presenting of front of a positive audience, with the neutral audience
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Figure 5.1: Total number of in-the-moment feedback prompts provided during the user study and
total number of virtual environments for each type of audience.

Audience type # Environments Total predictions Average predictions
Positive 9 50 5.55
Neutral 13 86 6.61

Negative 6 44 7.33

Table 5.4: Average number of in-the-moment state-based anxiety predictions provided by the real-
time model for each type of audience.

giving the average value of 6.61, which is in between the average for positive (i.e., 5.55 average

prompts) and negative (i.e., 7.33 average prompts) audience type. In Table 5.6, we can see the

results of Mann-Whitney U test [77] to representing pairwise comparisons between the three types

of audiences. Even though the dataset is small (negative = 6, positive = 9 and neutral = 13), we

observe approaching statistical significance between the negative and positive audience types.

We also compare the three audience types with respect to participants’ bio-behavioral measures

recorded in each type of audience. In Table 5.5, the mean and standard deviation values of bio-

behavioral measures are provided, while Table 5.6 presents the results of Mann-Whitney U test

[77] that performs pairwise comparisons between the three types of audiences. Results indicate

that participants’ heart rate, RMS energy, voice probability, and fundamental frequency are larger
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Figure 5.2: Average number of in-the-moment feedback prompts provided to the participants for
each type of audience.

in positive audience types, followed by the neutral and the negative audience. High RMS energy in

front of the positive audience suggests that participants spoke louder and potentially more confident

in these settings, while that was not the case for the negative audience. This difference appears to

be statistically significant between the positive and negative audience. Similarly, the higher voice

probability in the positive audience potentially means that participants spoke faster due to the fact

that they might have felt more comfortable in front of that audience. However, results on the F0 and

heart rate are slightly conflicting compared to what we would have expected. These measures are

estimates of physiological and vocal reactivity, therefore we would expect those to be higher under

the more stressful negative environment. A potential explanation for the large values of F0 and

heart rate in the positive environment might be that the participants felt more comfortable in this

environment and put increased effort in performing well, therefore yielding an increased cognitive

load, which was depicted in higher physiological and vocal reactivity. We also need to consider

the additional factors that might be responsible for these results, such as the size of audience, room

type, topic provided for public speaking, and participant’s traits.

5.3 Association between in-the-moment feedback prompts and participants’ anxiety

In response to (RQ3), we anticipate that participants who are inherently more anxious or depict

high levels of anxiety during the public speaking task, will receive on average more feedback
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Bio-behavioral measure Audience type Mean ± standard deviation
# Prompts positive 5.55 ± 3.56

neutral 6.61 ± 4.63
negative 7.33 ± 2.28

Heart rate positive 95.74 ± 4.72
neutral 94.53 ± 4.65

negative 91.81 ± 3.54
RMS energy positive 0.0018 ± 0.0014

neutral 0.0014 ± 0.0011
negative 0.0007 ± 0.0004

Voice probability positive 0.46 ± 0.04
neutral 0.44 ± 0.05

negative 0.42 ± 0.06
Fundamental frequency (F0) positive 94.26 ± 26.8

neutral 84.66 ± 23.8
negative 73.51 ± 37.12

Table 5.5: Mean and standard deviation for positive, negative and neutral audience type based on
number of feedback prompts, heart rate and acoustic measures

prompts from the system. We will quantify anxiety both in terms of the bio-behavioral measures

captured during the duration of the public speaking tasks, as well as in terms of the self-reports

captured before and after the task, thus obtaining both trait and state anxiety estimates.

Table 5.7 shows the Pearson correlation between bio-behavioral features and number of feed-

back prompts provided by the system. The observed correlations signify moderate association

between the number of prompts and the bio-behavioral measures recorded from the participants.

The state-based predictions give correlation with the zero crossing rate, which represents the num-

ber of sign changes in a voice signal. Thus, this suggests that the system might have provided

more prompts when observing increased speaking rate by the participant. Fundamental frequency,

which is the predominant frequency in the recorded acoustic signal, along with root mean square

energy of the signal, are also observed to be correlated with the state-based anxiety predictions.

Since F0 is a measure of vocal reactivity, which is indicative of state anxiety, it is reasonable that

the system provided a larger number of prompts when increased F0 was observed.

The TEST and POST-study self-assessments are used to compute scores which can be used to
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Bio-behavioral measure Audience type 1 Audience type 2 Statistic/p-value
# Prompts positive negative (U=17.0, p=0.13)

negative neutral (U=31.5, p=0.27)
neutral positive (U=62.5, p=0.62)

Heart rate positive negative (U=14.0, p=0.07)
negative neutral (U=25.0, p=0.12)
neutral positive (U=49.0, p=0.27)

RMS energy positive negative (U=10.0, p=0.02)
negative neutral (U=23.0, p=0.09)
neutral positive (U=49.0, p=0.27)

Voice probability positive negative (U=16.0, p=0.11)
negative neutral (U=29.0, p=0.20)
neutral positive (U=41.0, p=0.13)

Fundamental frequency (F0) positive negative (U=19.0, p=0.19)
negative neutral (U=30.0, p=0.23)
neutral positive (U=47.0, p=0.23)

Table 5.6: Mann-Whitney U test for positive, negative and neutral audience type based on number
of feedback prompts, heart rate and acoustic measures

Bio-behavioral measure Pearson’s correlation
RMS energy r(26) = .12, p = .53

Zero Crossing r(26) = .62, p < 0.001
Fundamental Frequency r(26) = .21, p = .29

Table 5.7: Pearson’s correlation between participants’ bio-behavioral measures and number of
feedback prompts.

analyse the state-based anxiety predictions of the real-time machine learning model as well as eval-

uate the significance of recorded in-the-moment bio-behavioral features. After each session, the

participants filled three self-assessments: State Anxiety Enthusiasm, VR Sense, and Post Presenta-

tion Performance. Table 5.8 shows the Pearson’s correlation between self-reported state-based anx-

iety scores from TEST and the number of in-the-moment prompts provided by the bio-behaviorally

aware system. We observe that the system provides a larger number of prompts to participants who

reported higher levels of state anxiety. Table 5.9 presents the correlations between the self-reports

and the bio-behavioral measures obtained during each session. The positive correlations of the

bio-behavioral measures and self-reported measures obtained with the State Anxiety Enthusiasm
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TEST self-assessments Pearson’s correlation
State Anxiety Enthusiam r(26) = .18, p = .34

VR Sense r(26) = .16, p = .42
Post Presentation Performance r(26) = −.01, p = .96

Table 5.8: Pearson’s correlation between state-based anxiety scores obtained after the end of each
presentation and in-the-moment state-based anxiety predictions (# prompts).

TEST self-assessments bio-behavioral measure Pearson’s correlation
State Anxiety Enthusiam RMS energy r(26) = .22, p = .27

Zero Crossing r(26) = .29, p = .13
Fundamental frequency r(26) = −.06, p = .77

VR Sense Voice probability r(26) = .39, p = .40
Zero Crossing r(26) = .40, p < 0.05

Fundamental frequency r(26) = .34, p = .07
Post Presentation Performance RMS energy r(26) = −.23, p = .24

Zero Crossing r(26) = −.13, p = .49
Voice probability r(26) = −.21, p = .27

Fundamental frequency r(26) = −.18, p = .36

Table 5.9: Pearson’s correlation between state-based anxiety scores obtained after the end of each
presentation and the bio-behavioral measures captured during the presentation.

and the VR Sense indicate a positive association between the participants’ self-assessments and

bio-behavioral measures. Similarly, the negative correlations obtained with the post presentation

performance self-assessment scores indicate a negative relationship. The post presentation per-

formance self-assessment is inversely related to the state-based anxiety since a good performance

reported by the participant should indicate a decrease in the state-based anxiety experience by the

speaker. The observed correlations indicate that the real-time bio-behavioral measures and in-

the-moment state-based anxiety predictions are comparable to the state-based anxiety reported by

participants in the TEST self-assessments.

Post-study self-assessment scores are used to determine the self-reported measure of state-

based anxiety felt by the participant throughout the public speaking user study. The relationship

of the overall performance of participants is compared with in-the-moment state-based anxiety

predictions received from the real-time machine learning model as well as the bio-behavioral mea-

33



sures extracted from the participants. The post-study self-assessments used in the study are as

follows: Post Experimental Feedback (PEF), Post Presentation Performance (PPP), State Anxiety

Enthusiasm (SAE), Communication Anxiety Inventory (CAI state), State Trait Anxiety Inven-

tory (STAI state) and Body Sensation Questionnaire (BSQ). Table 5.10 and Table 5.11 shows the

Pearson correlation of the calculated state-based anxiety scores from TEST self-assessments with

in-the-moment state-based anxiety predictions and the real-time bio-behavioral measures. The

negative correlations obtained for the post presentation performance self-assessment scores with

RMS energy, voice probability and fundamental frequency indicate a moderate negative relation-

ship between the real-time model and the self-reported POST-study state-based anxiety scores.

The post presentation performance self-assessment is inversely related to the state-based anxiety

since a good performance reported by the participant should indicate a decrease in the state-based

anxiety experience by the speaker. This means that in-the-moment anxiety predictions made by

the real-time model are related to the performance reported by the participants in the user study.

The positive correlations of the real-time bio-behavioral measures and in-the-moment state-based

anxiety predictions obtained with other POST-study self-assessment scores indicates the positive

relationship of the calculated scores with the state-based anxiety experienced by participants dur-

ing the user study.

RMS energy shows correlation of 0.54(p < 0.005) with State Trait Anxiety Inventory self-

assessment which means that the energy of the recorded audio signals from speakers’ is positively

related to the state-based anxiety reported by them. Similarly, the correlation of −0.56(p < 0.005)

observed between RMS energy with Post Presentation Performance self-assessment indicates that

this bio-behavioral measure used in the real-time model is strongly related to the performance

scores obtained from the self-assessment. Other bio-behavioral measures like zero crossing and

voice probability are also observed to have a good relationship with the self-assessment of state-

based anxiety by participants. The observed correlations indicate that the real-time bio-behavioral

measures and in-the-moment state-based anxiety predictions are comparable to the state-based

anxiety reported by participants in the POST self-assessments.
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POST self-assessment Pearson’s correlation
State Anxiety Enthusiasm r(26) = .1, p = .6

STAI state r(26) = .11, p = .59
CAI state r(26) = .28, p = .15

Body sensations r(26) = .14, p = .49

Table 5.10: Pearson’s correlation of the calculated state-based anxiety scores from POST-study
self-assessments with in-the-moment state-based anxiety predictions (# prompts).

POST self-assessment bio-behavioral measure Pearson’s correlation
State Anxiety Enthusiasm RMS energy r(26) = .42, p = .03

zero crossing r(26) = .21, p = .29
Post Experimental Feedback heart rate r(26) = .24, p = .21

zero crossing r(26) = .11, p = .56
voice probability r(26) = .56, p = .002

fundamental frequency r(26) = .4, p = .04
STAI state RMS energy r(26) = .54, p = .003
CAI state RMS energy r(26) = .19, p = .34

zero crossing r(26) = .39, p = .04
Body sensations zero crossing r(26) = .31, p = .11

Post Presentation Performance RMS energy r(26) = −.56, p = .002
zero crossing r(26) = −.18, p = .35

voice probability r(26) = −.48, p = .01
fundamental frequency r(26) = −.36, p = .06

Table 5.11: Pearson’s correlation of the calculated state-based anxiety scores from POST-study
self-assessments with the real-time bio-behavioral measures.

The trait scores are calculated from pre-study self-assessments. The self-assessments are as

follows: Personal Report of Public Speaking Anxiety (PRPSA), Brief Fear of Negative Evaluation

(BFNE), Communication Anxiety Inventory (CAI) and State Trait Anxiety Inventory (STAI trait).

Table 5.12 shows the Pearson correlation of the calculated trait-based anxiety scores from PRE self-

assessments with in-the-moment state-based anxiety predictions and the real-time bio-behavioral

measures. As expected, positive associations between the number of prompts and participants’

trait anxiety are observed, which means that participants who are inherently more anxius receive a

larger number of feedback prompts from the system.

In Table 5.13, we observe moderate positive correlation of various bio-behavioral measures,
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PRE self-assessment Pearson’s correlation
BFNE r(26) = .24, p = .22

STAI trait r(26) = .16, p = .4

Table 5.12: Pearson’s correlation of the calculated trait-based anxiety scores from PRE-study self-
assessments with in-the-moment state-based anxiety predictions (# prompts).

PRE self-assessment bio-behavioral measure Pearson’s correlation
BFNE zero crossing r(26) = .16, p = .41

STAI trait RMS energy r(26) = .9, p < .001
voice probability r(26) = .13, p = .5

fundamental frequency r(26) = .11, p = .57
CAI heart rate r(26) = .34, p = .07

voice probability r(26) = .53, p = .004
fundamental frequency r(26) = .38, p = .04

zero crossing r(26) = .23, p = .24
PRPSA heart rate r(26) = .17, p = .39

zero crossing r(26) = .25, p = .19
voice probability r(26) = .29, p = .14

fundamental frequency r(26) = .29, p = .14

Table 5.13: Pearson’s correlation of the calculated trait-based anxiety scores from PRE-study self-
assessments with the real-time bio-behavioral measures.

such as voice probability, fundamental frequency, and RMS energy, with the self-reported trait-

based anxiety. These correlations indicate that the trait-based anxiety reported by the participants

has a decent relationship with the anxiety predictions made by the real-time model as well as the

measures recorded from the participants.

The participants were further asked about their views regarding the study in Post Experimental

Feedback self-assessment. The question was as follows: “How much did you feel that this study

has benefited your public speaking skills?”. The ratings were based on a 5-point Likert scale from

“Not at all” to “Extremely”. The responses provided by participants are shown in Figure 5.3, where

we can observe that some participants felt that this user study helped them improve their public

speaking anxiety, while two participants felt that the study did not contribute in improving their

public speaking anxiety. A potential reason for this might be the fact that participants only con-

ducted a small number of sessions (i.e., 4). Increasing the number of sessions might have provided
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Figure 5.3: Self-reported POST-study assessment results for experienced benefit of the user study

more opportunities to participants in receiving feedback and therefore, might have contributed to

helping them with their anxiety.

37



6. DISCUSSION

The results in this research should be considered in the light of certain limitations. The machine

learning model was trained based on annotations obtained from a single experienced annotator.

Annotations of the dataset used in study by multiple expert annotators can help in removing the

underlying bias, if any. This can help in improving the overall performance of the model as well

as in reducing the false positives. There has been limited exploration for in-the-moment feedback

intervention methods. Cognitive restructuring feedback is one of the method proposed for tacking

the public speaking anxiety. Various other methods of feedback interventions can be explored like

vibrations from a wrist watch. One of the limitations of this research is the small dataset used

for the analysis, which was conducted with 7 participants. Each participant was part of 4 TEST

sessions yielding 28 sessions in total. This dataset is not enough for large-scale analysis and gives

comparatively higher p-values, which reduces the statistical significance for some of the results

obtained. Only 4 TEST sessions were used in this work compared to 1 PRE, 1 POST and 8 TEST

sessions used in preceding work on public speaking anxiety.

The investigation of speaker in virtual environment lacks in certain aspects like analysis of

the effect of assigned public speaking topic on participants, number of audience present, and type

of room assigned to the participants. In-the-moment feedback prompts provided to participants

during their oral presentation in the virtual environment were sometimes not easily visible due

to the varying location of presentation slides in the virtual environment. The effect of individual

and contextual factors has not been explored in this study. The small size of participants and

the lack of diversity in participants prevented this investigation. All participants were graduate

level students and were second language speakers. Multiple standard self-assessments were used

in the user study to gather information about individual factors, contextual factors, state-based

anxiety and trait-based anxiety. These surveys include the assessments about the participant’s

virtual reality experience but do not properly assess the effect of in-the-moment feedback prompts

on the participants. Self-assessments related to in-the-moment feedback can be included in further
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studies. These assessments can also include a negative scale, in addition to a positive and neutral

one, so that accurate assessment of the effect of these prompts on participants public speaking can

be captured.

A possible future direction for this work can be exploration of different types of in-the-moment

feedback methodologies and their comparison. The study does not include any kind of visual be-

havioral cues (e.g., facial expression, body gesture), which can be included to improve the perfor-

mance of in-the-moment model.
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7. CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

This research examined the affect of bio-behaviorally aware in-the-moment feedback on the

bio-behavioral measures and public speaking anxiety experienced in the virtual environment. Sta-

tistical analysis indicates significant differences between bio-behavioral measures recorded before

and after the in-the-moment bio-behaviorally aware feedback prompt is displayed to the partici-

pants in the virtual environment. Results also indicate that the prompts are provided by the system

in reasonable settings. For example, more prompts are provided in negative VR audiences, as

well as to participants with higher anxiety levels. A POST-study self-assessment of the partic-

ipants further suggests that most of the participants found the systematic exposure to VR with

in-the-moment reinforcing feedback interventions beneficial for their public speaking skills. The

real-time machine learning model with in-the-moment bio-behaviorally aware feedback interven-

tions developed in this research provides promising results which indicate that further exploration

of in-the-moment feedback prompts can be beneficial for alleviating public speaking anxiety.

7.2 Future Work

This research explores in-the-moment bio-behaviorally aware feedback interventions and the

effect they have on public speaking anxiety in the speaker. The labels of in-the-moment machine

learning model developed in this study were based on annotations provided by an experienced an-

notator. Future studies in this field can use annotations from multiple annotators, which can help in

removing the bias and ensure better performance of the model. The presented work also lays foun-

dation for further exploration of different techniques for in-the-moment feedback interventions,

such as tactile stimuli, which can assist in real-life interventions to tackle public speaking anxiety.
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