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Abstract

Emotions play a vital role in our daily life as they help us convey information
impossible to express verbally to other parties. While humans can easily
perceive emotions, these are notoriously difficult to define and recognize
by machines. However, automatically detecting the emotion of a spoken
conversation can be useful for a diverse range of applications such as human-
machine interaction and conversation analysis. In this thesis, we present
several approaches based on machine learning to recognize emotion from

isolated utterances and long recordings.

Isolated utterances are usually shorter than 10s in duration and are as-
sumed to contain only one major emotion. One of the main obstacles in
achieving high emotion recognition accuracy is the lack of large annotated
data. We propose to mitigate this problem by using transfer learning and data
augmentation techniques. We show that x-vector representations extracted
from speaker recognition models (x-vector models) contain emotion predictive
information and adapting those models provide significant improvements in
emotion recognition performance. To further improve the performance, we
propose a novel perceptually motivated data augmentation method, Copy-

Paste on isolated utterances. This method is based on the assumption that the

il



presence of emotions other than neutral dictates a speaker’s overall perceived

emotion in a recording.

As isolated utterances are assumed to contain only one emotion, the pro-
posed models make predictions on the utterance level. However, these models
can not be directly applied to conversations that can have multiple emotions
unless we know the locations of emotion boundaries. In this work, we propose
to recognize emotions in the conversations by doing frame-level classification
where predictions are made at regular intervals. We compare models trained
on isolated utterances and conversations. We propose a data augmentation
method, DiverseCatAugment based on attention operation to improve the
transformer models. To further improve the performance, we incorporate the

turn-taking structure of the conversations into our models.

Annotating utterances with emotions is not a simple task and it depends
on the number of emotions used for annotation. However, annotation schemes
can be changed to reduce annotation efforts based on application. We consider
one such application: predicting customer satisfaction (CSAT) in a call center
conversation where the goal is to predict the overall sentiment of the customer.
We conduct a comprehensive search for adequate acoustic and lexical rep-
resentations at different granular levels of conversations. We show that the
methods that use transfer learning (x-vectors and CSAT Tracker) perform best.
Our error analysis shows that the calls where customers accomplished their
goal but were still dissatisfied are the most difficult to predict correctly, and

the customer’s speech is more emotional compared to the agent’s speech.
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Chapter 1

Introduction

Speech is one of the most important mediums of communication for humans
while interacting with other humans. In general, human interaction using
speech contains two channels: verbal and non-verbal (Cowie and Douglas-
Cowie, 1995). The verbal channel transmits linguistic information — the
message we utter explicitly to the partner. Whereas non-verbal channel en-
codes more implicit information such as emotion, intent, speaker identity,
pauses, etc. There is significant evidence that non-verbal communication
plays a crucial role in human interactions (Bambaeeroo and Shokrpour, 2017;
Knapp, Hall, and Horgan, 2013; Mehrabian, 2017). Non-verbal communica-
tion helps to coordinate subjects and evoke appropriate responses (Cowie
etal., 2001). One of the important factors in non-verbal communication is emo-
tion. One’s emotions have the capability to alter the conversational partner’s
responses whether positively or negatively (Schoenewolf, 1990). Research
shows that people remember events with intense emotions more easily than

events with neutral emotions suggesting that emotions play a role in our



memory and learning processes (Tyng et al., 2017). Take an example of moti-
vational speeches. It is hard to imagine the audience connecting to the speaker
and getting anything meaningful out of the speech if it does not have any
emotions. Sometimes, our emotions (or other emotions in our life) can affect

our decision-making and judgment too (Lerner et al., 2015).

As emotions are key to almost every part of our daily life, automatically
recognizing them would help to improve the quality of human lives. In
human-human interactions, automatic emotion recognition could help us to
understand the mental state of the speakers. Building an emotional profile
of the patients could help doctors to diagnose better in the case of mental
health disorders. Authors in (Méantyla et al., 2016) use emotion analysis to
predict employee burnout and productivity in the software engineering field.
In service-related applications, recognizing emotional segments (specifically
negative regions) could help the companies to nudge/train the agents for
better responses. Emotional profiles of customers/speakers could serve as a
guideline for machines in human-machine interactions. They can be useful
to provide personalized emotional responses from personal assistants like
Alexa and Google Home. Additionally, there are a number of applications
such as automatic analysis of emergency calls for quick response, providing
appropriate recommendations to car drivers based on their mental state,
synthesizing natural speech for a better experience, and so on. The main goal

of all these applications is to improve the quality of human life.

Emotion has been studied extensively in multiple disciplines with the

goal of understanding and recognizing it. The field of affective computing



deals with building automatic systems to recognize or synthesize emotions.
This field considers the speaker’s emotional display for recognition rather
than an emotional experience. Emotional experience is mainly dealt with
in psychology and neuroscience. The emotional display is what we observe
through physiological changes or more generally through signals emanating

from the subject.

Automatic speech emotion recognition (SER) concerns building automatic
systems to recognize speakers’ emotions from their speech. It can be broadly
classified into two types: SER for isolated utterances and SER for long record-
ings. Isolated utterances are usually shorter than 10s and are assumed to
contain single major emotion. Utterances longer than 10s can be considered
as long recordings and contain more than one emotion. These long recordings
can be monologues that contain only one speaker or dialogues between multi-
ple parties. Examples of monologues include broadcast news, classes taught
by teachers where the anchor/teacher speaks for a long time. In this thesis,
we present several machine learning approaches for SER on both isolated
utterances as well as long recordings. We considered three types of isolated
utterances: 1) recorded in isolation using actors with targeted emotions, 2) cut
from conversations that are meant to produce emotions in an induced manner,
and 3) cut from spontaneous podcast conversations. For long recordings, we

considered conversations between two speakers.



1.1 Current challenges and proposed approaches

The majority of the research on SER using machine learning is supervised
i.e., it requires some data with emotion annotations. The important premise
of this research is that there exist some emotional cues in the input signal
which enable automatic recognition of emotion. For example, emotion corre-
lates/attributes for acoustic signals include pitch, speaking rate, signal power
among others, and for linguistic signals word meaning. Collecting data with
emotion annotations requires noting down the listener’s perception which
could depend on a lot of factors. There is significant evidence that emotion
perception can depend on the demographics of the speaker and listener, the
relation between speaker and listener, and the context of the emotion ex-
pression (Cauldwell, 2000; Campbell et al., 2014; Lindquist, MacCormack,
and Shablack, 2015). Due to this inherent lack of consistency in the annota-
tion, building automatic systems is difficult which mainly depends on the
consistent occurrence of emotional cues in the signal and the corresponding
emotional label. To improve annotation consistency, annotation with multiple
annotators is considered to build models. However, this process is very costly
and time-consuming. Sometimes the annotators need special training too. In
addition, current automatic systems which majorly use machine learning are
data-hungry i.e., they perform better with more data (Hestness et al., 2017).
Reliance on the annotations can be reduced if these automatic systems are
efficient. One way to overcome this problem is exploiting advances in related
tasks such as speech recognition (where annotated data is plenty) by trans-

ferring the learned knowledge to recognize emotions. The rationale behind



this approach is that the source task (from which we transfer knowledge) and
the target task share some characteristics, and using that knowledge could
simplify the learning process for the target task. This approach of transfer-
ring knowledge is referred to as transfer learning in the machine learning
community. In this thesis, we propose to transfer knowledge from speaker
recognition technology to emotion recognition (Chapter 3, 4) and show im-
provement on both isolated utterances as well as long recordings. Another
machine learning technique that is commonly used in limited data scenarios
to improve performance is data augmentation. (T6th, Sztaho, and Vicsi, 2008)
reports that the presence of emotion other than neutral in a speech utterance
has more influence on the perception of the speaker’s emotion. Based on
this idea, we propose an augmentation method, CopyPaste to improve emo-
tion recognition performance on isolated utterances (Chapter 3). The main
principle behind CopyPaste is based on an observation that human emotion
perception is mainly affected by the non-neutral parts of a speech signal. For
conversational emotion recognition (CER), we propose the DiverseCatAug-
ment (DCA) augmentation method motivated by the inner workings of the

attention mechanism in transformer models.

It is assumed that only one major emotion exists in the isolated utterances
and hence most systems operate in utterance-level classification framework
i.e., the systems are built to predict one emotion for the input utterance. How-
ever, as multiple emotions can exist in long recordings, an utterance-level
classification framework can not be applied unless we know locations of emo-

tion segments. In case we know those boundaries, we can cut the recordings



into the segments and process each segment individually in utterance-level
classification framework. But, obtaining those boundaries is not an easy task
even with human annotators because often the emotion changes are grad-
ual. In scenarios like friendly conversations, we can make assumptions like
each speaker turn contains only one emotion as they are often shorter than
5s. But for other situations like broadcast news, there is no such assump-
tion we can make when using only audio (visual change can be used as a
heuristic if available). To overcome this limitation, we propose to achieve
CER using frame-level classification. By formulating SER from isolated ut-
terances as a frame-level classification task, we compare models trained on
isolated utterances and conversations. Then, we present models that can

exploit conversational structure (turn-taking patterns) when available.

As discussed above, emotion annotation is not a simple task — it is very
expensive, time-consuming, and the emotion perception is not unique. How-
ever, annotation schemes can be changed to reduce annotation efforts based
on application. For example, for some applications, the goal is to only know
the polarity of emotion for the whole conversation i.e., positive or negative
emotion instead of more detailed emotions like angry, happy, sad, and disgust.
One such application is predicting customer satisfaction (CSAT) towards their
interaction with an agent in customer care center calls. In this case, improve-
ments can be made to the service by just knowing whether the customer is
satisfied with the service. In this work, we address CSAT to answer questions
such as 1) How useful is information existing at different granular levels of

conversations to predict CSAT rating? 2) Agent’s speech is enough for CSAT?



(useful when having privacy issues with storing customer’s speech) 3) How
well can we predict CSAT from just the last few seconds of the call? 4) Is it
enough to resolve the customer’s issue to keep the customer happy with the
service? We present experiments aiming to answer these questions using real

customer care center calls with self-reported satisfaction ratings.

1.2 Research contributions

¢ Exploring pre-trained models trained to discriminate speakers for emo-

tion tasks on three datasets collected with different elicitation methods
* Adaptation of speaker recognition models for emotion recognition

* A novel perceptually motivated augmentation procedure, CopyPaste

for emotion recognition

* A method for emotion recognition in conversations that do not require

segmentation information

¢ Several methods to incorporate interlocutor information into emotion

recognition models on segmented as well as unsegmented conversations

* A comprehensive analysis of feature representations at different granular

levels for customer satisfaction prediction

* Customer satisfaction prediction from acoustic and linguistic modalities

and their fusion



1.3 Thesis outline

In Chapter 2, we present a brief background on emotion and its automatic
recognition from speech signals. First, we discuss different theories/perspectives
of emotions (discrete Vs. dimensional) and their relevance to automatic emo-
tion recognition. Then, we discuss several components of dataset preparation
such as stimulus types, emotion elicitation methods (acted /induced /spontaneous),
and evaluation of emotion. Then, we detail each part of the automatic emotion

recognition systems pipeline and relevant literature.

In Chapter 3, we present techniques for emotion recognition on isolated
utterances that contain single majority emotion. In particular, we explore
transfer learning from speaker recognition models for emotion recognition.
We show that speaker embeddings (x-vectors) (Snyder et al., 2018) do con-
tain emotion-relevant information followed by an adaptation of the speaker
recognition model for emotion recognition. To improve SER performance
further, we propose a perceptually motivated data augmentation technique,
referred to as CopyPaste. This technique operates on the idea that listeners
are receptive to non-neutral emotions even if they occur for a short duration
in an utterance. We present three CopyPaste schemes and show experiments
using them. We compare with a widely used noise augmentation technique
in both clean and noisy test conditions. one of the main limitations of the
models trained on isolated utterances is that they may not be applicable for

conversations or in general long recordings with multiple emotions.

Chapter 4 presents techniques for emotion recognition in conversations.

Instead of an utterance-level classification framework that is used to recognize

8



emotion from isolated utterances, we perform frame-level classification to
achieve conversational emotion recognition (CER). We propose to use trans-
formers to achieve CER and compare with convolutional and LSTM based
models. Based on insight from the inner workings of the self-attention mecha-
nism, we propose an augmentation method, DiverseCatAugment (DCA), to
train better transformer models. We evaluate the models trained with isolated
utterances on conversations to quantify the importance of context and also to
evaluate their robustness in the presence of multiple emotions from multiple
speakers. As the speakers” emotions depend on partners’ responses and their
emotions, we hypothesize that infusing speaker information into the models
improves CER performance. We present several techniques to infuse speaker

information with and without ground truth segmentation information.

In Chapter 5, we address customer satisfaction prediction. We present a
comprehensive analysis of feature representations at multiple granular levels
that maximize sentiment prediction accuracy. Our analysis consists of two
modalities — acoustic and linguistic. For acoustic modality, we evaluate fea-
tures extracted from frame-, turn- and call-level for sentiment prediction. For
linguistic modality, we evaluate features extracted from word-, turn-, segment-
and document-level. Apart from the acoustic and linguistic modalities, we
also present heuristic-based turn-taking features to predict sentiment. We
show that through the fusion of the modalities and the turn-taking features,
we can improve sentiment prediction accuracy. Then, we answer several
important questions such as "Whose (agent or customer) data is most corre-

lated with customer sentiment?", "Which part of the calls are more important



for sentiment prediction?", and "The knowledge of task completion status is

useful to predict sentiment more accurately?".

Finally, in Chapter 6, we present conclusions of this thesis and future

directions.
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Chapter 2

Background

2.1 Emotion

Emotion is a complex phenomenon that happens in not only humans but also
in other living organisms (Darwin, 2015). Emotional instincts help us to assess
threats and react appropriately in order to survive and grow. Some argue
that emotion is crucial for our evolution (Izard, 1993). Emotional experience
and its display require coordination of several processes — cognitive, neural,
physiological — for a given stimulus (Schachter and Singer, 1962). The stim-
ulus can be a physical event, recalling past memories, or social interaction.
Experiencing emotion can be voluntary or involuntary and it varies from

person to person based on their own past experiences.

Different disciplines study emotion from different points of view. Emotion
is mainly viewed as an individual experience in psychology where they study
why emotion is experienced in a subject and what is its corresponding stimu-
lus (James, 1948; Cannon, 1927; Schachter and Singer, 1962). There are several

psychology theories — physiological, neurological, cognitive theories — each
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arguing with different order of events that are responsible for emotions. In
sociology, emotion is viewed as a social signal and studies its display mech-
anisms, their meanings, and effects on the observers in social life (Hatfield,
Cacioppo, and Rapson, 1993; Bericat, 2016). In other words, psychology inter-
prets emotion from a cause point of view and sociology from an effect point
of view (Cowie and Cornelius, 2003). Note that, the display may not be what
the person is actually experiencing. A common example is displaying happy
emotion (smiling) when experiencing anger. Affective computing deals with
developing mathematical models to recognize and synthesize emotions (Pi-
card, 2000). This field majorly considers emotion as a social signal to develop
models i.e., it attempts to deal with physiological /bodily reactions which are
on display (facial changes, vocal changes) caused by stimulus (an activating
event). It is impractical to consider the psychology (cause) point of view in
affective computing because generally, we do not have access to the processes

causing the emotions.

Below, we discuss the early conceptualization of emotion and its relevance
in automatic emotion prediction. We first review three prominent theories of
emotion — discrete model, dimensional model, and Plutchik’s emotion wheel.
Then, we discuss several types of emotions (acted /induced /spontaneous) and
how they can be produced and collected in order to build datasets. Finally,
we discuss automatic emotion recognition from the speech on the collected

datasets.
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2.1.1 Discrete model of emotions

The discrete model of emotions assumes there are a set of basic emotions
with which almost all emotions can be expressed. The most commonly con-
sidered emotions in this basic set are angry, happy, fear, disgust, sad, and
surprise (shown in Figure 2.1a). The classical theory of emotions, proposed
by Darwin (Darwin, 2015) in the 1890s is the main proponent of this model
and supported and extended by many psychological theorists later (Ekman,
2006). Renowned researcher Paul Ekman in his 1969’s work (Ekman, 1969)
even claims that these basic sets of emotions are universal. Support for these
basic sets of emotions is usually from two points of view: biological and
psychological. The biological point of view assumes that these basic sets of
emotions have biological fingerprints that cause these basic emotions with
triggers from outside world objects or events. Whereas the psychological
point of view assumes eliciting conditions are elementary for the basic set of

emotions and also that other emotions can be derived solely from them.

Even though the discrete model of emotions is simple and highly useful
for research, it has also drawn a lot of criticism mainly for its assumptions
such as biological fingerprints existence, and the elementary nature of the
basic emotions (Barrett, 2017). There has been a lot of disagreement about
what basic emotions set should contain and why (Ortony and Turner, 1990).
Several works use a wildly varying set of emotions from just 2 emotions to 7
emotions (Koolagudi and Rao, 2012). One argument often made against the
basic set of emotions is by showing that emotion depends on culture (Scherer,

Banse, and Wallbott, 2001). A culture can be defined as a set of concepts in
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agreement with the community of people. Hence, a different group of people
has different rules and new rules can be added with time leading to a variety of
emotional signals. It suggests that we can not have a basic set of emotions that
works across cultures. (Russell, 1991) argues that emotions are not categorized
similarly across cultures and their definitions and boundaries vary depending
on the culture. Some cultures might differentiate some emotions while others

group them into one class.

Relevance to automatic speech emotion recognition (SER): The basic set
of emotions are intuitive — uses everyday language — and hence easier for
annotation in that annotators may not need special training. However, this
type of simple annotation poses difficulties for automatic prediction. Each
emotion class encapsulates a lot of similar emotions and there is no way to
discriminate them when using basic set annotation. For example, angry can
be hot anger or cold anger. Hot anger is usually loud or high arousal; cold
anger sounds more like neutral. Similarly, sad can have several variants such
as quiet sorrow and crying despair. These variants may not have similar
vocal (or facial) characteristics making the automatic prediction challenging.
Moreover, the lack of clear boundaries between these emotions poses problems
for annotation. One study found that more classes for annotation lead to less
agreement (Aman and Szpakowicz, 2007a) supporting a lack of boundaries
between emotion classes. Even with 2-class and 3-class annotation (sentiment
task), the inter-annotator agreement is not higher than 80%. Note that the
agreement level can change depending on other factors such as spontaneity

of the data, instructions to the annotators. The level of disagreement and the
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Figure 2.1: Various ways of conceptualization of emotion. (Figures source: Wikicom-
mons)

depending factors to some extent explain why different works use a different
number of emotions for annotation and hence it is safe to say that annotation
of the emotions keeping the application in mind is important. For example,
consider a call center setting where the goal could be transferring to a human
agent from an automated system as soon as the customer shows signs of
dissatisfaction. In this application, we can group all the negative emotions
angry, sad, disgust into one class and, happy and neutral into another class.
Also, treating these basic emotions independently and classifying them into
one of the classes may not be ideal (especially when considering just basic
emotions because in many cases, these emotions occur together). From the
analysis of a text dataset, XED, authors in (Ohman, 2020) report that anger
and disgust occur together very often; anticipation, joy, and trust occur in

combinations.

Irrespective of the disagreements, a discrete model of emotions with a basic
set is widely used for automatic recognition mainly because of the annotation

difficulties with more classes of emotion.
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2.1.2 Dimensional model of emotions

The dimensional model proposes that there are abstract independent dimen-
sions that can be used effectively to describe almost all emotions (refer to
Figure 2.1b). Usage of the dimensional model can be traced back to the early
20th-century (Wundt and Judd, 1902). In this model, researchers formulate
a set of questions to probe what a person feels when a stimulus is presented.
These questions are aimed at revealing different aspects of the perception such
that complete feeling can be described. The responses to the questions are
usually the degree of experience/feeling. For example, a question could be
like this "on a scale of 1-10, rate your urge to hit or break something after hear-
ing /watching this stimulus". Then, using principal component analysis most
important components can be extracted from the responses vector. Most often,
researchers found that valence, arousal, and dominance correspond to the
directions with maximum variance. Valence denotes the positivity /negativity
level of perception for the given stimuli. For example, happy is a positive emo-
tion and sad is a negative emotion. Some works use different adjectives such
as pleasure/displeasure and happy/unhappy among others (Mehrabian and
Russell, 1974). Arousal (calm/active, passive/active) describes the tendency
to act. It signifies the level of activeness of the speaker. For example, anger has
higher arousal and sad has lower arousal while both have negative valence.
Dominance (weak/strong, control/power) describes the domination of the
stimuli. It signifies the degree of control a person has over the corresponding

situation.

One design choice in the dimension extraction process that could lead to
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different results is formulating the questions and the corresponding stimuli.
It requires thorough knowledge of emotions. If the stimuli or the questions
mainly concern one dimension, say arousal, then the result would be just one
dimension capturing nearly 100% data variation. (Russell, 1980) uses only
28 stimuli while (Morgan and Heise, 1988) uses 112 stimuli. Many studies
report just 2 dimensions ignoring dominance (Russell, 1980; Kuppens, 2008).
One limitation ignoring dominance is that anger and fear emotions overlap
in arousal-valence space — anger has higher dominance whereas fear is more
towards submissive (lower dominance). However, there are studies that
argue even three dimensions are not enough (Fontaine et al., 2007; Cochrane,
2009). Most of the works have arousal, valence, and dominance dimensions
in common in spite of the disagreements and we think that more research is

needed to determine the optimal number of dimensions.

Advantages of the dimensional model are relative easiness to cover a large
range of emotions compared to a discrete model with basic emotions and
also its suitability for continuous annotation of emotion. In practice, our
emotions vary continuously, and annotating with dimensions makes more
sense compared to discrete emotions. The dimensions are not as intuitive as
discrete emotions (uses everyday language for the class descriptions). Hence,

it requires a bit of training for the annotators.

2.1.3 Discrete Vs. Dimensional and Plutchik’s emotion wheel

The discrete model offers descriptions in everyday language and the dimen-

sional model offers descriptions in abstract dimensions. Both models provide
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ways to describe emotions but none of them may not be enough to completely
represent all emotions in reality. There is some evidence that shows the best
model of emotions for annotation could depend on individual annotators,
adding to the already long list of annotation challenges (Barrett, 1998). The
authors observed that individuals who focus mainly on valence when label-
ing their own emotional experiences are likely to group multiple discrete
emotions together i.e., they report multiple emotions together more often.
On the other hand, individuals who focus on both arousal and valence are
likely to report discrete emotions with less co-occurrence. The authors suggest
that it might be useful to view the dimensions (valence and arousal) as a
function of discrete emotions or the other way around. In other words, one
perspective can be expressed as a function of perspective, and the availability
of both perspectives could enhance our understanding of the speaker’s state.
However, we think that care needs to be taken in transforming from one
perspective to another. It is well known that the maximum level of loudness
could vary among speakers. And, as loudness is one of the acoustic correlates
of arousal, it creates disharmony among speakers when transformed from the
dimensional model. This problem can be avoided in two ways: one is having
access to the reference level of each speaker and another is using a different

function for each speaker.

The drawback of categorical emotion labels is that the intensity of the emo-
tion is not known from the label whereas dimensional labels describe intensity
to some extent. On the other hand, the dimensional model is not intuitive

and may need special training for annotators. Plutchik proposed an emotion
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wheel considering both discrete and dimensional perspectives (Plutchik, 1980).
In this wheel (shown in Figure 2.1c), emotions are arranged in a circumplex
like in Russel’s dimensional circumplex (Russell, 1980) based on the similarity
of emotions. There are several layers of emotion wheels in a concentric man-
ner to consider varying intensities (arousal dimension) and at the same time
treat the emotions as discrete categories. Emotions in the upper wheels are
represented as combinations of adjacent emotions in the inner wheels consid-
ering the basic emotion theory premise that new emotions can be formed by
combining basic emotions. However, one major criticism of this theory is that
emotions at the opposite ends of the wheel can not be combined. For example,
joy and sad can not be combined whereas in reality, people do experience
joy and sad at the same time (parents feeling when children leave them for
college). Even though Plutchik’s emotion wheel offers arguably better concep-
tualization compared to discrete- and dimensional-model of emotions, it is
hard to adapt for automatic systems for practical reasons such as annotation
difficulties. Next, we discuss several ways of building datasets using discrete

and dimensional models’ perspectives.

2.2 Building datasets

A number of parameters play an important role in building/collecting a
dataset. From a data collection point of view, some of the parameters that
need attention are emotion elicitation methods, recording conditions, the lan-

guage of the dataset, and the demographics of the speakers. From a data
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annotation point of view, those parameters can be a type of annotation (contin-
uous/segmental, dimensional /categorical), set of emotion labels, annotator
demographics, availability of meta-information to the annotators such as con-
text and speaker profile. Choosing these parameters is mostly guided by the

targeted purpose of the dataset.

Emotion datasets can be broadly classified into three types depending on
the elicitation methods used to emotions in subjects: acted emotions, induced
emotions, and spontaneous emotions. Below, we explain each of these types
followed by evaluation/annotation of emotion and factors that influence the
perception. For each type of emotion, we discuss general data collection
procedures followed, suitable annotation mechanism (discrete-/dimensional-

model), and some important characteristics.

2.2.1 Acted emotions

In this setup, the data collection group recruits few actors to just act out
target emotions for a pre-defined set of phrases. Sometimes, actors are given
prototypical examples of how an emotion sounds. Examples of acted emotion
datasets are Crema-D dataset (Cao et al., 2014), EmoSpeech (Banga et al., 2019),
MASC dataset (Wu et al., 2006). Acted datasets are more commonly annotated
with discrete emotions because annotating with the dimensional model of
emotions produces data points along the arousal-valence circle as the acted
emotions are most often extreme. We can obtain higher agreement among
annotators for two reasons: actors attempt to clearly express the emotions and

most parameters such as context, stimuli are in our control.
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As acting out emotions involve intentional emotional display, their charac-
teristics may not match real-life spontaneous emotions. For example, raising
the pitch for anger, high signal power (louder) for anger, the slow speaking
rate for sad in acted emotions whereas their corresponding spontaneous emo-
tions may not have these characteristics. In other words, actors, many times,
overact the emotions. Hence, the conclusions drawn from the studies on acted
emotions may be entirely different from reality (Batliner et al., 2003). But, there
can be some situations acted emotions resemble real emotions. For example,
life-threatening situations like fire and violence do produce intense emotions

in humans.

The majority of the research on automatic emotion prediction focused on
acted emotions due to several reasons. One reason could be that automatic
prediction is a challenging task and acted emotions could simplify the task. It
also eliminates the context parameter which arguably is the most important
factor that influences emotion in real conditions. Another reason could be that

natural data is very difficult to obtain.

2.2.2 Induced emotions

Unlike acted emotions, researchers attempted to induce emotions by putting
the subjects through situations. This method produces emotions close to nat-
ural. Emotions in subjects can be evoked in several ways and they can be
broadly classified into 5 methods: playing music, visual stimuli, autobiograph-

ical recall, imagery, situational procedures (Siedlecka and Denson, 2019). The
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situational procedure often involves creating a social situation that often peo-
ple face in real-life. For example, questioning the subject’s self-worth, creating
an uncomfortable situation like playing loud music, giving feedback on their
performance, smelling odors. Visual stimuli include playing a video, showing
an image. Recalling personal memories involving emotions is considered
under autobiographic recall. Imagery includes imagining a scenario, reading

emotionally provocative scripts, and usually, in an interactive manner.

Each of these methods evokes emotions using different means and hence
they vary in terms of their effectiveness in evoking certain emotions. Authors
in (Siedlecka and Denson, 2019) recommend autobiographical recall and
imagery for anger elicitation; visual stimuli for disgust; situational procedures
and visual stimuli for surprise; all methods except situational procedures for
happy; situational procedure for fear; visual stimuli for sadness. However,
authors in (Zhang, Yu, and Barrett, 2014) suggest using a combination of these

methods would be more effective compared to any single procedure.

Datasets with induced emotions are annotated with both discrete emotions
and dimensional attributes. In general, agreement among annotators in la-
beling these utterances is lower than acted emotional utterances. One of the
example datasets for the induced emotions is IEMOCAP dataset (Busso et al.,
2008). Even though the emotional utterances are less acted, the consciousness
that subjects feel when they are being recorded could affect the way of expres-
sion (Labov, 1972). Also, the familiarity of the subjects involved could limit
the naturalness of the responses. Unfamiliar subjects tend to be more formal

and even if the subjects are familiar, the recording setup could influence them
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to be less friendly and more formal. Hence, this kind of data could be limited

to only a few scenarios.

2.2.3 Spontaneous emotions

Spontaneous emotions are what we experience in our daily life. Recognizing
these emotions is very hard compared to acted and induced emotions because
of the subtle variations humans use to express them. Also, many times what
we express and how we express could depend on a lot of factors that may not
be available at the time of recognition. For example, the comfort level of two
persons talking to each other could change the dynamics of the conversation.
And, this comfort level is difficult to measure/consider for automatic systems

or even for human evaluation.

Collecting natural data is highly difficult as the subjects are influenced if
they know that they are being monitored (Observer’s paradox) (Labov, 1972)
and doing without their knowledge raises ethical problems. One problem that
could arise in collecting datasets with spontaneous emotions is the skewed
distribution of emotions as humans majority of the time are neutral. This
problem is evident in the MSP-Podcast dataset (Lotfian and Busso, 2017) which

is inundated with many neutral examples and very few other emotions.

From the emotion annotation perspective, spontaneous emotions are very
hard compared to acted and induced emotions. One of the main reasons
is the lack of full context for spontaneous utterances annotation whereas
for acted and induced emotions context can be controlled to some extent.

Annotator agreement is usually less compared to induced and acted emotions.
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Figure 2.2: Examples of importance of (a) context and (b) speaker’s race to judge
speaker’s emotion. Example (b) is replicated from (Sap et al., 2019)

As many a time, the emotion in spontaneous recordings may not be full-
blown, annotating with secondary emotion too would help (Lotfian and
Busso, 2017; Sneddon et al., 2011). Even though secondary emotion may not
be entirely contrastive from primary emotion, it is often useful to describe
emotion adequately (Cowie and Cornelius, 2003). Spontaneous utterances are,

in general, annotated with both discrete and dimensional model of emotions.

2.2.4 Factors that influence emotion perception

Emotion perception plays a crucial role in social interactions. Inability to per-
ceive a partner’s emotions correctly could lead to misunderstanding. Emotion
perception depends on a lot of factors such as listener, the relation between
listener-speaker, demographics of the listener and speaker (Campbell et al.,
2014), context (Cauldwell, 2000), modality of emotion expression and lan-
guage (Lindquist, MacCormack, and Shablack, 2015). Examples presented in
Figure 2.2 demonstrate the importance of knowledge of context and speaker’s
race when judging the respective speakers” emotions. As can be seen in Fig-

ure 2.2a, it is likely that sentences with and without full context are perceived
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differently. Similarly, Figure 2.2b demonstrates the importance of knowing
speaker’s race. (Paulmann, Pell, and Kotz, 2008) reports that emotion prosody
comprehension abilities may decline with age and hence perception of emo-

tion can be different with younger people.

Perception can also change based on the listener’s past experiences. Studies
show that individuals with post-traumatic stress disorder (PTSD) often process
emotions differently compared to healthy individuals especially negative
emotions (Buckley, Blanchard, and Neill, 2000) like anger, guilt, and shame.
Literature shows that emotional cues used for emotion assessment might
be different between different individuals (Barrett, 1998). Some individuals
mainly focus on valence while others focus on both valence and arousal.
All these factors of variability between individuals’ perceptions pose a big

challenge for building automatic systems.

2.2.5 Evaluation of emotion

As the original emotion of the speaker is usually difficult to obtain, most of the
research in affective computing uses the perception of listeners as a proxy to
the speaker’s emotion. As discussed in the above section, the perception could
change from person to person. It might affect the consistency of labels in the
data i.e., the presence of the same cues in multiple utterances leads to different
emotion labels. As a remedy, researchers usually use multiple annotators
for each utterance and use majority or average label for building automatic
systems. Even better, (Schuller and Batliner, 2013) uses a weighted average of

annotations instead of majority or average. Self-reported annotation can be
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used in the absence of annotators.

While annotating using a discrete model of emotions, the number of classes
could affect the annotation. Forcing a choice from a limited set of labels
may lead to inconsistency or unnecessary noise within each class. Also, it is
useful to provide an option of mentioning primary and secondary emotions,
especially when using discrete emotions because many times emotions co-

occur(Ohman, 2020).

Traditional discrete and dimensional model of emotions offers absolute
annotation in the sense that they do not offer any reference with which anno-
tation needs to be carried out. If someone annotates an utterance as angry it
is based on his/her own reference of what neutral emotion means. Similarly,
if an utterance is said to have high arousal then it is based on his/her own
reference of what low arousal means. Few studies (Wood and Ruder, 2016;
Wood et al., 2018; Louviere, Flynn, and Marley, 2015; Yannakakis, Cowie,
and Busso, 2018) explored using relative annotation with an intuition that we
always judge/assess emotions w.r.t. an anchor. While the study in (Wood and
Ruder, 2016) found annotation with relative values could be easier and pro-
vides consistent labels (Wood et al., 2018) found the opposite. Here, relative
annotation consists of pair-wise comparison of sentences whereas absolute
annotation consists of choosing a number on a 5-point scale.

Annotating certain modalities without inducing bias is quite difficult. In
speech signals, acoustic and linguistic modalities are intertwined. Hence,
during its annotation, the annotators do rely on both linguistic contents as

well as acoustic content. In this case, attempting to detect emotion from only
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speech signals may not be ideal. One way to avoid this problem could be
choosing the annotators foreign to the language of the recordings (Kramer,

1964).

2.3 Automatic emotion recognition

Automatic emotion recognition includes building some kind of mathematical
model that can process input speech recording to estimate the presence of
emotion and detect its category. It mainly involves two steps as shown in
Figure 2.3: signal representation and model building. Signal representation
includes encoding acoustic (and possibly linguistic) information into a format
suitable for the model. The model building includes prototyping and training
an appropriate mathematical model that can extract relevant patterns from
the signal representation. The ultimate goal would be to predict emotions on
new data using the trained model. The trained model is evaluated on test data
(that is not used for training) to get an understanding of the model efficacy. If
the model is well trained and provides good performance on the test data then
we can say that the model is optimally trained and generalizable. Usually,
the generalizability of a model depends on many factors: choice of feature
extraction algorithm, model, objective function, training procedure, and model
hyper-parameters. Apart from these factors which can be controlled from
an algorithm point of view, the choice of a dataset (size and its quality) can
also affect the generalization ability of the models. Most of the research in
affective computing focuses on extracting appropriate features and, building

robust and efficient models. Below, we first discuss the extraction of emotional
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Figure 2.3: General framework for automatic emotion recognition. Some of the
examples for feature representation and models are shown in bullet points

correlates in speech signals which simplifies the emotion recognition task.

Then, we present commonly used feature sets and machine learning models

to achieve automatic emotion recognition.

2.3.1 Correlates of emotions in speech signals

Several studies report that there are several acoustic and linguistic attributes
that correlate with emotions in speech signals (Lieberman and Michaels, 1962;
Burkhardt and Sendlmeier, 2000). Authors in (Lieberman and Michaels,
1962) experiment with isolating specific attributes (like fundamental fre-
quency) and presenting them to the listeners for evaluation of perception.
Whereas (Burkhardt and Sendlmeier, 2000) experiment with synthesizing
speech with modified parameters and presents to the listeners. The findings in
both studies are similar and provide a direction to perform automatic emotion
recognition. Some of the acoustic correlates of emotion include pitch contour,
pitch mean/range, speaking rate, phonation type (like breathy voice, tense
voice) and, intensity. Fear emotion seems to often have a higher pitch with
a wider range and also a faster-speaking rate. Wider pitch range or more
specifically irregular pitch patterns could be explained by the tremor that

happens when someone is feared. Anger does share similar characteristics as
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fear in some aspects such as higher mean pitch and wider range. However,
anger often has higher intensity and a slightly lesser speaking rate compared
to fear. Within anger, hot anger usually has higher intensity compared to cold
anger. Sad often has a narrow pitch range and a slower speaking rate. There
can be different types of sad — crying and quiet sorrow. Crying associates with
higher intensity compared to quiet sorrow type of sad. Also, articulation in
sad emotion might be different compared to other emotions — speech is often
slurry in sad. Utterances with happy seem to have both faster and slower
speaking rates indicating that there can be sub-classes within happy. These
sub-classes can be a loud laugh or a slight smile which is more close to neutral.
Pitch changes in happy are usually smooth and upward inflections compared

to sad.

In these studies, there is little to no emphasis on articulatory aspects of
emotional speech (Kohler, 1995; Kienast, Paeschke, and Sendlmeier, 1999).
(Kienast, Paeschke, and Sendlmeier, 1999) studies the effect of emotion on the
duration of syllables and their accuracy of articulation. The authors report an
articulatory reduction in sad and fear. Anger seems to have shorter consonants

and long vowels and is also likely to have stressed syllables.

2.3.2 Speech signal representation

In general, the goal of representing a speech signal is to retain as much in-
formation as possible. Some of the characteristics of speech signals include
spoken content, speaker characteristics, emotion, and noise. For a given

task, we must encode task-relevant characteristics and should try to leave
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out irrelevant information for the best results. What is relevant or irrelevant
depends on the application. For example, speaker identity is not relevant
for speech recognition (in most cases) and spoken content is not relevant for
speaker recognition (except for text-dependent applications). For emotion
recognition, spoken content is important and speaker characteristics are also
useful. Broadly, we can categorize feature representation efforts into 3 classes:

heuristic features, automatic feature learning, and pre-trained embeddings.

2.3.2.1 Heuristic features

Identifying relevant characteristics (vocal and linguistic) for emotion recog-
nition is not an easy task in itself and designing algorithms to extract them
is an added challenge. There are huge efforts in building emotion-specific
features (Eyben et al., 2013; Eyben et al., 2015). Many versions of prosodic
and spectral features are used in InterSpeech (IS) challenges (Schuller, Steidl,
and Batliner, 2009; Schuller et al., 2010; Schuller et al., 2013; Schuller et al.,
2020) which target either emotion recognition or some related tasks. Prosodic
features include frequency- and energy/amplitude-related parameters. Some
of the frequency-related parameters are pitch, jitter, formats center frequen-
cies, and their bandwidths; and some of the energy parameters are shimmer,
loudness, and harmonics-to-noise ratio. Spectral features include spectral
slope in different frequency bands, harmonic difference, the ratio of the energy
of spectral harmonic peak at formants to the energy of the spectral peak at
FO, Mel-frequency cepstral coefficients (MFCC), spectral flux. A set of these
features are usually referred to as low-level descriptors (LLDs) as they are

extracted from the signal directly. Over these parameters, several functionals
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such as average, max/min/median, and standard deviation are applied to
create new features. Each year (2009-13) the feature set size kept increasing;:
IS2009 challenge feature set consists of 384 features (Schuller, Steidl, and
Batliner, 2009), for IS2010 challenge 1582 features (Schuller et al., 2010) and
for 152013 6373 features (Schuller et al., 2013). Considering that the size of
the datasets is small increasing the feature set size may not be optimal (it is
an underdetermined system). To address this problem a group of scientists
worked together and attempted to pick the most important features through
experiments. This minimal set consisting of 58 features is referred to as Geneva
Minimalistic Acoustic Parameter Set (GeMAPS) (Eyben et al., 2015). And, an
extended version of it which contains 87 features is referred to as extended
GeMAPS (eGeMAPS). Apart from these feature sets, many works show that
using only MFCC features could also provide competitive performance for
emotion recognition (Schuller, Rigoll, and Lang, 2003; Batliner and Huber,

2007).

To improve further, (Schmitt, Ringeval, and Schuller, 2016) propose to use
bag-of-acoustic-words (BoAW) for emotion recognition inspired by its use
in audio event detection. BOAW feature extraction technique quantizes the
chosen feature set using clustering algorithms and replaces the features with
the nearest cluster mean (codewords). The advantage of this technique is that
it utilizes dataset global characteristics and also minimizes the variation in the
teatures. However, the generalizability of the features is one main concern as

it is extracted using the dataset global characteristics.
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2.3.2.2 Automatic feature learning

Although the heuristic features (presented above) provide satisfactory per-
formance, a lot of effort went into identifying them. They are designed to
discriminate only a limited set of emotions and also use mainly acted datasets
with prototypical emotional expression to identify acoustic cues and design
feature sets. Hence, they may not be sufficient to detect subtle nuances in
spontaneous speech. For example, authors in (Batliner et al., 2003) show that
prosodic features are more effective on acted speech than on spontaneous
speech. Authors suggest that it could be because actors emphasize and delib-
erately display emotions in their speech which is not the case in spontaneous
speech. In addition, this method of identifying specific cues may not be scal-
able to detect more variety of emotions that are not easy to produce through
acting. In this case, letting the model figure out the relevant cues could be the
best choice from the scalability point of view. Several new studies propose
techniques to automatically extract the features with the goal of maximizing
the performance (Tzirakis et al., 2017; Sarma et al., 2018; Trigeorgis et al.,
2016). They propose to use either raw-waveform or spectrogram as input to
the models and show good performance. However, these models could be
more sensitive to dataset-specific characteristics and impede generalizability
as with the BOAW features. But, this problem could probably be mitigated
with a lot of data, by building robust models, and/or by using augmentation

techniques.
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2.3.2.3 Pre-trained embeddings

Another set of approaches that aim to improve emotion recognition per-
formance use pre-trained models to extract features (Cummins et al., 2017;
Elshaer, Wisdom, and Mishra, 2019; Lakomkin et al., 2018a). (Cummins et al.,
2017) proposes to use pre-trained image models to represent spectrograms and
show that the representations can be used for emotion recognition. (Elshaer,
Wisdom, and Mishra, 2019) uses audio event detection models and (Lakomkin
et al., 2018a) uses speech recognition models. Generally, the extracted features

consist of only one vector summarizing the whole utterance.

2.3.3 Model design and training

General models: The early 2000s and before, only simple models such as lo-
gistic regression and SVMs were used to detect emotions (Koolagudi and Rao,
2012). They operate on just a vector representation of the input utterance ig-
noring sequence information. However, sequence information could be useful
for better performance. For example, raising pitch is one of the important
characteristics of anger emotion. Earlier, hidden Markov models (HMM) were
used for emotion recognition to exploit sequence information (Schuller, Rigoll,
and Lang, 2003). The resurgence of deep learning techniques enabled efficient
use of the sequence information. (Cho etal., 2018; Zhao, Mao, and Chen, 2019;
Huang et al., 2014; Lim, Jang, and Lee, 2016) explore CNN and LSTM based
models from feature representations such as MFCC and (e)GeMAPS features.

One common theme among these models is that the input representation is
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processed with several convolutional /LSTM layers to obtain more contex-
tual features and then some sort of pooling layers to summarize the entire
sequence. Then, the application of fully-connected layers on the summary
vector with appropriate activation function in the final layer produces the final
output. Most of these methods use either max pooling or average pooling
for summarization when using CNN-based models. Here, all the vectors in
the sequence have equal priority. But, some frames could be more important
containing more relevant information w.r.t. the corresponding class label. To
exploit different levels of importance, attention operation (Vaswani et al., 2017)
could be used which is similar to the weighted average. Studies (Zhang et al.,
2018; Mirsamadi, Barsoum, and Zhang, 2017) use the attention operation for
emotion recognition and show performance improvements. All these models
directly optimize the target loss function which is usually cross-entropy. Some
other paradigms such as adversarial learning have also been explored for
emotion recognition to improve the robustness of the models. (Latif, Rana,
and Qadir, 2018; Han et al., 2018; Parthasarathy et al., 2019; Sahu, Gupta, and

Espy-Wilson, 2018) propose to use adversarial learning.

In general, deep learning models perform better with more data (i.e., data-
hungry). However, emotion datasets are usually smaller, typically a few
hours. Collecting more data with emotion annotation is expensive and its
ambiguous nature makes it more difficult to collect. In such cases, three
methods are generally helpful: semi-supervised training, transfer learning,
and data augmentation. We review some of the past works that use these

techniques for emotion recognition below.
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Semi-supervised learning: Semi-supervised learning paradigm aims to
exploit unlabelled data along with labeled data to improve performance on
the labeled data. There are several works that show exploiting unlabelled data
is useful for speech emotion recognition (Liu et al., 2007; Deng et al., 2017;
Zhang et al., 2021; Latif et al., 2020). (Liu et al., 2007) explores co-training
procedure to exploit unlabelled data. In this procedure, two classifiers, trained
with different feature sets, are used to select unlabelled data based on their
predictions. Authors in (Deng et al., 2017) optimize unsupervised auxiliary
objective function (reconstruction loss) along with emotion loss. For the
unlabelled data, only the reconstruction loss is optimized and for the labeled
data both losses are optimized. Unlabelled video data is used in (Zhang et
al., 2021) to improve speech emotion recognition. Here, the authors enforce
similarity constraints between predictions on audio and video. (Latif et al.,
2020) uses several additional loss functions along with emotion loss such as

speaker/gender classification loss, adversarial loss, and reconstruction loss.

Transfer learning: Some of the past works that use transfer learning for
emotion recognition include (Latif et al., 2018; Lakomkin et al., 2018a; Williams
and King, 2019). It is shown in (Lakomkin et al., 2018a) that reusing an ASR
model trained to predict phonemes is helpful for the SER task. Authors
in (Williams and King, 2019) show that speaker-based utterance-level rep-
resentations i-vectors and x-vectors encode speaking-style information and
emotion. However, their experimental setup included overlapping speakers

between training and testing data splits. We believe that speaker overlap
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should be avoided in SER tasks, especially when using speaker-specific repre-
sentations as input. Different from these two works, authors in (Latif et al.,

2018) perform transfer learning between multiple emotion datasets.

Data augmentation: Data augmentation techniques have been shown
to improve emotion recognition performance (Lakomkin et al., 2018b; Eti-
enne et al., 2018; Bao, Neumann, and Vu, 2019; Rizos et al., 2020). Authors
in (Lakomkin et al., 2018b) show that adding noise to the clean recordings
helps the model to better recognize emotions. Altering the speaking rate
of speech (Lakomkin et al., 2018b) and vocal tract length perturbation (Eti-
enne et al., 2018) is also shown to be useful for SER. Few recent studies (Bao,
Neumann, and Vu, 2019; Rizos et al., 2020) ventured into generating emo-
tional speech features using advanced techniques such as CycleGANs and

StarGANSs.

2.3.4 Training and evaluation metrics

If the goal is to discriminate emotions then classification is performed and if
the goal is to predict emotion dimensions then regression is performed. For
both classification and regression, formulating an appropriate objective func-
tion is important for model training. Usually, categorical cross-entropy is used
for classification, and mean square error is used for regression. Optimization
of the loss function can be done using standard gradient descent or advanced
optimizers like Adam, Adadelta, RMSProp. We did not find studies related
to the efficiency of optimizers specific to emotion recognition. Most of the

studies use Adam optimizer to minimize the objective function.
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Usually, emotion models are evaluated and compared using metrics such
as precision, recall, and micro/macro-f1 score. The precision of an emotion
class measures the fraction of relevant predictions out of all the predictions
for that class. In other words, it is the ratio of true positives and the sum
of true positives and false positives. Whereas recall of an emotion class
measures the fraction of relevant predictions out of actual relevant (ground
truth) instances of that class (ratio of true positives and sum of true positives
and false negatives). Fl-score is defined as the harmonic average of precision
and recall. Micro-f1 score is calculated as the weighted average of class-wise
f1-scores where the weight for a class is calculated as the ratio of the number of
samples for that class and the total number of samples in the dataset. Macro-f1
score is an unweighted average of class-wise fl-scores (it does not depend on
the size of the classes). However, we find no consistent metric that is reported
in the literature. Reporting only precision or recall does not usually give a full
picture of model ability as improving one often results in degradation of the
other. We think reporting micro/macro-f1 score too would reflect the model

efficacy more clearly.

2.3.5 Auxiliary tasks

Although optimizing the target task loss function is sufficient to realize the
target task, it is often shown that the use of certain auxiliary tasks yields
improvements (Bothe et al., 2020; Li et al., 2020a; Parthasarathy and Busso,
2018). The auxiliary task is optimized along with the target task often with less

weight. It serves as a regularization for the model and avoids overfitting to
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the target task. Some of the auxiliary tasks for emotion recognition are dialog
acts (Bothe et al., 2020), phoneme recognition (Lakomkin et al., 2018a), GRL-
based loss on speaker labels (Li et al., 2020a), autoencoding with reconstruction
loss (Parthasarathy and Busso, 2018). Auxiliary dialog acts task could help
in the disambiguation of some emotion classes. For example, forcing the
model to predict the appreciation dialog act could help the model to easily
disambiguate between happy and neutral. GRL-based losses force the model
to discard some attributes specifically by maximizing the loss on the chosen
auxiliary task (Ganin and Lempitsky, 2015). It is well known that the range of
emotions between speakers could be different and the emotion model could
form clusters of speakers. In this case, speaker identity could affect emotion
models. By forcing the model to discard speaker identity, the model can be
made more generalizable to new speakers. Whether to use GRL loss or not
depends on whether the auxiliary task helps or degrades the target task. For
example, usage of GRL loss on speaker labels makes sense when building
speaker-independent emotion models whereas if speaker-dependent emotion
models are desired (for example personal assistants) then it is better to not use

GRL.
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Chapter 3

Emotion recognition on isolated
utterances

3.1 Introduction

In this chapter, we discuss speech emotion recognition (SER) from isolated ut-
terances. Utterances containing only one emotion, generally shorter than 10s,
are considered isolated utterances. In general, they are collected for emotion
recognition in three methods: 1) recorded in isolation using actors with tar-
geted emotions, 2) cut from conversations that are meant to produce emotions
in an induced manner, and 3) cut from spontaneous podcast conversations. In
the first method, the utterances are already short and targeted to contain only
one emotion. Recordings collected in this manner, by design, contain only
one speaker and are shorter than 10s in most cases. Data collected using the
second and third methods i.e., using conversations between subjects do not
result in isolated utterances by default. Hence, they are derived by segmenting

conversations with respect to emotion.

In terms of the usefulness of the above mentioned data collection methods

39



for research, each has its own advantages and disadvantages. Recruiting
actors to enact an emotion for a pre-defined set of phrases usually offer more
control over the experiments. Because of the control on the experimental
setup, this task could be a little simpler and more useful for analysis. For
example, the emotion of the speaker is not contextual and hence only utterance
characteristics impact a model’s behavior. However, it rarely reflects a reality
where context plays an important role in deciding the speaker’s emotion.
Also, this way of data collection is not scalable to large datasets as it is very
expensive to design a data collection setup and recruit subjects. On the other
hand, building isolated utterances datasets using conversations is a little
simpler and can be automated using advanced technologies. For example, the
MSP-Podcast dataset (Lotfian and Busso, 2017) is collected in this manner. The
datasets collected in this style simulate reality in terms of the naturalness of
emotion expression. However, both methods suffer from annotation costs. As
the emotion of the speaker is highly subjective to the listener, annotation with
multiple subjects is necessary to have a good estimate of the speaker’s emotion.
A single annotator for each utterance could result in a dataset with noisy labels
i.e., the labels may not reflect the actual emotion of the speaker in the utterance.
Fortunately, recent advancements in machine learning could enable us to build
accurate models even with smaller datasets thereby minimizing annotation
cost. In this chapter, we present two such machine learning methodologies to
recognize emotion from isolated utterances: transfer learning (Bozinovski and
Fulgosi, 1976) and data augmentation (Ramirez, Montalvo, and Calvo, 2019)

techniques.
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The transfer learning paradigm offers several benefits in terms of model
robustness, the number of training samples, and label scarcity. This paradigm
is usually associated with two domains, namely source and target. Source
domains usually contain a large amount of annotated data. In most cases,
source and target tasks share some common characteristics which help to
achieve the best performance in each of the tasks. However, there are cases
where both tasks/domains need not be related directly but are still useful for
transfer learning. For example, transfer learning from image-related tasks
to speech tasks. Our transfer learning approach for emotion recognition is
motivated by several previous works (Lakomkin et al., 2018a; Raj et al., 2019;
Williams and King, 2019). It is shown in (Lakomkin et al., 2018a) that reusing
an ASR model trained to predict phonemes is helpful for the SER task. In (Raj
et al., 2019), authors studied the applicability of speaker-based utterance
representations such as i-vectors and x-vectors for several downstream tasks
related to speech, speaker, and utterance meta information. However, they
did not study for emotion-related tasks. Authors in (Williams and King,
2019) show that speaker-based utterance-level representations i-vectors and
x-vectors encode speaking-style information and emotion. However, their
experimental setup included overlapping speakers between training and
testing data splits. We believe that speaker overlap should be avoided in SER
tasks, especially when using speaker-specific representations as input. In this
chapter, we present results using pre-trained as well as fine-tuned models

which are not studied in (Williams and King, 2019).

Data augmentation technique to some extent can help us build efficient
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models by artificially creating a lot of data from the available original data.
The additional data is usually a perturbed version of the available data which
often includes modifying selected acoustic characteristics. Data augmenta-
tion techniques have been shown to improve emotion recognition perfor-
mance (Lakomkin et al., 2018b; Etienne et al., 2018; Bao, Neumann, and Vu,
2019; Rizos et al., 2020). Authors in (Lakomkin et al., 2018b) show that adding
noise to the clean recordings helps the model to better recognize emotions.
Altering the speaking rate of speech (Lakomkin et al., 2018b) and vocal tract
length perturbation (Etienne et al., 2018) are also shown to help SER. Few
recent studies (Bao, Neumann, and Vu, 2019; Rizos et al., 2020) ventured
into generating emotional speech features using advanced techniques such as

CycleGANSs and StarGANS.

In this chapter, we present a transfer learning approach from speaker recog-
nition models and a data augmentation procedure to improve SER perfor-
mance on isolated utterances. First, we show that emotion-related information
is encoded in x-vectors, and then we show that fine-tuning for emotion targets
further improves the performance. We compare two pre-trained models for
this study—one trained with augmentation and another without augmentation
to understand the correlation between pre-trained models’” performance in
source task and their re-usability for SER (target task). Then, we propose an
approach to adapt the pre-trained models to perform SER. To further improve
our models, we propose the CopyPaste augmentation method for SER. This
technique operates on the observation that the presence of emotions other

than neutral affects the listener’s perception. We propose three CopyPaste
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schemes and compare them with widely used noise augmentation in both

clean and noisy conditions.

The main contributions of this chapter are:

* Exploring pre-trained models trained to discriminate speakers for emo-

tion tasks on 3 different types of datasets
¢ Fine-tuned models for SER task

* CopyPaste, a novel perceptually motivated data augmentation proce-

dure for SER

The rest of the chapter is organized as follows: First, we present datasets
used for this study in Section 3.2. Then, we discuss transfer learning from
speaker recognition models in Section 3.3 followed by CopyPaste augmen-
tation in Section 3.4. Finally, we discuss the conclusions of this chapter in

Section 3.5.

3.2 Datasets

We validate our experiments on three different types of datasets: IEMOCAP
(acted, no restriction on spoken content, induced emotions), MSP-Podcast
(natural, no restriction on spoken content, spontaneous emotions), and Crema-
D (acted, restricted to 12 sentences, prototypical emotions). The details of each

dataset are as follows.
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3.21 IEMOCAP

IEMOCAP dataset is a multimodal dyadic conversational dataset recorded
with 5 female and 5 male actors Busso et al., 2008. It contains conversations
from 5 sessions wherein each session one male and female actor converse
about a pre-defined topic. Each session is segmented into utterances manually,
and each utterance is annotated by at least 3 annotators to categorize into one
of 8 emotion classes (angry, happy, neutral, sad, disgust, fear, excited). Conver-
sations are scripted and improvisational in nature. In this work, we followed
previous works in choosing data for our experiments. We combined happy
and excited emotions into one class. We choose a subset of data consisting of
4 emotions: angry, sad, neutral, happy. As the number of speakers and utter-
ances in this dataset is low, we opted for 5-fold cross-validation (CV) to obtain
reliable results. As it was shown in Raj et al., 2019 that speaker verification
models capture session variability along with speaker characteristics; we did
leave-one-session-out training for 5-fold CV to avoid overlapping of speakers
and sessions between training and testing. In each fold, we used the micro-f1
score (refer to Chapter 2 for definition) as our metric, and hence, we reported

an average of micro-f1 scores of 5-fold CV for each experiment.
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3.2.2 MSP-Podcast Dataset

MSP-Podcast corpus’ Lotfian and Busso, 2017 is collected from podcast record-
ings. The recordings are processed with several tools before including them
in the dataset. First, the speaker diarization tool is used to obtain segments
for each speaker and remove all the segments shorter than 2.75 seconds and
longer than 11 seconds. Then the segments with SNR less than 20dB, back-
ground music, telephone quality speech, and overlapping speech are removed.
The remaining clean segments are annotated by crowd-sourcing workers after
manual screening into one of 8 emotion classes (angry, happy, sad, surprise,
tear, disgust, contempt, neutral) or other. In this work, we used 5 emotions:
angry, happy, sad, neutral, disgust for classification as in Lotfian and Busso,
2019. We used the standard splits in Release 1.4 for training, development,
and testing. This dataset has 610 speakers in the training split, 30 in the

development, and 50 speakers in the test split.

3.2.3 Crema-D Dataset

Crema-D dataset” is a multimodal dataset (audio and visual) with 91 profes-
sional actors enacting a target emotion for a pre-defined list of 12 sentences.
It includes 48 male and 48 female actors with a diverse ethnicity and age
distribution. In this work, we use 4 emotion categories: angry, happy, sad,

and neutral. We discarded disgust and fear to balance the dataset. We used 51

!Data provided by The University of Texas at Dallas through the Multimodal Signal Pro-
cessing Lab. This material is based upon work supported by the National Science Foundation
under Grants No. IIS-1453781 and CNS-1823166. Any opinions, findings, and conclusions or
recommendations expressed in this material are those of the author(s) and do not necessarily
reflect the views of the National Science Foundation or the University of Texas at Dallas.

Zhttps:/ /github.com /CheyneyComputerScience/ CREMA-D
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actors in training, 8 for development, and 32 for testing.

3.3 Transfer learning from speaker recognition mod-
els

In this section, we present details of the x-vector model reused for the SER
task. Then, we explain the transfer learning approach followed to transfer
knowledge to achieve the SER task. It is shown in the literature that i-vectors
and x-vectors perform well on speaker-related tasks such as speaker ver-
ification (Villalba et al., 2019), speaker diarization (Shum et al., 2013; Sell
and Garcia-Romero, 2014; Maciejewski et al., 2018; Sell et al., 2018). In this
work, we only exploit the x-vector model because of its superiority over i-
vectors (Snyder et al., 2018) and also because it is easy to adapt for downstream

tasks.

3.3.1 x-Vector Model

In this work, we perform transfer learning from a state-of-the-art ResNet
x-vector model reported in (Villalba et al., 2019). The network consisted of
three parts: frame-level representation learning network, pooling network,
and utterance-level classifier. Frame-level representation learning network
uses ResNet-34 (He et al., 2016) structure, which consists of several 2D con-
volutional layers with short-cut connections between them. After that, we
used a multi-head attention layer to summarize the whole utterance into a

large embedding. This layer takes ResNet outputs x; as input and computes
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Component Layer Output Size
7x7,16 T x 23
Frame-level g z g’ 12 x 3 T x 23
Representation 3% 330 ’
) , : T
Learning 3%3.32] 4, stride 2 7 x 12
3 X 3, 64 . T
3 % 3,64 X 6, stride 2 7 X6
3 x 3,128 . T
3% 3,128 X 3, stride 2 g x3
average pool 1 x 3 %
Pooling 32 heads attention 32 x 128
Utterance-level FC 400
Classifier EC #spk:12,872

Table 3.1: ResNet architecture used in the x-vector model

its own attention scores wy, ; for each head h:

exp(—sy, ||xt —
- p(=sulIxt = mll) (3.1)

a Zthl exp(—sy [|Ixt — pll) .

Attention scores wy, ; are normalized along time axis.

Output embedding for head # is the weighted average over its inputs:
e, = th,txt (3.2)
t

Different heads are designed to capture different aspects of the input signal.
Embedding from different heads is concatenated and projected by an affine
transformation into the final embedding. From the pooling layer to output,
there are two fully connected layers, and it predicts speaker identity in the
training set. Angular softmax (Liu et al., 2017) loss was used to train the

network. The whole network structure is illustrated in Table 3.1.

We trained the x-vector model using the following datasets:
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¢ Switchboard phasel-3 and cellularl-2.

e NIST SRE04-10

e NIST SRE12 telephone data

e NIST SRE12 phone calls recorded through a far-field microphone
* MIXERG® telephone phone calls

¢ MIXER6 microphone phone calls

¢ VoxCeleb 1+2: We concatenated all examples from the same video into

one file

¢ SITW-dev-core: single speaker segments from the Speakers in the Wild

development set

SRE12 microphone, MIXER6 microphone, VoxCeleb, and SITW-dev-core were
downsampled to 8 kHz. In total, there are 12, 872 speakers with 735, 018

utterances after removing utterances short than 8 seconds.

3.3.2 Speech Emotion Recognition (SER)

Generally, the performance of an x-vector model is a good indicator of its
ability to discard speaker irrelevant information. That is, the embeddings
extracted from a state-of-the-art x-vector model might have lesser emotion
information compared to the embeddings of a slightly worse model. In this
work, we perform transfer learning from two versions of pre-trained x-vector

models: one trained with augmentation and another without augmentation.
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Figure 3.1: Transfer learning from x-vector model for SER

Augmentation is applied using MUSAN corpus (Snyder, Chen, and Povey,
2015). We refer to the model trained with augmentation as ResNet-aug and
its speaker verification performance on the SITW dataset is 2.39. Similarly,
the model trained without augmentation is denoted with ResNet-clean which
stands at 3.89 EER on the SITW dataset. As expected, the speaker verification
performance of ResNet-aug is better than ResNet-clean as the former model is
trained with augmentation and hence more able to discard irrelevant informa-
tion. Based on this observation, we hypothesize that embeddings extracted

from ResNet-aug contain less emotion information compared to ResNet-clean.

From a pre-trained x-vector model, we can transfer knowledge to achieve

SER in two ways:

¢ Extract x-vectors and train a standard linear model like logistic regres-

sion (LR) for emotion classification.
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* Replace the speaker-discriminative output layer with the emotion-discriminative
layer and fine-tune. In other words, use the weights learned in pre-
training for all the layers except the last layer and then optimize all the
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