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Abstract

In the speech research community, a very challenging topic researchers are

interested in is the sequence-to-sequence labeling problem. Speech is a

complicated signal, and many tasks aim to assign a sequence of various labels

to the signal. Before, the traditional hybrid approach models this problem as

a combination of different stages. A separate intermediate label sequence is

introduced at each stage, and a component is optimized to model the probabili-

ties. In contrast, end-to-end models have recently become increasingly popular.

Sequence-to-sequence models, a type of end-to-end model, take the sequence

as input and predict the target sequence directly, which is more intuitive. They

usually predict one label at each time, widely known as autoregressive mod-

els. Autoregressive models are easy to train and have an excellent theoreti-

cal explanation connecting the probability chain rule. This simplicity also re-

sults in inefficiency for the inference, particularly with those lengthy output

sequences. This becomes a severe problem in reality when the output sequence

is particularly long, like a sequence of characters.
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ABSTRACT

To speed up the inference procedure, researchers started to be interested in

another type of sequence-to-sequence model, known as non-autoregressive

models. In contrast to the autoregressive models, non-autoregressive mod-

els predict the whole sequence within a constant number of iterations. How-

ever, non-autoregressive model training is more challenging compared to au-

toregressive models.

In this dissertation, we propose two different types of non-autoregressive

models for speech applications: mask-based approach and noise-based ap-

proach. To demonstrate the effectiveness of the two proposed methods, we ex-

plored their usage for two essential topics: speech recognition and speech

synthesis. The two novel directions proposed in this dissertation provide a

good tradeoff between performance and decoding speed and are important for

the non-autoregressive speech research field. They allow researchers to apply

larger sophisticated networks in their research and companies can also use

those methods for businesses to provide service with better quality under time

and budget constraints. Some of the methods in this dissertation are not lim-

ited to speech applications and may facilitate neural network research in other

fields, like neural machine translation or image captioning.

Primary Reader and Advisor: Najim Dehak

Secondary Reader: Jesus Villalba Lopez, Hynek Hermansky
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Chapter 1

Introduction to Speech

Applications and Models

Communication is the procedure of transmitting information, and it is cru-

cial in human-to-human interactions. Speech is a convenient human vocal com-

munication system with language, one of the most natural ways for people to

communicate. For example, in comparison, there exist some languages don’t

have writing system. Those facts may explain why speech is widely adopted

for human-computer interaction.

Even though for human beings, it is easy to communicate with speech from

a very young age [1], the development of speech technologies for machines al-

ready has taken a long time. The communication process includes two stages,

receiving and sending. For speech, these are the process of recognition and

1
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Alice wants to send a

private message to Bob.

Recognition

Synthesis

Figure 1.1: Speech recognition and synthesis.

generation, as shown in Figure 1.1.

Speech recognition is the process of recognizing human speech from audio.

The verb ‘recognize’ here indicates extracting the content (text) information

from the speech. Getting the text information is the first vital step towards

understanding. While the ability to recognize seems natural to humans, it is

still challenging for machines to achieve high recognition quality under some

instances, for example, noisy environment [2], spontaneous speech [3]. Recog-

nition speed is another concern to apply for large-scale applications.

Speech synthesis is the process of generating audio from text information.

This is how the computer gives feedback to humans during the conversation.

Recently with the development of deep learning [4–9], many proposed systems

are able to generate high fidelity audio which is clear, natural and easy to

follow. Since the fidelity has been improved a lot, there are increasing demands

to speed up the generation process and fit it into small portable devices.

2
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Those two are the main focus of this dissertation. While the understanding

plays an important role in the interaction, the analysis is usually based on the

text instead of using the speech directly. Thus it is out of the scope of this

thesis. Currently, most successful approaches tackle speech recognition and

synthesis by probability and statistical modeling. To help to understand it,

it is better to start the introduction with mathematical definitions, which are

given in the following sections.

1.1 Mathematical Definition of Speech

Recognition

If we denote the speech observation as x and the text sequence as y, then

the speech recognition problem is finding the most appropriate text sequence y

given the observation x. To represent the observation and the outcome, there

are different choices in the literature.

For the speech observation x, common choices include Mel-frequency cep-

stral coefficients [10] (MFCC), filter bank features (FBANK), perceptual linear

predictive [11] (PLP), and raw waveform samples. For the output sequence y,

there are different choices, and they are usually chosen empirically based on

the corpus. While words may consider intuitively to be the unit of the lan-

guage, they are not used widely when the lexicon is not included because of

3
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the large dictionary size and difficulties in modeling unseen ones. Instead,

end-to-end systems embrace different forms y of word factorizations, such as

characters [12], subwords [13].

In the earliest stage of speech recognition research, templates are built for

individual words in the dictionary, and the recognition is designed as a pro-

cedure of matching between observations and templates using dynamic time

wrapping [14] (DTW):

argmax
k

P (yk|x) (1.1)

where yk is a single word from the dictionary and x is a small speech segment.

This method is proposed for the isolated word recognition and to get individ-

ual x, a pre-processing step is needed to find the boundary of individual words.

Overall, this method isn’t working well for real-life speech because most speech

is continuous instead of isolated words. Also, mathematically, recognizing in-

dividual words ignores the latent structure of the human language, which is

crucial to determine words with similar pronunciation.

The Dragon system [15] introduces Hidden Markov Model (HMM) and mod-

ular design, which soon becomes the dominant approach among the speech

recognition community. The problem of speech recognition is factorized as the

combination of acoustic model, lexicon, language model, and decoder. Different

groups of researchers are working on individual components, and the improve-

ment of those components leads to the performance boost of speech recognition

4
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in different ways.

For the continuous speech recognition, the goal is to find the optimal se-

quence y given the observation x

argmax
y

P (y | x) ∝ P (x | y)P (y) (1.2)

where the decomposition follows Bayes’ Rule. The first term P (x | y) involves

acoustic model and lexicon, while the second term P (y) is modeled by the lan-

guage model.

Acoustic model builds the connection between input observations x and lin-

guistic units like phonemes. Various statistical models are proposed, including

Gaussian Mixture Models (GMM), sub-space GMM [16] and deep neural net-

work [17] (DNN). Lexicon is similar to a dictionary which includes the map-

ping between phoneme sequences and words. Language model estimates how

likely a text sequence y appears and we have seen a shift from adopting N-

gram model [18], to recurrent neural network [19] (RNN) and Transformer

network [20].

This decomposition has been challenged in recent years with the availabil-

ity of large amount of labelled data and development of neural machine trans-

lation (NMT) models [21] which surpassed the traditional statistical machine

translation (SMT) models [22] with a very similar decomposition. Applying

similar methodologies to the speech recognition, end-to-end speech recogni-

tion [23] becomes increasingly popular nowadays. Most end-to-end approach

5
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still embraces a similar decomposition as equation 1.2 where P (y) is the lan-

guage model trained on external data. However end-to-end approach greatly

simplifies the whole process since P (x | y) is estimated directly by the neural

network. End-to-end approach leads to state-of-the-art performance on multi-

ple datasets [24].

1.2 Mathematical Definition of Speech

Synthesis

The research of speech synthesis can be traced back to eighteen century [25].

A Hungarian pioneering, Wolfgang Ritter von Kempelen, built a mechanical

speaking machine by wood to mimic human speech production. It includes a

pressure chamber as lungs, a leather tube as the vocal tract and a metal reed

as the vocal cords. It can produce different vowels by changing the shape of the

tube. The related observations and experiments are published in his book [26].

Later research followed this direction, and different studies focused on the

physiology of speech production. Two methods were proposed to simulate the

vocal tract resonance characteristic: articulatory synthesis [27, 28] and for-

mant synthesis [29, 30]. Articulatory synthesis models articulation processes

in the human vocal tract while formant synthesis uses mathematical models

such as additive synthesis to create the signal. The latter one is an example

6
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of parametric synthesis which uses parameters to describe the characteristics

of the vocal tract without the need for waveform samples. In contrast, a differ-

ent approach, concatenative synthesis utilizes the waveform database to create

continuous speech. The main focus is on selecting the proper pre-recorded unit

from the database based on the context analysis and concatenating them to

get smooth audio. The selection process relies on a large number of resource

materials that require many hours of work and are pretty expensive. The con-

catenation process is crucial for obtaining smooth transitions to avoid acoustic

glitches. Even with the proper setup, concatenative synthesis still suffers from

coverage issues when the unit is not seen in some context.

In recent years, with the development of statistical models, especially neu-

ral networks, the naturalness and expressiveness of statistical parametric syn-

thesis have been greatly improved [4–9]. In contrast, statistical models extract

parametric representations of speech from the database and model them by

a set of generative models. Those spectral and excitation parameters are es-

timated based on contextual information. They are typically estimated by a

Maximum Likelihood criterion

θ = argmax
θ

p(x | y, θ) (1.3)

where θ is a set of parameters, x is a set of training data, and y is a set of

word sequences or phoneme sequences. To generate the speech, we can either
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sample from the model p(x | y) or take the one with maximum probability:

x = argmax
x

p(x | y, θ) (1.4)

In comparison, the statistical parametric synthesis can be extended naturally

to the unseen context and the quality heavily depends on the expressiveness of

the model p(x | y). The statistical parametric synthesis also allows flexibility

in changing its voice characteristics and speaking styles by naturally intro-

ducing additional parameters. Because of these reasons, statistical parametric

synthesis is the most popular approach among the text-to-speech research com-

munity, and concatenative synthesis is not discussed in this thesis.

1.3 Hybrid Models

Hybrid models are a combination of multiple models and they were broadly

adopted for speech applications. Hybrid models split the whole task into multi-

ple sub-tasks and train different parts separately. The split process usually in-

volves domain knowledge and human experience. Intermediate labels are often

required in order to do the sub-task training. By optimizing the performance

of the individual component, the combined system usually works reasonably

well, specially with a limited amount of training data.
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1.3.1 Hybrid Models for Speech Recognition

As mentioned in equation 1.2, the training of hybrid speech recognition sys-

tem involves the posterior P (x | y) and the prior P (y). The former probability

can be further factorized as

P (x | y) =
∑︂
q

P (x,q | y) (1.5)

=
∑︂
q

P (x | q,y)P (q | y) (1.6)

=
∑︂
q

P (x | q)P (q | y) (1.7)

where q is the phone state sequence which builds the connection between word

sequence y and actual sound x. The last equation introduces conditional in-

dependence assumption that given the phone states sequence, observation x

and word sequence y are independent. P (q | y) measures the pronunciation of

different words and is usually given by the Lexicon. P (x | y) estimates prob-

abilities of acoustics given the phone states which is modelled by the Acoustic

Model. To combine scores from acoustic model and language model, Weighted

Finite State Transducers [31] is typically used. However for decoding, proper

weights are still needed to balance these two since they are trained separately

on different data.

9
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1.3.2 Hybrid Models for Speech synthesis

The resolution of waveform samples is much higher than the resolution of

word or phoneme sequences. Thus in order to generate the waveform, similar

to speech recognition, the most popular speech synthesis system relies on an

intermediate representation between samples and phoneme sequences. This

representation is largely chosen by experience, for example, mel-spectrogram

or linear-spectrogram features. By introducing this intermediate feature, text-

to-speech is divided into two sub-tasks:

Character-to-features (C2F) predicts linear spectrogram or mel-spectrogram

features from given input text/phoneme sequence and speaker identity. Many

C2F models have been proposed in the literature, including autoregressive sys-

tems such as Tacotron [32], Tacotron 2 [33], and non-autoregressive systems

like FastSpeech [34], non-attentive Tacotron [35].

Vocoder generates the waveform given spectrogram features as input. Be-

cause of the high resolution of waveforms, for instance, 16000 or 24000 samples

per second, in general, the waveform generation is the slowest part in speech

synthesis. WaveNet [36] is the first neural model that reaches high quality, and

it can be used as a neural vocoder. However, the generation speed of WaveNet

is extremely slow due to the autoregressive characteristic and large network

architecture. WaveRNN [37] uses much simpler architecture, and the perfor-

mance is close to the WaveNet. Nevertheless, it is still an autoregressive model,
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so the sample needs to be computed one by one.

1.4 End-to-end Models

For hybrid models, errors may accumulate along different sub-tasks since

individual components are trained without input errors. Also, labels at dif-

ferent stages are required as the target for the sub-task training, which can

be both expensive and time-consuming to get. End-to-end models, in contrast,

introduce a standalone model for the task without dividing it into separate

problems, which simplifies both training and inference.

For the two important topics discussed in this thesis, speech recognition

and speech synthesis, both of them take a sequence as input and predict an-

other sequence with various lengths. The length of the input sequence and

output sequence can be quite different. Encoder-Decoder sequence-to-sequence

(Seq2Seq) model is proposed in [38] to handle the problem of mismatch length.

As shown in Figure 1.2, it consists of the encoder and decoder, which han-

dles input and output sequence separately. Encoder and decoder usually ex-

change information via the attention mechanism [39] between them. End-

to-end sequence-to-sequence models play an essential role in speech applica-

tions and have become increasingly popular with the development of comput-

ing hardware as well as a large amount of available data.
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Encoder Decoder

x0 x1 x2 x3 x4 y0 y1 y2 y3<sos>

ŷ0 ŷ1 ŷ2 ŷ3<eos>

Figure 1.2: Encoder-Decoder architecture.

1.4.1 E2E Models for Speech Recognition

In recent years, end-to-end models have started to catch up with or even

surpass the hybrid speech recognition system [24]. End-to-end models directly

estimate P (x | y) in equation 1.2 without the need of lexicon. It predicts the

probabilities of characters or subwords directly based on the input speech and

contextual information. However, language model P (y) is still included for

most cases which is trained separately on a large text corpus.

1.4.1.1 Transformer-based E2E ASR

The transformer model is a sequence-to-sequence encoder-decoder model

originally introduced for neural machine translation [39]. Transformer applies

attention-based modules to learn sequential information instead of recurrent

connection employed in the recurrent neural networks. To transfer information
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from the encoder to the decoder, it adopts the cross attention similar to the one

included in the recurrent-based E2E ASR model.

The main disadvantage of the Transformer-based E2E ASR system is the

decoding speed. While the hidden dimension, in general, is much higher than

the sequence length in neural machine translation [39]; this observation doesn’t

hold to speech applications. Speech recognition typically uses Mel-spectrogram

features as input, and the input sequence length highly depends on the frame

size and frame shift. For example, World Street Journal (WSJ) [40] is a com-

monly used corpus for speech recognition and the lengthiest audio in the train-

ing set includes 2,433 frames when the frame shift is 10ms. For the output

sequence, it totally depends on the output tokens used. On the same dataset,

the longest training sample includes 253 characters.

A practical solution is to include down-sampling operators in the encoder to

reduce the sequence length. Even with the down-sampling in the encoder, the

autoregressive systems still suffer from the slow decoding problem since the

generation speed always depends on the output sequence length. For instance,

for WSJ, 253 characters require 253 predictions since the model needs to pre-

dict one character by one character. Each prediction requires one forward pass

of the decoder.

13
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1.4.2 E2E Models for Speech Synthesis

End-to-end text-to-speech combines character-to-features with the vocoder,

and it is promising to deploy in reality since only one model is needed. However,

it is challenging because of two different reasons. First, the mapping between

characters/phonemes and intermediate features, usually known as the align-

ment, is not easy to model. To get the alignment, it requires the participation

of speech recognition models. That indicates errors are usually included. Dur-

ing the generation, the alignment is not available which needs to be provided

by the model prediction. Second, the resolution of intermediate features and

samples are quite different. A lot of upsampling is needed to synthesize the

waveform and details are required.

FastSpeech 2 [41] is a popular End-to-End speech synthesis framework. It is

conditioned on multiple additional features to address the variations in speech,

including pitch, energy and duration. To make the end-to-end training possi-

ble, multitask training is also introduced to predict intermediate features and

waveform samples simultaneously.

EATS [42] requires less conditioning signals but the training objective is

much more complicated, which combines multi-resolution adversarial loss, dy-

namic time warping loss and length prediction loss. Even though additional

information is not extracted during training, the objective becomes difficult to

tune and dynamic time warping loss is slow to compute due to the dynamic
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programming and non-smooth optimization.

1.4.3 Autoregressive Training

The Sequence-to-sequence model predicts sequences with various lengths.

In general, it is challenging to predict the output sequences directly since they

have very high complexities. For some instances, like text-to-speech or Man-

darin recognition, the output vocabulary size is enormous. In addition to the

large vocabulary size, some sequences are quite long. Besides, those two se-

quences have quite different latent structures: one sequence is a text sequence

while another measures the amplitude of the waveform or represents certain

features extracted from the samples. The differences between those two signals

make the training even more challenging.

To make sequence-to-sequence training possible, autoregressive models are

widely adopted for speech applications. For the autoregressive model, only one

token is predicted each time instead of multiple tokens, reducing the complex-

ity of the output space.

For the Transformer-based E2E ASR, the decoder takes the text sequence

as input. It predicts the next token, based on contextual information from the

input text and the input audio. The input sequence is ’shifted’ to guarantee

that the input and output share the same length. The start-of-sentence token

(sos) is added before the input sequence and the end-of-sentence token (eos) is
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appended after the output sequence. Some examples are included in Table 1.1.

Table 1.1: Autoregressive training examples from one sentence. Each training
sentence provides multiple training examples with variable length. In this ta-
ble, three of them are included. Input sequence to the decoder always have the
same length as the output sequence. Bold words are special tokens indicating
the start or the end of the sentence. By adding these two special tokens, in-
put sequence and output sequence is shifted by one position. During inference,
tokens are predicted one by one starting from sos, shown in the second case.

Input
sos

Output
Alice

Input
sos Alice wants to send a private

Output
Alice wants to send a private message

Input
sos Alice wants to send a private message to Bob

Output
Alice wants to send a private message to Bob eos

For Text-to-Speech (TTS), Wave-Tacotron [43] handles longer-term depen-

dencies autoregressively by conditioning each flow on preceding blocks. Sam-

ples within each block are estimated by the flow, which enables parallel train-

ing and synthesis. Dependencies between blocks are more difficult to solve

since it must synthesize the fine-time structure in the waveform as well as

produce a coherent long-term structure like prosody and semantics. Text-to-

speech is a multimodal generation problem with many variations like speaking

style and phonation modes. Conditioning on the whole history resolves many

uncertainties about the fine-time structure and long-term structure, which is
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also preserved by the conditional dependence assumption. This makes the au-

toregressive model training easy and stable. Different blocks still need to be

generated sequentially for the inference, which might be inefficient for some

real applications.

1.5 Disadvantages of Autoregressive Sys-

tems

As discussed in the last section, autoregressive models are widely adopted

by the speech community. However, from the previous introduction, there are

several clear disadvantages of those autoregressive approaches:

• Slow. Autoregressive systems have to decode token-by-token, which is

extremely slow for long utterances. For speech recognition, sentences

should be able to be recognized in parallel in many cases, but autore-

gressive models need to recognize character by character or word by word

as shown in Figure 1.3. It becomes even a serious issue for speech synthe-

sis since high-fidelity audio requires a high sampling rate, for example,

16,000 or 24,000 samples per second.

• Mismatch between training and inference. During training, teacher forc-

ing is utilized to speed up the computation. However, during inference,
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Decoder

ŷ0 ŷ1 ŷ2 ŷ3<sos>

ŷ0 ŷ1 ŷ2 ŷ3 <eos>

Figure 1.3: Autoregressive model: slow inference. Dashed line represents

feeding the network prediction as the decoder input, which indicates one for-

ward pass through the whole decoder.

errors accumulate when the utterance becomes longer. Those decoding

mistakes introduce mismatches, which are not covered during training

as explained in Figure 1.4. These mismatches make the inference per-

formance unpredictable. A special issue of speech recognition decoding is

the usage of beam search, which is not included in the training.

• Uni-directional. Autoregressive systems consider only uni-directional in-
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Decoder

y0 y1 y2 y3<sos>Training

Decoder

ŷ0 ŷ1 ŷ2 ŷ3<sos>Inference

ŷ0 ŷ1 ŷ2 ŷ3 <eos>

Figure 1.4: Autoregressive model: mismatch between training and inference.

For training, ground truth sequence y is used while the network prediction ŷ

is the only choice for inference. y and ŷ can be quite different.

formation from the start of the output sequence to the current position.

One example is included in Figure 1.5. This limited information is prob-

ably not enough to make decisions. For instance, in speech recognition,

uni-directional information introduces high uncertainties, which results

in prediction errors. Those errors cannot be fixed when bi-directional in-

formation becomes available without beam search.

• Not intuitive and not similar to how the human brain works. Humans

cannot recognize some words at the beginning of the recognition, but they

can still determine them based on the context. The state-of-the-art au-

toregressive ASR systems work quite differently and need to determine

each token or rely on the beam search.
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Decoder

y0 y1 y2<sos>

ŷ3

Figure 1.5: Autoregressive model: unidirectional decoding.

1.6 Towards Non-autoregressive Speech

Applications

Autoregressive systems are easy to train but slow to decode. To bridge

the gap between training and inference, a natural idea is to make the train-

ing process more challenging, which should be close to the inference. Non-

autoregressive models are a different type of model which predicts the whole

sequence directly. This improves inference speed by a large margin because a

constant number of passes through the decoder is needed, which doesn’t de-

pend on the length of the output sequence. To predict the whole sequence,

non-autoregressive models also take the whole sequence as input. Intuitively,

the input sequence is incomplete, noisy, and contains many mistakes, while the
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output sequence is expected to be more accurate than the input sequence. An

example of comparison between autoregressive and non-autoregressive models

is shown in Figure 1.6.

Decoder

ŷ0 ŷ1 ŷ2 ŷ3<sos>

ŷ0 ŷ1 ŷ2 ŷ3 <eos>

Autoregressive

Decoder

ŷk0 ŷk1 ŷk2 ŷk3

ŷk+1
0 ŷk+1

1 ŷk+1
2 ŷk+1

3

Non-autoregressive

Figure 1.6: Comparison between autoregressive and non-autoregressive sys-

tems. They usually share the same encoder, so the encoder is omitted in this

figure. For non-autoregressive systems, since the whole sequence is fed into

the decoder, there is no need to use special tokens. Instead, it uses multiple

iterations to decode the utterance and the result ŷk+1 of k + 1-th iteration de-

pends on iteration k.

1.6.1 Benefits of Non-Autoregressive Systems

Compared to the autoregressive systems, non-autoregressive systems have

the following advantages:

• Fast. Tokens can be predicted in parallel in certain order iteratively.

So the inference complexity is linear with respect to the input utterance
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length. For example, in speech recognition, different sentences can be de-

coded in parallel. This brings even large benefits to the speech synthesis

since each second of audio requires 16,000 to 24,000 samples.

• Similar training and inference objective. In both training and inference,

the network make predictions based on partial or some initial decoding

results. This makes training and inference objectives similar. Also, non-

autoregressive systems are able to avoid the post-processing stages such

as beam search, which unifies training and inference.

• Bi-directional contextual information is taken into consideration. Non-

autoregressive systems decode tokens simultaneously, which introduce

bi-directional information. Errors made in the early stage can be resolved

in the later iterations.

• More intuitive and similar to the human brain. Different non-autoregressive

systems have different similarities, which are covered in the following

sections.

22



CHAPTER 1. INTRODUCTION TO SPEECH APPLICATIONS AND
MODELS

1.6.2 Why Non-Autoregressive Systems are chal-

lenging to train

Non-autoregressive systems introduce strong conditional independence as-

sumptions. Usually, results decoded in the same iteration are assumed to

be conditional independent. This assumption is too strong in general. For

instance, if nearby tokens are decoded together, the network may not have

enough contextual information to decide them. One extreme example is that

there might be multiple correct decoding sequences with the same length due

to the ambiguity introduced by sub-word decomposition. That indicates it is

better to decode nearby tokens in different iterations. Thus, multiple itera-

tions might be helpful.

Another challenge is to decide the sequence length in advance. Insertion-

based non-autoregressive systems [44, 45] can dynamically grow the canvas

size, while the masking-based approaches require predicting the output se-

quence length in advance before the first decoding iteration. One possibility is

to set the output sequence length to something related to the input sequence

length. In such cases, the length of the final output is dynamically changed

based on the predictions.
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1.7 Non-Autoregressive Methods Proposal

In this dissertation, two different non-autoregressive directions are pro-

posed to address concerns in the last section: mask-based and noise-based.

These two directions are explored in other field, like machine translation [46],

image generation [47]. It is the first time to be used for non-autoregressive

speech applications.

1.7.1 Mask-based Approach

The mask-based approach introduces a special token ⟨MASK⟩ to indicate

that the position hasn’t been decided yet. During training, ground truth se-

quences are masked randomly, and the model is optimized to predict the origi-

nal unmasked tokens. The inference starts from a sequence with all ⟨MASK⟩ s

and gradually recovers the whole sequence based on partial results. The pro-

cedure of training and inference is illustrated in Figure 1.7.

One inference example is shown in Figure 1.8. The decoding is finished

within K = 3 iterations, which indicates three passes through the decoder. The

encoder only needs to be computed once.
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Decoder

y0 ⟨MASK⟩ y2 ⟨MASK⟩ ⟨MASK⟩

y0 y1 y2 y3 y4

Training

Decoder

ŷk0 ŷk1 ŷk2 ŷk3 ŷk4

ŷk+1
0 ŷk+1

1 ŷk+1
2 ŷk+1

3 ŷk+1
4

Inference

Figure 1.7: Diagram of mask-based approach. ⟨MASK⟩ is a special token indi-

cates that the corresponding position is not decided yet. Inference starts from

ŷ0 which contains only ⟨MASK⟩ .

Iteration k

0 1 2

⟨MASK⟩

⟨MASK⟩

⟨MASK⟩

⟨MASK⟩

⟨MASK⟩

It

is

so

past

⟨EOS⟩

⟨MASK⟩

⟨MASK⟩

so

⟨MASK⟩

⟨EOS⟩

Its

is

fast

⟨MASK⟩

is

so

fast

⟨EOS⟩

It

Decoder Decoder Decoder

Figure 1.8: Example of mask-based approach decoding with K = 3 iterations

for speech recognition. Shade indicates confidences from the model prediction.

25



CHAPTER 1. INTRODUCTION TO SPEECH APPLICATIONS AND
MODELS

Figure 1.9: Example of noise-based approach training for speech synthesis.

1.7.2 Noise-based Approach

The noise-based approach adds noise to the ground truth sequence, and

the network is learned to predict the original uncorrupted signal. Different

amounts of noise are added during the training, so the model is expected to

learn the denoising process with any portion of noise. During inference, start-

ing from an initial signal with a certain amount of noise, the network refines

the signal iterative to reach high quality.

Network training for noise-based speech synthesis approach is shown in

Figure 1.9. Noise is injected into the clean waveform, and the model is trained

to recover it from the corrupted one. This denoising process requires an under-

standing of the global structure.

Inference example is included in Figure 1.10. It starts from the pure Gaus-

sian noise (n = 0), and the network denoises the input signal. The decoding

finishes within K = 6 iterations.
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n = 0

n = 1

n = 2

n = 3

n = 4

n = 5

n = 6

Figure 1.10: Example of noise-based approach decoding with K = 6 iterations.
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1.7.3 Relationship between Two Methods

Mask-based and noise-based are two different ways to introduce the distur-

bances on the target sequence:

• Mask-based approach introduces special ⟨MASK⟩ token, which can be con-

sidered as a discrete noise

• Noise-based approach directly adds perturbations, which can be both con-

tinuous and discrete

Recovering from these disturbances helps the network to model the data dis-

tribution or conditional distribution.

In both cases, the network predicts the directions to higher log-likelihood re-

gions. The mask-based model predicts the discrete edits (substitutions) on the

discrete sequence. Those edits are directions to modify the discrete sequence

to regions of higher log-likelihood, analogous to the gradient. The noise-based

approach introduces perturbations to broaden the support of the data distribu-

tion, and the target is closely related to the gradient.

The major difference between the two proposed methods is the percentage

of sequence updated during each iteration. Mask-based models tend to deter-

mine some tokens, and only some tokens are updated in each iteration. The

number of changes they made usually depends on the number of iterations.

For instance, if four iterations schedule is adopted, roughly one-quarter of the
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predictions are selected after one pass. Noise-based models update the whole

sequence every time to get a less noisy one. This matches the training process

where different noise levels are introduced to sample noisy sequences.

1.8 Datasets

Comprehensive studies are conducted on the proposed methods. To verify

their effectiveness, we rely on multiple datasets widely adopted by the aca-

demic or industry.

1.8.1 Speech Recognition

For the speech recognition, all systems are tested on four different datasets:

150-hours AISHELL dataset [48], 581-hours Corpus of Spontaneous Japanese

(CSJ) dataset [49], 81-hours Wall Street Journal (WSJ) dataset [40] and 210-

hours Tedlium2 dataset [50]. For the language, AISHELL includes Mandarin,

while CSJ contains Japanese. Both WSJ and Tedlium2 are English datasets.

Tedlium2 comes from real TED talks, which are noisier. The diversity of those

corpora provides more convincing conclusions.
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1.8.2 Speech Synthesis

For the speech synthesis task, we used Google’s proprietary speech dataset

consisting of 385 hours of high-quality English speech from 84 professional

voice talents for training models. A female speaker in the training dataset is

chosen for testing, who had also been used in previous studies [33,51–53]. The

test set included 1,000 sentences that cover different varieties of phonemes.

1.9 Contribution of this Dissertation

In the previous sections, we identified several disadvantages of autoregres-

sive systems and the barrier of switching to the non-autoregressive models.

Those are the topics covered in this dissertation, which makes the following

contributions:

1. We propose mask-based speech recognition approaches, which include

Conditional Masked Language Model (CMLM) and Factorized Masked

Language Model (FMLM).

(a) CMLM is inspired by the previous work [46], and it is the first at-

tempt of non-autoregressive end-to-end speech recognition.

(b) FMLM is proposed based on observations, and it reduces the number

of required iterations.
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(c) They reach similar performance as the autoregressive baseline on

Mandarin dataset while the performance is slightly worse on Japanese

and English dataset.

2. We propose noise-based speech synthesis approaches which are non-autoregressive

and support a dynamic trade-off between fidelity and inference speed.

(a) WaveGrad is a vocoder that generates waveform samples from the

input mel-spectrogram features.

(b) WaveGrad 2 is a phone-to-wave model which is the combination of

WaveGrad decoder with Tacotron-2 [33] based encoder.

(c) Both outperform other non-autoregressive baselines and bridge the

performance gap between autoregressive systems and non-autoregressive

systems. The mean opinion score difference is less than 0.1.

3. We adapted the noise-based approach idea to the speech recognition and

proposed Align-Denoise, which favors a single pass decoding and can be

considered as an extension to the existing CTC model.

(a) The method significantly speeds up both the training and inference

with no performance drop.

The methods proposed in this paper could be applied to lots of resource-limited

scenarios, like smartphones, tablets, voice assistants. They can reduce power
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consumption by reducing the inference time and providing better latencies.
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Chapter 2

The Literature of

Non-autoregressive Systems for

Speech Applications

Fast inference is a major concern for deploying neural network-based mod-

els to real-world applications. In recent years, non-autoregressive systems

have attracted more and more attention from the speech research community

due to the fast and straightforward inference scheme. This chapter briefly

reviews some previous essential work to better understand the literature of

non-autoregressive systems for speech applications.
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2.1 Non-autoregressive ASR

2.1.1 Hybrid Models

The hybrid speech recognition system introduced in Chapter 1.3.1 can be

considered as a non-autoregressive system if both the acoustic model and lan-

guage model are non-autoregressive. For example, the combination of deep

neural network acoustic model [17] and n-gram language model [54] is non-

autoregressive.

Common choice of acoustic model includes deep neural network (DNN) [17],

time-delay neural network [55], long short term memory (LSTM) [56], bidirec-

tional long short term memory (BLSTM) [57], Transformer [58], etc. Different

architectures have different receptive fields, which impacts the accuracy of the

acoustic unit prediction. For example, BLSTM outperforms LSTM by a large

margin [57] since it provides bidirectional information which uses future con-

text information.

The language model instead models how likely one text sequence appears.

n-gram model is commonly used for many speech recognition applications, and

different approaches [59, 60] have been proposed to improve it. Language

model also benefits from advanced neural architecture, like recurrent neural

network [61] (RNN), long short term memory [62] (LSTM), gated recurrent

unit [63] (GRU), Transformer [64], etc. However, all those advanced models
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are autoregressive: they condition on all or part of the previous tokens to pre-

dict the probability of the next token. The autoregressive characteristic makes

the inference slow since tokens are predicted one by one.

The dependencies between tokens are handled by the Weighted Finite State

Transducers [31] (WFST). Scores from ASR components, like acoustic model,

lexicon, language model, are unified in the WFST framework, which provides

flexibility for the implementation. For the inference, to find the optimal path

from the WFST, usually, the beam search process is used to greedily maintain

a certain number of most possible paths in the repository.

In summary, the hybrid model relies on a powerful language model to achieve

high quality, but they are usually autoregressive. The beam search process in-

troduces extra complexities which make the inference process slow. Also, it

results in discrepancies between training and inference, which are harmful for

optimization.

2.1.2 Connectionist Temporal Classification

For the end-to-end model, a real question is how to handle the mapping be-

tween frames and tokens. Commonly, multiple frames correspond to the same

token, and the number of frames varies a lot due to different speeds, speak-

ers, etc. Connectionist Temporal Classification [65] (CTC) is a fundamental

approach designed for the end-to-end model, and it is also the cornerstone of
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more advanced non-autoregressive systems.

CTC is proposed to handle the noisy and unsegmented input signal, for

example, speech. Speech is continuous, and the boundary between different

words or sub-words is usually not available. CTC is a general neural network

output whose objective function does not require any duration or segmentation

information.

CTC learns a direct mapping from the input frames to the vocabulary in

addition to a special token ϵ. This special blank token ϵ represents observing

a ‘blank’ or no label. To handle different alignment from various possible du-

rations of the same word, CTC introduces a many-to-one mapping B between

frame predictions and label sequence by removing all blank and repeated to-

kens from the prediction. Several examples are included in Table 2.1.

Table 2.1: Examples of CTC decoding. Mapping function B removes all blank
and repeated tokens from the model prediction. From the second and the third
case, to differentiate between ‘ll’ and ‘l’, one ϵ is needed in the middle.

Model Prediction Result
hhhhellll_lo hello

hhe__lll_llo hello

hhe__llllllo helo

Given the many-to-one mapping B, CTC maximizes the probability of all

appropriate alignment π. One alignment π is appropriate if B(π) = y. In other

words, CTC optimizes the probability of all possible paths which are mapped to
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the label sequence y after applying the mapping B. By marginalizing over all

possible alignments π, CTC does not require any segmentation and duration

information during training.

To model the probability of individual alignment π given the input sequence

x, CTC uses conditional independence assumption:

P (π | x) =
∏︂
t

P (πt | x) (2.1)

So basically prediction of each frame πt is independent conditioning on the

input sequence x. The objective function of CTC is

maxP (y | x) = max
∑︂

π:B(π)=y

P (π|x)

= max
∑︂

π:B(π)=y

∏︂
t

P (πt | x) (2.2)

During training, given the label sequence y, dynamic programming known as

the forward backward algorithm [65] can efficiently optimize the probability of

all possible paths. However the optimization for inference is not feasible and

it usually relies on the approximation. One simple and practical solution is to

use the greedy decoding

πt = argmaxP (πt | x) (2.3)

and then the prediction can be computed accordingly using B mapping

y = B(π) (2.4)
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The principal issue of CTC is the absence of dependence between predic-

tions, as shown in Equation 2.1. To incorporate the external language model

and beam search, the conditional independence assumption is usually artifi-

cially broken by the inclusion of a language model. This results in a discrep-

ancy between how models are trained and tested. In reality, CTC models ex-

hibit fast decoding but relatively poor performance [66].

2.1.3 RNN Transducer (RNN-T)

CTC makes a strong conditional independence assumption, and it requires

that the output length be smaller than the input length. RNN Transducer [67]

(RNN-T) elegantly solves both problems associated with CTC by introducing

two sub-networks:

• Predictor takes previous outputs and produces features in an autore-

gressive manner that can be used for predicting the following output.

• Joiner combines outputs from both encoder and predictor to predict the

next token.

By allowing multiple outputs for each input, RNN-T outperforms CTC in many

experiment results [66].

However, RNN-T makes both training and inference slow by using the au-

toregressive predictor. Since the predictor requires the history, outputs can
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not be estimated simultaneously, limiting its usage for real applications. Also,

the memory usage of RNN-T is quite large due to the computation of weights

between each input frame and each output.

2.1.4 Non-autoregressive End-to-end

Speech Recognition

Non-autoregressive systems are proposed to speed up the inference process.

For the hybrid system, the bottleneck of the inference usually comes from the

beam search and the external language model. Even though both acoustic and

language models can be non-autoregressive, the beam search still slows down

the inference procedure and is not powerful enough to handle the dependencies

between tokens.

A more exciting direction for speech recognition is the end-to-end

non-autoregressive models. End-to-end non-autoregressive models predict char-

acters or subwords directly, which does not require the participation of any

other models. By adopting powerful advanced models, we further show it is

possible to avoid the beam search during decoding.

Conditional Masked Language Model (CMLM) and Factorized Masked Lan-

guage Model (FMLM) [68] are the first attempts on the end-to-end

non-autoregressive speech recognition, which is covered in Chapter 3. CMLM
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is inspired by the previous work [46] on Neural Machine Translation, and we

explored its usage on the speech recognition task. We further proposed a novel

FMLM to bridge the gap between training and inference based on the observa-

tion. Our work verifies the possibility to make the non-autoregressive system

work with speech recognition, and we show similar or slightly worse perfor-

mance on different datasets.

Mask-CTC [69] is an extension to the proposed CMLM. The training proce-

dure is the same as CMLM, but the CTC greedy decoding result is adopted as

the initialization for inference. Mask-CTC proposes different criteria to select

some predictions, which are refined in the following iterations.

There is another direction of non-autoregressive speech recognition which is

based on CTC, including Imputer [70], Align-Refiner [71]. Those models work

directly on CTC alignment, and they need to apply the mapping B at the end

of the decoding. Imputer [70] applies a similar conditional masked language

model (CMLM) objective on the CTC alignment, and fixed block-based decoding

order is proposed. Align-Refiner [71] relies on the CTC greedy decoding, and

it optimizes the decoder (refiner) to reduce the word error rate after refining

multiple steps.
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2.2 Non-autoregressive Text-to-speech

Two popular directions of non-autoregressive models have been explored:

The flow-based approach and the GAN-based approach.

Flow-based models [72–77] is a generative model which is constructed by

a sequence of invertible transformations. The model explicitly learns the data

distribution p(x) by leveraging normalizing flow [78,79] and therefore the loss

function is simply the negative log-likelihood. Normalizing flow maps proposed

simple distribution p(z) to the data distribution p(x) via a series of invert-

ible transformations such as invertible 1 by 1 convolution [80], coupling-based

flows [72]. Those transformations require to be invertible in order to estimate

the likelihood, and their Jacobian determinants need to be easy to compute for

efficiency. Those require specialized architectures, which limit the expressive

power.

Generative Adversarial Network [53,81–87] (GAN) based approach uses the

combination of two sub-networks. The first sub-network, generator, maps the

simple distribution p(z) to the data distribution we are trying to model. The

second sub-network, discriminator, differentiates between real samples and

samples from the generator network. The discriminator provides the train-

ing signal to the generator during the training and the generator is optimized

to improve the quality to fool the discriminator. Text-to-speech is a multi-
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modal problem and there usually exists multiple possibilities corresponding

to the same input sequence. GAN is a good fit for the speech synthesis prob-

lem because it differentiates distributions instead. However, GAN-based ap-

proaches usually require additional losses, for example, losses on different res-

olutions [53] or STFT-based losses [42]. Also, GAN training is not stable with-

out proper hyperparameters.

2.3 Summary

With the development of deep learning, the performance of many speech

applications gets considerable improvement. Based on that, more and more re-

searchers and engineers have started to focus on improving the current state-

of-the-art autoregressive systems. Non-autoregressive is a very promising di-

rection, which involves more parallel computation. This dissertation proposes

two novel methods to improve the existing non-autoregressive speech applica-

tions.
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Mask-based non-autoregressive

Speech Recognition

The first attempt of non-autoregressive speech recognition combines a state-

of-the-art autoregressive ASR system with mask-based training. The autore-

gressive system discussed in this dissertation is the joint training of connec-

tionist temporal classification and attention [88]. This chapter starts with

the introduction of autoregressive system and walks through the process to

make the autoregressive system non-autoregressive by introducing the mask-

based idea. Two variations are discussed for the network training, which are

named conditional masked language model (CMLM) and factorized masked

language model (FMLM). Experiments include results on different datasets

and ablations related to the external language model and beam search, which
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are broadly used for autoregressive systems.

The Mask-based non-autoregressive model is built on the base of the current

autoregressive end-to-end speech recognition system. A general sequence-to-

sequence autoregressive model consists of an encoder and decoder. The encoder

takes the t-th input frame speech features xt like the log Mel filter bank coeffi-

cients as input and produces the corresponding hidden representations

ht = ht(x) (3.1)

The decoder predicts a next token yl based on the previous history y<l and all

hidden representations h = (h1,h2, · · · ):

P (yl | y<l,x) = Pdec(yl | y<l, fl(h)) (3.2)

where f is a l-dependent function on all hidden representations h. A com-

mon choice for f is an attention mechanism, which can be considered to be a

weighted combination of all hidden representations:

f att
l (h) =

∑︂
t

wl,tht (3.3)

where t enumerates all possible hidden representations in h. The weight wl,t is

usually determined by a similarity between the decoder hidden state at l and

hidden representation ht.
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3.1 Conditional masked language model

(CMLM)

The first training framework that we considered is inspired by the work

from non-autoregressive neural machine translation [46]. The idea is to re-

place y<l with partial decoding results we got from previous computations. A

new token ⟨MASK⟩ is introduced for training and decoding, similar to the idea

of BERT [89]. Let LM and LU be the sets of masked and unmasked tokens,

respectively. The posterior of the masked tokens given the unmasked tokens

and the input speech is approximated by,

P (yLM
| yLU

,x) =
∏︂
l∈LM

Pdec(yl | yLU
, fl(h)) . (3.4)

where the conditional independence assumption still holds like equation 2.1

for CTC. However, the main difference is the introduction of the partition LM

and LU. In the case of CTC, the unmasked part LU is empty, so all tokens are

conditionally independent. In our case, we carefully choose the split and adopt

predictions with high confidence. By embracing an iterative decoding strategy,

we gradually increase the size of the set of unmasked tokens LU and decrease

the size of the masked part LM by selecting predictions, starting from the empty

set LU and the whole set LM.

During training, some random tokens are replaced by this special ⟨MASK⟩ token.
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The network is asked to predict the original unmasked tokens based on input

speech and context. The total number of mask tokens is randomly sampled

from a uniform distribution of the whole utterance length. Ground truth to-

kens are randomly selected to be replaced with this ⟨MASK⟩ token. Intuitively,

when we mask more tokens, the model will rely more on the input speech.

In contrast, if we mask fewer tokens, the model will leverage more the lan-

guage context, similarly to a language model. This combines the advantages of

both speech recognition and language modeling. With the assumption that pre-

dictions of masked tokens are conditionally independent given unmasked to-

kens, masked tokens can be estimated simultaneously as the product in equa-

tion (3.4).

Because of the connection between this objective function and mask-based

pre-training [89], we named this approach Audio-Conditional Masked Lan-

guage Model (A-CMLM).

3.2 Factorized masked language model

(FMLM)

During the training of A-CMLM, ground truth tokens at LU in (3.4) are pro-

vided to predict the masked part. However, during inference, none of those

tokens are given. Thus the model needs to predict without any context infor-
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mation. This mismatch might be harmful to the final performance.

Inspired by [90, 91], we formalize the idea to mitigate the training and in-

ference mismatch as follows. Let Zi ⊂ [0, 1, ..., L − 1] be a length-(K + 1) sub-

sequences of indices such that

Z0 = ∅

ZK = [0, 1, ..., L− 1]

∀i Zi ⊂ Zi+1

(3.5)

where L is the output sequence length and K is the number of iterations. For

both training and inference, the objective can be expressed as

P (y | h) =
K∏︂
i=1

∏︂
l∈Zi∩Zi−1

Pdec(yl | yZi−1
, fl(h)) (3.6)

where Zi−1 are the set of indices not included in Zi−1, Zi ∩ Zi−1 are the indices

for decoding in iteration i. For example, to decode an utterance of length 5 with

3 iterations, one possibility is:

Z0 = ∅

Z1 = 0

Z2 = 0, 1, 2

Z3 = 0, 1, 2, 3, 4

(3.7)

Similar to A-CMLM, ⟨MASK⟩ tokens are added to decoder inputs when corre-

sponding tokens are not decided yet. A special case is the autoregressive case:

K = L and Zi = [0, 1, ..., i− 1].
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For the inference, one can only rely on the confidence from the model predic-

tions. Ideally, Zi should be decided based on confidence scores for the training

to match the inference case. During training, we sort all posteriors from itera-

tion i−1 and choose the most confident ones. The size of Zi is also sampled from

the uniform distribution between 0 and L to support different possibilities for

decoding. To speed up, we set K = 2 during training so that the optimization

objective can also be written as

P (y | h) =
∏︂
l ̸∈Z1

Pdec(yl | yZ1 , fl(h))

×
∏︂
j∈Z1

Pdec(yj | fj(h))
(3.8)

Comparing with equation (3.4), A-CMLM training only includes first term if

Z1 = LU and doesn’t optimize the probability
∏︁

j∈LU
Pdec(yj | fj(h)) for the first

iteration. However, during inference, some explicit factorization is still needed

based on the confidences.

Pseudo-code of the A-FMLM algorithm can be found in Algorithm 1.

3.2.1 Easy First Decoding

During inference, a multi-iteration process is proposed. Autoregressive

models typically use left-to-right decoding. In [46], they propose mask-predict

for non-autoregressive neural machine translation. In comparison, we pro-

pose a novel, simple decoding method for non-autoregressive speech recogni-
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input : minibatch size n, dataset D, encoder network fenc, decoder

network fdec

output: Posterior P

Sample X = x1, ..., xn, Y = y1, ..., yn from D;

h = fenc(x);

ŷ(0)[:] =⟨MASK⟩ ;

P (y1|h) = fdec(ŷ
(0),h);

mask = zeros(n,max length);

ŷ(1)[:] =⟨MASK⟩ ;

for i=1,...,n do

probs = Pi(y
1|h);

indices = argsort(probs.max(−1));

Zi ∼ Uniform(1, length(probs));

mask[i, indices[Zi :]] = 1;

ŷ(1)[i, indices[Zi :]] = y[i, indices[Zi :]];

end

P (y2|y1,h) = fdec(ŷ
(1),h);

P = mask ∗ P (y1|h) + (1−mask) ∗ P (y2|y1,h);
Algorithm 1: Training procedure for A-FMLM
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tion: easy first.

The idea of this strategy is to predict the most confident tokens first, similar

to easy-first parsing [92]. In the first iteration, the decoder is fed with predic-

tions ŷ
(0)
l = ⟨MASK⟩ tokens for all l since we do not have any partial results.

After getting decoding results P (y1
l |.)1, we keep those most confident ones and

update them in yl:

ŷ
(1)
l =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
argmaxV P (y1

l |.) l ∈ largestC(maxV P (y1|.))

ŷ
(0)
l otherwise

(3.9)

where V is the vocabulary, C = ⌈L/K⌉ is the number of largest predictions that

we keep. Conditioned on this new ŷ(1), the network is required to make new

predictions if there are still masked tokens. One example is shown in Figure

3.1.

3.2.2 Mask-predict

This is studied in [46]. Similarly to Section 3.2.1, we start with ŷ
(0)
t =

⟨MASK⟩ . In each iteration k, we check the posterior probability of the most

probable token for each output t (i.e., maxV P (yk
t |.)) and use this probability as a

confidence score to replace least confident ones in an utterance by ⟨MASK⟩ tokens.

The number of masked tokens in an utterance is ⌈L ∗ (1− k/K)⌉ for k-th itera-
1We omit the dependencies of the posterior to keep the notation uncluttered.
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Iteration k

0 1 2

⟨MASK⟩

⟨MASK⟩

⟨MASK⟩

⟨MASK⟩

⟨MASK⟩

It

is

so

past

⟨EOS⟩

⟨MASK⟩

⟨MASK⟩

so

⟨MASK⟩

⟨EOS⟩

Its

is

fast

⟨MASK⟩

is

so

fast

⟨EOS⟩

It

Decoder Decoder Decoder

Figure 3.1: An illustration of the easy first inference procedure. In the first

iteration, all input tokens are ⟨MASK⟩ . Shade here presents the certainties

from network outputs. For example, token “so” is confident enough in the first

iteration to be decided and it will never change in the future for easy first

decoding.

tion:

ŷ
(k)
t =

⎧⎪⎪⎨⎪⎪⎩
⟨MASK⟩ t ∈ smallestC(maxV P (yk

t |.))

argmaxV P (yk
t |.) otherwise

(3.10)

where C = ⌈L ∗ (1 − k/K)⌉. For instance, if K = 10, we mask 90% tokens in

the first iteration, 80% in second and so on. After getting prediction results, we

update all tokens previously masked in ŷ(k−1):

P (yk
t |.) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
P (yk

t |.) ŷ
(k−1)
t = ⟨MASK⟩

P (yk−1
t |.) otherwise

(3.11)

The difference between mask-predict and easy first is that mask-predict will

accept all decisions but it reverts decisions made earlier if it is less confident.

Easy first is more conservative and it gradually adopts decisions with the high-
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est confidence. For both strategies, predictions become more and more accurate

since it can utilize context information from both future and past directions.

This is achieved by replacing input y<t with all yt since left-to-right decoding

is no longer necessary.

3.2.3 Example

As shown in Figure 3.2, part (a) shows easy first and part (b) demonstrates

mask-predict. In this example sequence length is 4 but after adding ⟨EOS⟩

token to the end of the sequence we have L = 5 and K = 3. When K = 2 the

two strategies become the same. In the first iteration, the network is inputted

with all ⟨MASK⟩ . Top ⌈5/3⌉ = 2 tokens get kept in each iteration, and based

on partial results network predicts again on all rest ⟨MASK⟩ tokens.

For easy first, it always ranks confidence from the last iteration and then

keeps top-2 confident predictions. Based on partial results, it will complete the

rest.

For mask-predict, it maintains confidence scores from multiple iterations.

It chooses the least confident ones from all scores to mask. The last iteration

chooses to change its previous prediction of “so” because its confidence is less

than other predictions from the second iteration.

The left-to-right inference procedure can be considered as a particular case

when K = L and instead of taking the most confident one, the prediction of the
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Figure 3.2: Illustration of inference procedure. To predict the whole sequence

with K = 3 passes, initially, the network is fed with all ⟨MASK⟩ tokens. Shade

here presents the certainties from network outputs. Part (a) shows the easy

first process. Since token “so” is confident enough in the first iteration to be

decided, it will never change in the future. Part (b) shows the mask-predict

process. The last iteration goes back to the word ”so” because it is less confident

in the first iteration than other predictions in other iterations.
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next token is always adopted.

3.2.4 Output sequence length prediction

In [46], they introduced a special token ⟨LENGTH⟩ in input to predict out-

put sequence length in neural machine translation. For ASR, length prediction

is more difficult since the output length varies much more w.r.t. the speech

duration. In this dissertation, a more straightforward approach is proposed:

we asked the network to predict end-of-sequence token ⟨EOS⟩ at the end of the

sequence as shown in Fig. 3.2.

During inference, we still need to specify the initial length. We manually set

it to a constant value depending on the input length for the first iteration. So

the first input sequence to the decoder contains only ⟨MASK⟩ tokens, and the

length depends on the input audio length. After that we estimate the sequence

length from the first iteration ⟨EOS⟩ prediction. Specifically, we look for the

location of the first ⟨EOS⟩ token and truncate the sequence after that. One

example is included in Figure 3.3.

3.3 Experiments and results

In all experiments, the encoder included 12 blocks with convolutional lay-

ers at the beginning for down-sampling. The decoder consisted of 6 blocks,
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Decoder

⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩ ⟨MASK⟩

Alice wants to send a private message to Bob <EOS> <EOS>

Alice wants to send a private message to Bob <EOS>

Truncate

Figure 3.3: How the sequence length is predicted for A-CMLM/A-FMLM. Ini-

tially we estimate the length based on the input sequence length. After first

iteration prediction, we truncate the sequence according to the position of the

first ⟨EOS⟩ token.

and each block included four attention heads, 256 hidden units, and 2048 feed-

forward units. The network was trained for 50/100/300/150 epochs with 1/2/1/1

NVIDIA GTX1080TI GPUs for AISHELL/CSJ/WSJ/Tedlium2. In comparison

to autoregressive baselines, we observed that, in general, non-autoregressive

models take more iterations to converge. Warmup [39] is used for the first

25,000 steps. The real-time factor is measured on the same machine with In-

tel(R) Xeon(R) CPU E5-2640 v3 CPU for decoding. For AISHELL/CSJ/WSJ,

we used a character-based model while byte pair encoding [93] is adopted for

Tedlium2. For all experiments, we perform post-processing based on beam

search and language model shallow fusion on top of our proposed methods

to make fair comparisons with the conventional autoregressive methods. The

55



CHAPTER 3. MASK-BASED NON-AUTOREGRESSIVE SPEECH
RECOGNITION

same language model is used for both proposed non-autoregressive systems

and the autoregressive baseline.

The results of AISHELL are given in Table 3.1. For A-CMLM, no improve-

ment was observed for more than three decoding iterations. For A-FMLM,

experiments show that one decoding iteration is enough to get the best perfor-

mance. All decoding methods result in performance very close to state-of-the-

art autoregressive models. Especially A-FMLM matched the performance of

autoregressive baseline, but real-time factor reduced from 1.44 to 0.22, which

is around 7x speedup. The reason is that our non-autoregressive systems only

perform major decoder computation a constant number of times K, compared

to the autoregressive model, which depends on the length of output sequence

L. It also outperformed two different hybrid systems in Kaldi by 22% and 11%

relative, respectively. From our observations, the computation time for the

proposed method is dominated by the beam search, so the real-time factor is

similar for a different number of iterations.

Table 3.1: Comparison of baselines, previous work, A-CMLM and A-FMLM on
AISHELL. Easy first is used for all proposals since it shows better performance
from experiment results.

System Dev
CER(↓)

Test
CER(↓)

Real Time
Factor(↓)

Baseline
Autoregressive Transformer 6.0 6.7 1.44
Kaldi nnet3 - 8.6 -
Kaldi chain - 7.5 -

Previous work
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CAT [94] - 6.3 -
Unsupervised Pre-training [95] - 6.7 -
A-CMLM + Mask-predict (K=3) [46] 6.4 7.2 0.24

Proposal
A-CMLM (K=1) 6.8 7.6 0.22
A-CMLM (K=3) 6.4 7.1 0.22
A-FMLM (K=1) 6.2 6.7 0.28
A-FMLM (K=2) 6.2 6.8 0.22
A-FMLM (K=3) 6.2 6.8 0.32

CSJ results are given in Table 3.2. Here, we observed a larger difference

between non-autoregressive and autoregressive models. Multiple iterations of

different decoding strategies are not helping to improve. Still, the proposed

A-FMLM outperformed A-CMLM with up to 11x speedup compared to the au-

toregressive baseline.

We also compare with our implementation of Imputer [70]–another non-

autoregressive model. To make the model size comparable, we use eight blocks,

including four attention heads, 256 hidden units, and 2048 feed-forward units.

Since Imputer estimates the alignment, we changed the down-sampling rate

from 4 to 2 to fit it into the memory. In comparison, the results from Imputer

model are slightly better than the ones of our models, but the real-time factor is

almost two times larger. Imputer depends on the input frame length, while our

model depends on the output token level. Since there are many more frames

than output tokens, the proposed model’s inference is faster and easier.
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Table 3.2: Comparison of baselines, previous work, A-CMLM and A-FMLM on
CSJ.

System Eval1
CER(↓)

Eval2
CER(↓)

Eval3
CER(↓)

Real Time
Factor(↓)

Baseline
Autoregressive Transformer 5.9 4.1 4.6 9.50
Kaldi 7.5 6.3 6.9 -

Other non-autoregressive
methods

CTC 8.0 5.4 7.2 1.47
Imputer (DP)
our implementation 7.0 4.7 5.9 1.48

Proposal
A-CMLM (K=1) 8.8 6.7 7.4 0.94
A-CMLM (K=3) 9.3 7.0 8.3 0.98
A-FMLM (K=1) 7.1 5.2 6.2 0.88
A-FMLM (K=2) 7.3 5.3 6.2 0.88

Performance of our systems on Wall Street Journal (WSJ) is given in Ta-

ble 3.3. For WSJ, we tried both subwords and characters-based tokenization.

Overall, using characters gives a better word error rate than using subwords.

This can be explained by a small training set, and characters work better

for out-of-vocabulary words. A-CMLM slightly outperforms A-FMLM on this

dataset, and overall autoregressive baseline is still better.

Table 3.3: Comparison of baselines, previous work, A-CMLM and A-FMLM
on WSJ. For char-based and BPE-based models, different external language
models are used for beam search.

System dev93
WER(↓)

eval92
WER(↓)

Baseline
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Autoregressive Transformer (char) 7.8 5.3
Kaldi

Other non-autoregressive methods
CTC [69] 22.2 17.9

Proposal (char)
A-CMLM (K=1) 11.0 8.0
A-CMLM (K=3) 17.8 14.7
A-FMLM (K=1) 13.6 10.2
A-FMLM (K=2) 13.6 10.2

Proposal (BPE, 100)
A-CMLM (K=1) 12.9 10.9
A-CMLM (K=3) 14.6 17.1
A-FMLM (K=1) 13.7 11.4
A-FMLM (K=2) 13.7 11.4

A-CMLM also get 13.0/10.7 WER on Tedlium2 as reported in Table 3.4,

which is slightly better than A-FMLM. The difference is about one percent

difference. All results are slightly worse than the autoregressive baseline.
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Table 3.4: Comparison of baselines, previous work, A-CMLM and A-FMLM on
Tedlium2.

System dev
WER(↓)

test
WER(↓)

Baseline
Autoregressive Transformer (BPE, 500) 11.7 9.9

+ beam search(40) 10.4 9.0
+ external language model 9.3 8.1

Kaldi 7.5 6.3

Other non-autoregressive methods
CTC [96] - 16.6

Proposal (BPE, 500)
A-CMLM (K=1) 13.0 10.7
A-CMLM (K=3) 14.6 12.0
A-FMLM (K=1) 14.1 11.9
A-FMLM (K=2) 14.1 11.9

3.4 Analysis

3.4.1 Ablation Studies of External

Language Model

In this section, we analyze the contribution of the external language model.

In contrast to neural machine translation, the state-of-the-art end-to-end au-

toregressive model still includes an external language model to get the best

performance. For a fair comparison, we also used the same external LM for

the proposed non-autoregressive models. Table 3.5, Table 3.6, Table 3.7 and
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Table 3.8 show the performance comparison.

From the results, the contribution of the external language model depends

on the amount of text data. The external language model indicates a separately

trained language model, which is trained on a text corpus. For some corpus like

AISHELL and CSJ, additional text data are not available. For Tedlium2 and

WSJ, some additional text data is not included in the ASR training pairs.

When the additional text corpus is not available, the performance difference

is not significant. From Table 3.5, it improves the performance on AISHELL

while the performance is similar on CSJ shown in Table 3.6. The difference be-

tween the two datasets can explain this. AISHELL has less training data and

utterance length is shorter, which provides less contextual information. CSJ

includes a larger training set, and utterance length is longer in comparison.

Table 3.5: Comparison of A-FMLM with and without external LM on
AISHELL.

System Dev
CER

Test
CER

A-FMLM (K=1) with LM 6.2 6.7
A-FMLM (K=1) without LM 6.9 7.9

Table 3.6: Comparison of A-FMLM with and without external LM on CSJ.

System Eval1
CER

Eval2
CER

Eval3
CER

A-FMLM (K=1) with LM 7.1 5.2 6.2
A-FMLM (K=1) without LM 7.4 5.2 5.9
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When additional text data can be used to train the external language model,

the performance difference is much more significant. For WSJ, as shown in Ta-

ble 3.7, the word error rate almost increases by 100% when the external LM is

not used. From our observation, the language model helps detect the boundary

of words, leading to a large word error rate improvement on this dataset. For

Tedlium2 results in Table 3.8, external LM improves the performance by 4%

absolutely.

Overall, the external language model improves beam search performance,

especially when additional text data is available. The proposed non-autoregressive

models also benefit from the development of the language model.

Table 3.7: Comparison of A-CMLM with and without external LM on WSJ.

System dev93
CER

dev93
WER

eval92
WER

eval92
WER

A-CMLM (K=1) with LM 4.0 11.0 2.9 8.0
A-CMLM (K=1) without LM 5.9 21.6 4.8 19.1

Table 3.8: Comparison of A-CMLM with and without external LM on Tedlium
2.

System dev
WER

Test
WER

A-CMLM (K=1) with LM 13.0 10.7
A-CMLM (K=1) without LM 17.0 14.8
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3.4.2 Ablation Studies of Beam Search

In this part, we are exploring how beam search improves decoding perfor-

mance. For non-autoregressive speech recognition models, some tokens need to

be predicted without enough contextual information. Especially for tokens that

are predicted in the first iteration, they are estimated solely on the input audio.

This results in large uncertainties at the beginning of the inference when the

context is not available.

There are two different ways to overcome this problem. One solution is to

use the beam search and external language model to combine the context infor-

mation from the text. Predictions made by the model are purely conditioned on

the input speech, but beam search reduces uncertainties by searching over the

whole sequence. The external model further combines the contextual text in-

formation, which leads to further improvement. This is adopted for all previous

experiments.

Another solution is to make some errors first and then correct them relying

on the noisy context. Intuitively, this requires correcting mistakes made before

and a large number of iterations. This suggests mask predict is preferred in

this scenario and more iterations are needed. Experiments are conducted us-

ing CMLM model with mask predict decoding on Tedlium2 test. To make the

comparison fair, external language models are not used for all experiments in

this section. The results are shown in Figure 3.4.
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Figure 3.4: How the number of refinement iterations impacts the result with-

out beam search using mask predict

From the graph, it can be observed that beam search is not necessary, but it

greatly reduces the number of iterations needed. Without beam search, more

iterations, in general, improve the performance by up to 40 iterations. Substi-

tution errors are reduced from 33.7% to 9.1% by using 40 iterations. Instead,

insertion and deletion errors are pretty stable when the number of iterations

increases. This suggests that position predictions are quite accurate for the

trained models, but there are substitution errors at the beginning of decod-

ing. Mask predict decoding is able to correct errors which results in continuous

improvement.

The real-time factor (RTF) for different number of iterations is given in

Figure 3.5. Clearly, the RTF is linear with respect to the number of steps when
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the beam search is not used. This matches one’s expectations.

Final results for Tedlium2 are summarized in Table 3.9. Clearly, more it-

erations without beam search are three times faster than the beam search ap-

proach, and the performance difference is relatively small (about 0.4, 2.6% rel-

atively). Comparing to Table 3.8, one can observe that external language model

is much more important than beam search on this dataset.
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Figure 3.5: How the number of refinement iterations impacts the real time

factor (RTF) without beam search using mask predict

Table 3.9: Performance comparison on Tedlium2 with or without beam search.

System Sub Del Ins Err RTF

A-CMLM
Without beam search (40 iters) 8.9 4.6 1.7 15.2 0.2
With beam search (1 iter) 9.4 4.0 1.5 14.8 0.6

AISHELL results are presented in Table 3.10. For this dataset, no improve-

ments are observed beyond one iteration even with mask predict because of the
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short output sequence length. The difference between with beam search and

without beam search is about 0.4, and beam search is twice slower.

Table 3.10: Performance comparison on AISHELL with or without beam
search.

System Dev
CER(↓)

Test
CER(↓) RTF

A-CMLM
Without beam search (1 iter) 7.4 8.4 0.03
With beam search (1 iter) 7.0 8.0 0.08

Similar trends are observed on CSJ shown in Table 3.11. Overall the perfor-

mance differences between with and without beam search are minimal when

a sufficient number of iterations are used. With 35 iterations, the real-time

factor reduced from 0.41 to 0.21.

Table 3.11: Performance comparison on CSJ with or without beam search.

System Eval1
CER(↓)

Eval2
CER(↓)

Eval3
CER(↓) RTF

A-CMLM
Without beam search (35 iters) 9.8 7.6 8.0 0.21
With beam search (1 iter) 9.8 7.5 7.9 0.41

Finally, WSJ results are pretty interesting, included in Table 3.12. Without

an external language model, beam search on network predictions improved a

little on character error rate, making the word error rate much worse. Beam

search failed to detect the boundary of words such that word error rate isn’t

improved. In contrast, the refinement introduced by mask predict can utilize
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contextual information to make the right decisions.

Table 3.12: Performance comparison on WSJ with or without beam search.

System dev93
CER/WER(↓)

eval92
CER/WER(↓) RTF

A-CMLM
Without beam search (40 iters) 5.9/19.2 4.8/16.6 0.44
With beam search (1 iter) 6.2/21.6 5.0/19.1 0.73

In conclusion, beam search dramatically reduces the number of steps re-

quired to get a reasonable word error rate. With beam search, only one itera-

tion is enough as reported by the previous results. Without beam search, mask

predict can still get good WER performance by using enough iterations. Those

results clearly reveal that mask predict with a sufficient number of iterations

is preferred over beam search. Without an external language model, beam

search alone doesn’t improve the performance much and makes the inference

process much slower. They are suitable for different applications. When the

response time is sensitive, and the decoder network is not very large, mask

predict approach without beam search is a good fit for the performance and

efficiency tradeoff. When the performance is the primary concern, beam search

with an external language model still provides the best performance and faster

inference speed than autoregressive models.
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3.4.3 Error Analysis of A-FMLM on CSJ

To analyze the performance difference between our autoregressive and non-

autoregressive systems, we plot the relationship between output sequence length

and character error rate (CER) in Fig. 3.6. The most considerable performance

difference happens when the output sequence is short (less than ten tokens).

This is reasonable since context is quite limited for non-autoregressive systems

to simultaneously make predictions. However, this can be easily fixed by doing

left-to-right autoregressive decoding for such short sequences.

Overall, the performance gap exists on all bins but relatively stable, which

suggests that our non-autoregressive systems can handle both long sequences

and short sequences.

3.5 Summary

This section explores two novel models: conditional masked language model

(CMLM) and factorized masked language model (FMLM). Autoregressive mod-

els rely on beam search and external language models to achieve the best per-

formance. The proposed models also benefit from the external language model

from experiments, especially when additional unpaired text data is available.

The beam search could be introduced to reduce the number of iterations. Only

a single iteration is required to achieve the best performance.
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Figure 3.6: Error analysis of autoregressive and non-autoregressive on differ-

ent output sequence length bins. Percentage indicates the ratio of data in this

bin.
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Chapter 4

Noise-based non-autoregressive

Text-to-Speech

While the mask-based approach works well for speech recognition, some

initial experiment results suggest that this approach doesn’t work for speech

synthesis. This is due to the characteristics of speech synthesis. Speech syn-

thesis is a one-to-mapping problem: multiple possible speech sequences can

correspond to the same text sequence due to variations in speech, such as pitch,

duration, sound volume, and prosody. It is challenging to model the long-range

dependencies between samples and determine some samples simultaneously in

the early iteration when the contextual information is not provided. Instead,

we proposed another approach that is based on the iterative refinement from

the denoising perspective. The proposed methods, WaveGrad and WaveGrad 2,
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are built on the idea of score matching [97,98] and diffusion probabilistic mod-

els [99], which enables flexible inference schedules with a different number of

iterations for various applications.

This chapter starts with a brief introduction to the general concept of score

matching. The diffusion probabilistic model is built on the idea of score match-

ing, and it relies on discrete steps. In this dissertation, a continuous training

objective is proposed, which supports a flexible number of steps during genera-

tion. Two different models are discussed, WaveGrad and WaveGrad 2, that gen-

erate waveform from mel-spectrogram features and phoneme sequence. Vari-

ous ablation studies reveal the important factors of model training and how

the number of generation steps impacts the quality.

4.1 Score matching

We begin with a brief review of the Stein score function, Langevin dynamics,

and score matching. The Stein score function [97] is the gradient of the data

log-density log p(x) with respect to the datapoint x:

s(x) = ∇x log p(x). (4.1)

Given the Stein score function s(·), one can draw samples from the corre-

sponding density, x̃ ∼ p(x), via Langevin dynamics, which can be interpreted
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as stochastic gradient ascent in the data space:

x̃i+1 = x̃i +
η

2
s(x̃i) +

√
η zi, (4.2)

where η > 0 is the step size, zi ∼ N (0, I), and I denotes an identity matrix.

A generative model can be built by training a neural network to learn the

Stein score function directly, using Langevin dynamics for inference. This ap-

proach, known as score matching [97,98], has seen success in image [100,101]

and shape generation [102]. The denoising score matching objective [98] takes

the form:

Ex∼p(x) Ex̃∼q(x̃|x)

[︃⃦⃦⃦
sθ(x̃)−∇x̃ log q(x̃ | x)

⃦⃦⃦2

2

]︃
, (4.3)

where p(·) is the data distribution, and q(·) is a noise distribution.

Recently, a weighted denoising score matching objective is proposed in [100],

in which data is perturbed with different levels of Gaussian noise, and the score

function sθ(x̃, σ) is conditioned on σ, the standard deviation of the noise used:

∑︂
σ∈S

λ(σ)Ey∼p(x) Ex̃∼N (x,σ)

[︄⃦⃦⃦⃦
sθ(x̃, σ)−

x̃− x

σ2

⃦⃦⃦⃦2

2

]︄
, (4.4)

where S is a set of standard deviation values that one perturbs the data with,

and λ(σ) is a weighting function for different σ. WaveGrad and WaveGrad 2 are

a variant of this approach applied to learning conditional generative models of

the form p(x | y). The proposed approaches learn the gradient of the data

density, and use a sampler similar to Langevin dynamics for inference.
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The denoising score matching framework relies on a noise distribution to

provide support for learning the gradient of the data log density (i.e., q in Equa-

tion 4.3, and N (·, σ) in Equation 4.4). The choice of the noise distribution is

critical for achieving high-quality samples [101]. WaveGrad and WaveGrad 2

rely on the diffusion model framework [47, 99] to generate the noise distribu-

tion used to learn the score function.

4.1.1 Diffusion Probabilistic Model

In Denoising Diffusion Probabilistic Models [47], the authors made the ob-

servation that diffusion probabilistic models [99] and score matching objec-

tives [98, 100, 101] are closely related. As such, we will first introduce WaveG-

rad as a diffusion probabilistic model [99].

We adapt the diffusion model setup from [47], from unconditional image

generation to conditional raw audio waveform generation. WaveGrad and Wave-

Grad 2 model the conditional distribution pθ(x0 | y) where x0 is the waveform

and y is the conditioning features corresponding to x0, such as phoneme se-

quence, linguistic features derived from the corresponding text, ground-truth

Mel-spectrogram extracted from x0, or acoustic features predicted by a Tacotron-

style text-to-speech synthesis model [33]):

pθ(x0 | y) :=
∫︂

pθ(x0:N | y) dx1:N , (4.5)
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where x1, . . . ,xN is a series of latent variables, each of which are of the same

dimension as the data x0, and N is the number of latent variables (iterations).

The generative distribution pθ(x0:N | y) is called the denoising process (or re-

verse process), and is defined through the Markov chain:

pθ(x0:N | y) := p(xN)
N∏︂

n=1

pθ(xn−1 | xn,y), (4.6)

where each iteration is modelled as a Gaussian transition:

pθ(xn−1 | xn,y) := N (xn−1;µθ(xn, n,y),Σθ(xn, n,y)) , (4.7)

starting from Gaussian white noise p(xN) = N (xN ; 0, I). The approximate pos-

terior q(x1:N | x0) is called the diffusion process (or forward process), and is

defined through the Markov chain:

q(x1:N | x0) :=
N∏︂

n=1

q(xn | xn−1), (4.8)

where each iteration adds Gaussian noise:

q(xn | xn−1) := N
(︂
xn;

√︁
(1− βn)xn−1, βnI

)︂
, (4.9)

under some (fixed constant) noise schedule β1, . . . , βN . We emphasize the prop-

erty observed by [47], the diffusion process can be computed for any step n in a

closed form:

q(xn | x0) = N
(︁
xn;
√
ᾱn x0, (1− ᾱn)I

)︁
, (4.10)

74



CHAPTER 4. NOISE-BASED NON-AUTOREGRESSIVE TEXT-TO-SPEECH

where αn := 1 − βn and ᾱn :=
∏︁n

s=1 αs. During training, we can optimize for

the variational lower-bound on the log-likelihood (upper-bound on the negative

log-likelihood):

− log pθ(x0 | y) ≤ Eq

[︃
− log

pθ(x0 | y)
q(x1:N | x0)

]︃
(4.11)

= Eq

[︄
− log p(xN)−

N∑︂
n=1

log
pθ(xn−1 | xn,y)

q(xn | xn−1)

]︄
. (4.12)

Following Equation 4.12, it would be natural to parameterize a neural net-

work to model the mean µθ and variance Σθ of the Gaussian distribution in

Equation 4.7, which would make it possible to directly optimize the KL-divergence

with Monte Carlo estimates. However, [47] found it beneficial to simply set Σθ

to a constant following the βn schedule, and to reparameterize the neural net-

work to model ϵθ, predicting the noise ϵ ∼ N (0, I) instead of µθ. Under this

reparameterization, the loss can be written as:

En,ϵ

[︂
C
⃦⃦
ϵ− ϵθ

(︁√
ᾱn x0 +

√
1− ᾱn ϵ,y, n

)︁⃦⃦2

2

]︂
, (4.13)

where

C =
β2
n

2σ2
nαn(1− ᾱn)

. (4.14)

In practice, [47] also found it beneficial to drop the C term, and thus leading to a

weighted variational lower bound of the log-likelihood. As noted by [47], ϵθ can

be interpreted as the score function or the gradient of the data density, and thus

the objective resembles score matching as in Equation 4.4 [100]. Additionally
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xN xn+1 xn x0

Denoising→

pθ(xn | xn+1,y)

← Diffusion

q(xn+1 | xn)

Figure 4.1: A directed graphical model of the diffusion probabilistic model,

adapted from [47]. The diffusion process q(xn+1 | xn) iteratively adds Gaussian

noise to the signal starting from the waveform x0; while the denoising process

pθ(xn | xn+1,y) iteratively removes noise from the signal starting from Gaus-

sian noise xN .

under the parameterization of [47], ϵθ conditions on the discrete index n, we will

discuss this further in the text. We also found that substituting the original L2

distance metric with L1 offers better training stability. Figure 4.1 visualizes

the diffusion and denoising processes.

4.1.2 Noise Schedule and Conditioning on Noise

Level

In the score matching setup, [100, 101] noted the importance of the noise

distribution during training. The noise distribution is crucial since it pro-
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vides support for model gradient distribution. The diffusion framework can

be viewed as a specific way to provide support to score matching. In the diffu-

sion framework, the noise schedule is parameterized by β1, . . . , βN , as described

in the previous section. This is typically determined via some hyperparam-

eter heuristic, e.g., a linear decay schedule [47]. We found the choice of the

noise schedule to be critical towards achieving high fidelity audio in our exper-

iments, especially when trying to minimize the number of inference iterations

N to make inference efficient. A schedule with superfluous noise may result in

a model unable to recover the high-frequency detail of the waveform, while a

schedule with too little noise may result in a model that converges poorly dur-

ing inference. [101] provides some insights about how to tune the noise sched-

ule under the framework of score matching. We will connect some of these

insights and apply them to WaveGrad under the diffusion framework.

Another closely related problem is determining the hyperparameter N , the

number of diffusion/denoising steps. A large N would equip the model with

more computational capacity and may improve sample quality. However, using

a small N would result in faster inference and lower computational costs. [100]

adopted N = 10 to generate 32 × 32 images, while [47] used 1,000 iterations to

generate high resolution 256 × 256 images. In our case, WaveGrad generates

audio sampled at 24 kHz, containing 24,000 samples per second.

We found that tuning both the noise schedule and N in conjunction with

77



CHAPTER 4. NOISE-BASED NON-AUTOREGRESSIVE TEXT-TO-SPEECH

each other was critical to attaining high fidelity audio, especially when N is

small. If these hyperparameters are poorly tuned, the training sampling pro-

cedure may provide deficient support for the distribution. Consequently, our

sampler may converge poorly during inference when the sampling trajectory

encounters regions that deviate from the conditions seen during training. How-

ever, tuning these hyperparameters can be costly due to the large search space,

as a large number of models need to be trained and evaluated. We make em-

pirical observations and discuss this in more details in Section 5.4.

We address some of the issues above in our WaveGrad implementation.

First, compared to the diffusion probabilistic model from [47], we reparame-

terize the model from conditioning on the discrete iteration index n to condi-

tioning on the continuous noise level ᾱ. This reparameterization allows us (1)

not to rely on discrete indices; (2) to enable the model to directly condition on

the amount of noise. The loss becomes

Eᾱ,ϵ

[︁⃦⃦
ϵ− ϵθ

(︁√
ᾱn x0 +

√
1− ᾱn ϵ,y,

√
ᾱ
)︁⃦⃦

1

]︁
, (4.15)

A similar approach was also used in the score matching framework [100, 101],

wherein they conditioned on the noise variance.

There is one minor technical issue we must resolve in this approach. In the

diffusion probabilistic model training procedure conditioned on the discrete it-

eration index (Equation 4.13), we would sample n ∼ Uniform({1, . . . , N}), and

then proceed to compute its corresponding αn. In the case of the directly con-
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ditioning on the continuous noise, we need to determine a sampling procedure

that directly samples ᾱ. Recall that ᾱn :=
∏︁n

s (1 − βs) ∈ [0, 1], while we could

simply just sample from the uniform distribution ᾱ ∼ Uniform(0, 1), however,

we found this to provide poor empirical results. We instead use a simple hier-

archical sampling method that mimics the discrete sampling strategy. We first

define a noise schedule with S iterations and compute all its
√
ᾱs:

l0 = 1, ls =
√︂∏︁s

i=1(1− βs). (4.16)

We first sample a segment s ∼ U({1, . . . , S}), which provides a segment (ls−1, ls),

and then sample from this segment uniformly to compute
√
ᾱ. The complete

WaveGrad training algorithm with our sampling procedure is illustrated in

Algorithm 2.

One benefit of the proposed WaveGrad model is that it needs to be trained

only once, yet inference can be run over a large space of trajectories without

retraining. To be more specific, once we train a model, we can use an arbitrary

different number of N iterations during inference, making it possible to explic-

itly trade-off between inference computation and output quality using the same

model. This also makes fast hyperparameter search possible, as we will illus-

trate in Section 5.4. The complete WaveGrad inference algorithm is explained

in Algorithm 3 which is a gradient-based sampler akin to Langevin dynamics.
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input: data distribution q(x0), conditioning signal y, predefined

schedule l with S steps, network ϵθ

repeat

x0 ∼ q(x0);

s ∼ Uniform({1, . . . , S});
√
ᾱ ∼ Uniform(ls−1, ls);

ϵ ∼ N (0, I);

Take gradient descent step on;

∇θ

⃦⃦
ϵ− ϵθ(

√
ᾱx0 +

√
1− ᾱ ϵ,y,

√
ᾱ)

⃦⃦
1

until converged;
Algorithm 2: Training algorithm for WaveGrad. WaveGrad directly condi-

tions on the continuous noise
√
ᾱ, and l is from a predefined noise schedule.
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input : conditioning features y

output: data sample x0, inference schedule α

xN ∼ N (0, I);

for n = N, . . . , 1 do

z ∼ N (0, I) if n > 1, else z = 0;

xn−1 =
1√
αn

(︂
xn − 1−αn√

1−ᾱn
ϵθ(xn,y,

√
ᾱn)

)︂
+ σnz;

end

return x0;
Algorithm 3: Sampling algorithm for WaveGrad. WaveGrad follows a

gradient-based sampler similar to Langevin dynamics to generate sam-

ples [47]. σn is the noise term in Langevin dynamics introduced in iteration

n.
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4.2 Network Architecture

4.2.1 WaveGrad Vocoder

A vocoder predicts waveform samples conditioning on the input linear or

Mel-spectrogram features. Because of the high resolution of the waveform

(e.g., 16kHz or 24kHz), the vocoder is usually the bottleneck part of the text-

to-speech system. We start our non-autoregressive model from the vocoder.

To convert the Mel-spectrogram signal (80 Hz) into raw audio (24 kHz), five

upsampling blocks (UBlock) are applied to gradually upsample the temporal

dimension by factors of 5, 5, 3, 2, 2, with the number of channels of 512, 512,

256, 128, 128 respectively. Additionally, one convolutional layer is added before

and after these blocks.

The UBlock is illustrated in Figure 4.3. Each UBlock includes two residual

blocks [103]. Neural audio generation models often use large receptive field

[4, 53, 85]. The dilation factors of four convolutional layers are 1, 2, 4, 8 for

the first three UBlocks and 1, 2, 1, 2 for the rest. Upsampling is carried out

by repeating the nearest input. For the large model, we use 1, 2, 4, 8 for all

UBlocks.

As an iterative approach, the network prediction is also conditioned on noisy

waveform
√
ᾱn x0 +

√
1− ᾱnϵ. Downsampling blocks (DBlock), illustrated in

Figure 4.4, are introduced to downsample the temporal dimension of the noisy
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xn

y

ϵn

DBlock (512, /5)

DBlock (256, /3)

DBlock (128, /2)

DBlock (128, /2)

5× 1 Conv (32)

3× 1 Conv (768)

UBlock (512, ×5)

UBlock (512, ×5)

UBlock (256, ×3)

UBlock (128, ×2)

UBlock (128, ×2)

3× 1 Conv (1) √
ᾱ

FiLM

FiLM

FiLM

FiLM

FiLM

Figure 4.2: WaveGrad network architecture. The inputs consists of the mel-

spectrogram conditioning signal y, the noisy waveform generated from the pre-

vious iteration xn, and the noise level
√
ᾱ. The model produces ϵn at each iter-

ation, which can be interpreted as the direction to update xn.
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+

Feature-wise Affine
LReLU

3× 1 Conv
Feature-wise Affine

LReLU
3× 1 Conv

+

Upsample
1× 1 Conv

LReLU
Upsample
3× 1 Conv

Feature-wise Affine
LReLU

3× 1 Conv

FiLM

Figure 4.3: A block diagram of the Upsampling Block (UBlock). We upsample

the signal modulated with information from the FiLM module.
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Downsample
LReLU

3× 1 Conv
LReLU

3× 1 Conv
LReLU

3× 1 Conv

1× 1 Conv
Downsample

+

Figure 4.4: A block diagram of the downsampling block (DBlock).

+

3× 1 Conv 3× 1 Conv

3× 1 Conv
LReLU

√
ᾱ DBlock

γ ξ

Figure 4.5: A block diagram of feature-wise linear modulation (FiLM) module.

We condition on the noise level
√
ᾱ of diffusion/denoising process, and pass it

to a positional encoding function.
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waveform. The DBlock is similar to UBlock, except that only one residual block

is included. The dilation factors are 1, 2, 4 in the main branch. Downsampling

is carried out by convolution with strides. Orthogonal initialization [104] is

used for all UBlocks and DBlocks.

The feature-wise linear modulation (FiLM) [105] module combines informa-

tion from both noisy waveform and input Mel-spectrogram. We also represent

the iteration index n, which indicates the input waveform’s noise level, using

Transformer-style sinusoidal positional embeddings [39]. To condition on the

noise level directly, n is replaced by
√
ᾱ and a linear scale C = 5000 is applied.

The FiLM module produces both scale and bias vectors given inputs, which are

used in a UBlock for feature-wise affine transformation as

γ(D,
√
ᾱ)⊙ U + ξ(D,

√
ᾱ), (4.17)

where γ and ξ correspond to the scaling and shift vectors from the FiLM mod-

ule, D is the output from corresponding DBlock, U is an intermediate output

in the UBlock, and ⊙ denotes the Hadamard product.

An overview of the FiLM module is illustrated in Figure 4.5. The struc-

ture is inspired by spatially-adaptive denormalization [106]. However, batch

normalization [107] is not applied in our work since each minibatch contains

samples with different levels of noise. Batch statistics are not accurate since

they are heavily dependent on sampled noise levels. Experiment results also

verified our assumption that models trained with batch normalization generate

86



CHAPTER 4. NOISE-BASED NON-AUTOREGRESSIVE TEXT-TO-SPEECH

low-quality audio.

4.2.2 WaveGrad 2: Phoneme-to-Wave model

We further proposed WaveGrad 2, a more end-to-end model which directly

estimates waveform from phoneme sequence. WaveGrad 2 includes three mod-

ules illustrated in Figure 4.6:

• The encoder takes a phoneme sequence as input and extracts abstract hidden

representations from the input context.

• The resampling layer changes the resolution of the encoder output to match

the output waveform time scale, quantized into 10ms segments (similar to

typical Mel-spectrogram features). This is achieved by conditioning on the

target duration during training. Durations predicted by the duration predic-

tor module are utilized during inference.

• The WaveGrad decoder as introduced in Section 4.2.1 predicts the raw wave-

form by refining the noisy waveform iteratively. In each iteration, the de-

coder gradually refines the signal and adds fine-grained details.

4.2.2.1 Encoder

The design of the encoder follows that of Tacotron 2 [33]. Phoneme tokens

are used as inputs, with silence tokens inserted at word boundaries. An end-
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Phoneme

Encoder

Phoneme Duration Duration LossDuration Predictor

Resampling

Sampling window

WaveGrad Decoder

L1 loss

Figure 4.6: WaveGrad 2 network architecture. The inputs consists of the

phoneme sequence. Dashed lines indicates computation only performed dur-

ing training.
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of-sequence token is added after each sentence. Tokens are first converted

into learned embeddings, which are then passed through 3 convolution lay-

ers with dropout [108] and batch normalization layer [109]. Finally, long-term

contextual information is modeled by passing the output through a single bi-

directional long short-term memory (LSTM) layer with ZoneOut regulariza-

tion [110].

4.2.2.2 Resampling

The length of the output waveform sequence is very different from the length

of encoder representations. In Tacotron 2 [33], this is resolved by the atten-

tion mechanism. To make the structure non-autoregressive and speed-up in-

ference, we adopt the Gaussian upsampling introduced in the non-attentive

Tacotron [35]. Instead of repeating each token according to its duration, Gaus-

sian upsampling predicts the duration and influence range simultaneously.

These parameters are used in the attention weights computation, which purely

relies on the predicted position. The ground truth duration is used instead dur-

ing training, and an additional mean square loss is measured to train the du-

ration predictor. This is labeled as Duration Loss in Figure 4.6. Ground truth

duration is not needed during inference and predicted duration is adopted in-

stead.
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4.2.2.3 Sampling Window

Since the waveform resolution is very high (24,000 samples per second in

our case), it is not feasible to compute the loss on all waveform samples in an

utterance because of the high computation cost and memory constraints. In-

stead, after learning the representations on the whole input sequence, we sam-

ple a small segment to synthesize the waveform. Due to the introduction of the

resampling layer, the encoder representations and waveform samples are al-

ready aligned. Random segments are sampled individually in each minibatch

and the corresponding waveform segment is extracted based on the upsam-

pling rate (300 in our setup). The entire encoder sequence (after resampling)

is used during inference, introducing a small mismatch between training and

inference.

4.2.2.4 Hidden Features Augmentation

We explored applying a variant of SpecAugment [111] to the conditioning

input to the decoder (the resampled encoder output). The augmentation is ap-

plied to the learned hidden representations instead of the spectrograms. This

can be viewed as a form of correlated block dropout. Thirty-two consecutive

frames were randomly selected to be masked and we applied it twice. The

intuition is that the WaveGrad decoder can recover the masked part by condi-

tioning the contextual information. This enforces the encoder to learn robust
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representations which include more context information.

4.3 Noise Schedule

We tested different noise schedules during the training of WaveGrad and

WaveGrad 2 models. For 1000 and 50 iterations, we set the forward process

variances to constants increasing linearly from β1 to βN , defined as Linear(β1,

βN , N ). We used Linear(1× 10−4, 0.005, 1000) for 1000 iterations and Linear(1×

10−4, 0.05, 50) for 50 iterations. For 25 iteration, a different Fibonacci-based

schedule was adopted (referred to as Fibonacci(N )):

β0 = 1× 10−6 β1 = 2× 10−6

βn = βn−1 + βn−2 ∀n ≥ 2.

(4.18)

When a fixed schedule was used during training, the same schedule was

used during inference. We found that a mismatch in the noise schedule de-

graded performance. Different noise schedules and corresponding
√
ᾱ are plot-

ted in Figure 7.

To sample the noise level
√
ᾱ, we set the maximal iteration S to 1000 and

precompute l1 to lS from Linear(1×10−6, 0.01, 1000). Then each
√
ᾱ is sampled by

sampling s first and then sample from uniform distribution between ls and ls+1.

Unlike the base fixed schedule, our models support using a different schedule

during inference; thus “Manual” schedule was also explored to demonstrate
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ᾱ
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√
ᾱn with various noise schedules.

1000 (Linear)
50 (Linear)
25 (Fibonacci)
6 (Manual)

Figure 4.7: Plot of different noise schedules for WaveGrad and WaveGrad 2.

the possibilities with WaveGrad vocoder. For example, the 6-iteration inference

schedule was explored by sweeping the βs over following nine possibilities:

1× 10−6, 1× 10−5, 1× 10−4, 1× 10−3, 1× 10−2, 1× 10−1

2× 10−6, 2× 10−5, 2× 10−4, 2× 10−3, 2× 10−2, 2× 10−1

...

9× 10−6, 9× 10−5, 9× 10−4, 9× 10−3, 9× 10−2, 9× 10−1

(4.19)

where each line contains one possible schedule.

Again, we did not need to train individual models for such hyper-parameter

tuning. Here we used Log-mel spectrogram mean squared error metrics (LS-

MSE) as a metric for tuning.

4.4 Evaluation

The following vocoders were used as baselines in the experiment of vocoders:

(1) WaveRNN [52] conditioned on Mel-spectrograms predicted by a Tacotron 2

92



CHAPTER 4. NOISE-BASED NON-AUTOREGRESSIVE TEXT-TO-SPEECH

model in teacher-forcing mode following [33]; The model used a single long

short-term memory (LSTM) layer with 1,024 hidden units, five convolutional

layers with 512 channels as the conditioning stack to process the Mel-spectrogram

features, and a 10-component mixture of logistic distributions [112] as its out-

put layer, generating 16-bit samples at 24 kHz. It had 18M parameters and

was trained for 1M steps. Preliminary experiments indicated that further re-

ducing the number of units in the LSTM layer hurts performance. (2) Parallel

WaveGAN [85] with 1.57M parameters, trained for 1M steps. (3) MelGAN [83]

with 3.22M parameters, trained for 4M steps. (4) Multi-band MelGAN [84]

with 2.27M parameters, trained for 1M steps. (5) GAN-TTS [53] with 21.4M

parameters, trained for 1M steps.

All models were trained using a proprietary speech dataset consisted of

385 hours of high quality English speech from 84 professional voice talents.

Following the original papers, Parallel WaveGAN, MelGAN, and Multi-band

MelGAN were conditioned on the Mel-spectrograms computed from ground

truth audio during training. They were trained using a publicly available im-

plementation at https://github.com/kan-bayashi/ParallelWaveGAN. Note that the

hyper-parameters of these baseline models were not fully optimized for this

dataset. Conditioning Mel-spectrograms for the test set were predicted using a

Tacotron 2 model, which were passed to these models to synthesize audio sig-

nals. Note that the Tacotron 2 model was identical to the one used to predict
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Mel-spectrograms for training WaveRNN and GAN-TTS models.

For the WaveGrad vocoder, two network size variations were explored: Base

and Large. The WaveGrad Base model took 24 frames corresponding to 0.3

second audio as input during training. Our network is fully convolutional,

non-autoregressive and highly parallelizable. We set the batch size to 256

and models were trained on Google Tensor Processing Unit (TPU) v2 Pods for

12 hours. The base model contained 15 million parameters. For the Wave-

Grad Large model, we repeated each UBlock/DBlock twice, one with upsam-

pling/downsample and another without. Each training sample included 60

frames corresponding to a 0.75 second audio segment. We kept the same batch

size and trained the model on TPU v3 Pods. The WaveGrad Large model con-

tained 23 million parameters.

We include Wave-Tacotron [43] as the phoneme-to-wave baseline to compare

with the proposed WaveGrad 2 model. For Wave-Tacotron and the proposed

WaveGrad 2 models, we used a subset of the training set that included all the

test speaker’s audio. This subset included 39 hours of speech. Preliminary

results suggested that WaveGrad 2 trained on a single-speaker dataset gave

better performance, especially when the network size was small.

We report subjective listening test results rating speech naturalness on a

5-point Mean Opinion Score (MOS) scale to compare these models. Subjects

were asked to rate the naturalness of each stimulus after listening to it. Fol-
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lowing previous studies, a five-point Likert scale score (1: Bad, 2: Poor, 3:Fair,

4: Good, 5: Excellent) was adopted with rating increments of 0.5. Each subject

was allowed evaluate up to six stimuli. MOS is reported by the average and

standard deviation.

4.5 Results

Subjective evaluation results are summarized in Table 4.1. Models condi-

tioned on discrete indices followed the formulation from Equation 4.13, and

models conditioned on continuous noise level followed the formulation from

Equation 4.15. For vocoders, WaveGrad models matched the performance of

the autoregressive WaveRNN baseline and outperformed the non-autoregressive

baselines. Although increasing the model size slightly improved naturalness,

the difference was not statistically significant. Using six iterations, the Wave-

Grad Base model achieved a real-time factor (RTF) of 0.2 on an NVIDIA V100

GPU while still achieving a MOS above 4.4. As a comparison, the WaveRNN

model achieved an RTF of 20.1 on the same GPU, 100 times slower.

For the phoneme-to-wave models, WaveGrad 2 models almost matched the

performance of the autoregressive Tacotron 2 + WaveRNN baseline and outper-

formed other baselines with non-autoregressive vocoders. When the number of

iterations reduces from 1000 to 50, the mean opinion score is still pretty good,
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which almost matches the performance of the combination of Tacotron 2 and

GAN-TTS, outperforms the Wave-Tacotron model. The phoneme sequence is

much weaker than the Mel spectrogram features as the conditioning signal,

which explains why we cannot further reduce the number of steps for infer-

ence.

Table 4.1: Mean opinion scores (MOS) of various models and their confidence
intervals. All models except WaveRNN are non-autoregressive. WaveGrad,
Parallel WaveGAN, MelGAN, and Multi-band MelGAN were conditioned on
the Mel-spectrograms computed from ground truth audio during training. Wa-
veRNN and GAN-TTS used predicted features for training. MT: Multi-task
training.

Model MOS (↑)
Tacotron 2 + WaveRNN 4.49 ± 0.04

Tacotron 2 + Parallel WaveGAN 3.92 ± 0.05
Tacotron 2 + MelGAN 3.95 ± 0.06
Tacotron 2 + Multi-band MelGAN 4.10 ± 0.05
Tacotron 2 + GAN-TTS 4.34 ± 0.04

Tacotron 2 + WaveGrad
Base (6 iterations, continuous noise levels) 4.41 ± 0.03
Base (1,000 iterations, discrete indices) 4.47 ± 0.04
Large (1,000 iterations, discrete indices) 4.51 ± 0.04

Wave-Tacotron 4.08 ± 0.06

WaveGrad 2
Large (1000 iterations) + MT + SpecAug 4.43 ± 0.05
Large (50 iterations) + MT 4.32 ± 0.05

Ground Truth 4.58 ± 0.05
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4.6 Ablation Studies

Different experiments are conducted to analyze the impact of different hy-

perparameters. We first conduct experiments on the inference schedule with

WaveGrad vocoder and demonstrate how WaveGrad provides the trade-off be-

tween fidelity and speed naturally. Then various hyperparameters are explored

for the phoneme-to-wave WaveGrad 2 model.

4.6.1 WaveGrad: Speed-Quality Tradeoff

To understand the impact of different noise schedules and to reduce the

number of iterations in the noise schedule from 1,000, we explored different

noise schedules using fewer iterations. We found that a well-behaved inference

schedule should satisfy two conditions:

1. The KL-divergence DKL (q(yN | y0) ∥ N (0, I)) between yN and standard nor-

mal distribution N (0, I) needs to be small. Large KL-divergence intro-

duces mismatches between training and inference. To make the KL-

divergence small, some βs need to be large enough.

2. β should start with small values. This provides the model training with

fine granularity details, which we found crucial for reducing background

static noise.

In this section, all the experiments were conducted with the WaveGrad Base
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model. Both objective and subjective evaluation results are reported. The ob-

jective evaluation metrics include

1. Log-mel spectrogram mean squared error metrics (LS-MSE), computed

using 50 ms window length and 6.25 ms frame shift;

2. Mel cepstral distance (MCD) [113], a similar MSE metric computed using

13-dimensional mel frequency cepstral coefficient features;

3. F0 Frame Error (FFE) [114], combining Gross Pitch Error and Voicing

Decision metrics to measure the signal proportion whose estimated pitch

differs from ground truth.

Since the ground truth waveform is required to compute objective evaluation

metrics, we report results using ground truth Mel-spectrograms as condition-

ing features. We used a validation set of 50 utterances for objective evaluation,

including audio samples from multiple speakers.

The test set included 1,000 sentences. Subjects were asked to rate the nat-

uralness of each stimulus after listening to it. Following previous studies, a

five-point Likert scale score (1: Bad, 2: Poor, 3: Fair, 4: Good, 5: Excellent) was

adopted with rating increments of 0.5. Each subject was allowed to evaluate

up to six stimuli. Test stimuli were randomly chosen and presented for each

subject. Each stimulus was presented to a subject in isolation and was eval-

uated by one subject. The subjects were paid and native speakers of English

living in the United States. They were requested to use headphones in a quiet
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room.

We experimented with different noise schedules and number of iterations.

These models were trained with conditioning on the discrete index. Subjective

and quantitative evaluation results are in Table 4.2.

We also performed a detailed study on the WaveGrad model conditioned on

the continuous noise level in the bottom part of Table 4.2. Compared to the

model conditioned on the discrete index with a fixed training schedule (top of

Table 4.2), conditioning on the continuous noise level generalized better, espe-

cially if the number of iterations was small. It can be seen from Table 4.2 that

degradation with the model with six iterations was not significant. The model

with six iterations achieved real time factor (RTF) = 0.2 on an NVIDIA V100

GPU and RTF = 1.5 on an Intel Xeon CPU (16 cores, 2.3GHz). As we did not

optimize the inference code, further speed-ups are likely possible.

Table 4.2: Objective and subjective metrics of the WaveGrad Base models.
When conditioning on the discrete index, a separate model needs to be trained
for each noise schedule. In contrast, a single model can be used with different
noise schedules when directly conditioning the noise level. This variant yields
high fidelity samples using as few as six iterations.

Iterations (schedule) LS-MSE (↓) MCD (↓) FFE (↓) MOS (↑)
WaveGrad conditioned on discrete index

25
(Fibonacci) 283 3.93 3.3% 3.86 ± 0.05

50
(Linear (1× 10−4, 0.05)) 181 3.13 3.1% 4.42 ± 0.04

1000
(Linear (1× 10−4, 0.005)) 116 2.85 3.2% 4.47 ± 0.04

WaveGrad conditioned on continuous noise level
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6
(Manual) 217 3.38 2.8% 4.41 ± 0.04

25
(Fibonacci) 185 3.33 2.8% 4.44 ± 0.04

50
(Linear (1× 10−4, 0.05)) 177 3.23 2.7% 4.43 ± 0.04

1000
(Linear (1× 10−4, 0.005)) 106 2.85 3.0% 4.46 ± 0.03

4.6.2 WaveGrad 2: Sampling Window Size

Memory usage is a major concern for end-to-end training. Long sequences

corresponding to multi-second utterances may not fit into memory since the

main computation bottleneck comes from the WaveGrad decoder, which oper-

ates at the waveform sample rate. To make training efficient, we sample a

small segment from the resampled encoder representation and train the de-

coder network using this segment instead of the whole sequence.

Two different window sizes were explored: 64 and 256 frames, correspond-

ing to 0.8 and 3.2 seconds of speech, respectively. The results are shown in

Table 4.3. The use of the large window gave better MOS compared to the small

window. In all following experiments, we use the large window for training.

Table 4.3: Comparison between different sampling window sizes for WaveG-

rad 2. All models use 1,000 iterations for inference.

100



CHAPTER 4. NOISE-BASED NON-AUTOREGRESSIVE TEXT-TO-SPEECH

Model Window Size MOS (↑)

Encoder(512) + WaveGrad(Base) 0.8 sec 3.80 ± 0.07

Encoder(512) + WaveGrad(Base) 3.2 sec 3.88 ± 0.07

4.6.3 WaveGrad 2: Network Size

We carried out ablations using different network sizes. The encoder only

needs to be computed once, thus increasing the hidden dimension has a small

impact on the inference speed. On the other hand, the WaveGrad decoder needs

to be executed multiple times depending on the number of iterations.

Subjective evaluation results are presented in Table 4.4. It can be seen from

the table that the larger encoder size increased the number of parameters by a

large margin and led to a slight quality improvement. However, the improve-

ment was smaller compared to using a larger WaveGrad decoder, indicating

that having a larger decoder is crucial.

Table 4.4: Comparison between different network sizes for WaveGrad 2. All

models use 1000 iterations for inference.

Model Model size MOS (↑)

Encoder(512) + WaveGrad(Base) 37M 3.88 ± 0.07
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Encoder(512) + WaveGrad(Large) 40M 4.19 ± 0.06

Encoder(2048) + WaveGrad(Base) 188M 4.05 ± 0.07

Encoder(2048) + WaveGrad(Large) 193M 4.37 ± 0.05

Table 4.5: Impact of augmentation on the learned representations. All models

use 1000 iterations for inference.

Model SpecAug MOS (↑)

Encoder(2048) + WaveGrad(Large) N 4.37 ± 0.05

Encoder(2048) + WaveGrad(Large) Y 4.40 ± 0.05

4.6.4 WaveGrad 2: Hidden Features Augmenta-

tion

We explored applying a variant of SpecAugment [111] to the conditioning

input to the decoder (the resampled encoder output). The augmentation is ap-

plied to the learned hidden representations instead of the spectrograms. This

can be viewed as a form of correlated block dropout. Thirty-two consecutive

frames were randomly selected to be masked and we applied it twice. The
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intuition is that the WaveGrad decoder can recover the masked part by condi-

tioning the contextual information. This enforces the encoder to learn robust

representations which include more context information. Results are shown in

Table 4.5. We did not observe large improvements with this regularization.

4.6.5 WaveGrad 2: Multi-task Learning and Speed-

Quality Tradeoff

Inspired by FastSpeech 2s [41], we explored leveraging Mel-spectrogram

features to enhance encoder training. The encoder is encouraged to extract

representations that can directly predict the spectrogram features. We added

a separate Mel-spectrogram decoder after the resampling layer to predict the

Mel-spectrogram features. This decoder included one upsampling block and

the mean squared error (MSE) was measured as an additional loss on the

whole sequence. During inference, we dropped this decoder similar to Fast-

Speech 2s [41].

As shown in Table 4.6, there was no significant performance difference with

multi-task training. This suggests that multi-task learning is not beneficial for

the end-to-end generation. We also explored reducing the number of iterations

from 1000 to 50 and found a small performance degradation (about 0.07 points).
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Table 4.6: Impact of multi-task (MT) learning and number of iterations for

WaveGrad 2.

Model MT Iter MOS (↑)

Encoder(2048) + WaveGrad(Large) N 1000 4.37 ± 0.05

Encoder(2048) + WaveGrad(Large) Y 1000 4.39 ± 0.05

Encoder(2048) + WaveGrad(Large) Y 50 4.32 ± 0.05

4.7 Summary

This section proposed two non-autoregressive text-to-speech models based

on iterative refinement: WaveGrad and WaveGrad 2. WaveGrad is a vocoder

model which relies on the predicted mel-spectrogram features given by another

separately trained model. WaveGrad 2 is a phoneme-to-wave model which gen-

erates waveform directly from the input phoneme sequence. Both WaveGrad

and WaveGrad 2 offer a flexible trade-off between quality and speed by adjust-

ing the number of refinement steps during inference.
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Noise-based non-autoregressive

ASR

The noise-based non-autoregressive method has enormous successes for both

spectrogram-to-wave and phoneme-to-wave generation. Inspired by those ap-

proaches, a natural question is how to apply a similar denoising idea to the

topic of speech recognition. In this chapter, a novel noise-based non-autoregressive

speech recognition approach, Align-Denoise, is proposed. Align-Denoise is built

on the idea of denoising autoencoder [115] and previous work Align-Refine [71].

This chapter starts with the introduction of previous work, Align-Refine. It

then discusses how Align-Denoise is designed to speed up the training proce-

dure of Align-Refine. Align-Denoise reduces the training complexities of Align-

Refine and requires only a single iteration to reach comparable performance.
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Ablation studies discuss some phenomena observed during training and how

external language model or beam search improve Align-Denoise’s performance.

5.1 Align-Refine

Here we first review the previous approach, Align-Refine [71]. The Align-

Refine model can be considered as an extension to the classical model Connec-

tionist Temporal Classification (CTC) [65]. CTC overall simplifies the speech

recognition decoding by assuming conditional independence between predic-

tions,

p(a | x) =
T−1∏︂
t=0

p(at | x) (5.1)

where T is the number of frames, x are the features of the input audio, a are the

alignments that can be mapped to the final result y. To measure the likelihood

efficiently and exactly, CTC uses dynamic programming to marginalize over all

possible alignments. However, this independence assumption is too strong for

speech recognition since it ignores the dependence between tokens at different

positions. Consequently, dependencies related to the language model cannot be

easily learned by CTC training.

To alleviate the conditional independence assumption, a common solution

is to provide an additional conditional signal which provides a priori alignment
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information:

p(a | x, â) =
T−1∏︂
t=0

p(at | x, â) (5.2)

where â contains alignment related information. Previous works explored dif-

ferent forms of â. Imputer [70] uses a partial result as the conditional signal,

and the unfinished positions are labeled by the special token MASK. In com-

parison, Align-Refine and this work condition the likelihood on noisy alignment

â which may provide more information than the partial result.

Align-Refine optimizes a non-causal decoder to refine the initial decoding

result from the encoder. Instead of training separate models for each step,

Align-Refine applies the same decoder iteratively on the previous predicted

alignment, starting from the encoder’s prediction. During training, this re-

cursive refinement has been unfolded for K iterations but there are no gradi-

ent flows between different iterations. Thus Align-Refine requires K forward

passes through the decoder but during back-propagation, they are treated in-

dependently.

Align-Refine can be viewed as a special denoising autoencoder [115]. The

goal of the denoising autoencoder is to learn the mapping from the noisy sample

to the clean one:

Ea∼p(a) Eã∼q(ã|a)

[︃⃦⃦⃦
fdec(a | x, ã)− a

⃦⃦⃦2

2

]︃
(5.3)

to optimize the network fdec where q(ã | a) is the noise distribution. For the

case of ASR, additional conditional signal x is available and the CTC objective
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is used instead:

Ex∼p(x) Eã∼q(ã|x,a) LCTC [fdec(a | x, ã),y] . (5.4)

The noise distribution in Align-Refine has been simplified to the form q(ã |

x) and is a collection of sequences {fenc(x), fdec(fenc(x)), ..., fK
dec(fenc(x))} where

fenc(x) is the decoding result from the encoder, f i
dec(fenc(x)) is the result after

applying the decoder i times.

5.2 Align-Denoise

The noise distribution q(ã | a,x) used in Align-Refine requires K forward

passes through the decoder. This increases the training time by a large margin,

and it is impossible to increase the number of iterations K to an arbitrary

number since it is limited by the GPU memory. Another important factor is

that the ground-truth alignment a is not used in the noise distribution. In this

case, we may not have enough training samples to cover the space near a if the

initial proposal is far away from a.

Align-Denoise speeds up the training process of Align-Refine by incorpo-

rating the ground-truth alignment a. Instead of taking a fixed number of

steps from the initial proposal generated by the encoder, Align-Denoise sam-

ples alignments that combine the ground-truth alignment and the initial pro-

posal.

108



CHAPTER 5. NOISE-BASED NON-AUTOREGRESSIVE ASR

The initial proposal aenc is generated by the encoder using greedy decoding,

aenc = argmax fenc(a | x) (5.5)

which can be estimated efficiently by taking argmax separately at each position

due to the conditional independence assumption.

The posterior alignment provided by the encoder given the ground truth

transcription y is

P (at = k | x,y, fenc) =
∑︂

a:ϕ(a)=y at=k

fenc(a | x) (5.6)

where ϕ is the mapping function from CTC alignment to the label sequence.

The posterior can be estimated by a dynamic programming algorithm known

as the forward-backward algorithm [116]. This posterior is the probability of

at = k among all acceptable alignments and the condition of acceptable align-

ments is ϕ(a) = y. Alternatively, it can be viewed as a weighted finite-state

acceptor (WFSA) that represents all possible alignments with frame-level la-

bel likelihoods.

The ground-truth alignment can be derived from the posterior by

agt = g(x,y, fenc) = argmax
k

P (at = k | x,y, fenc) (5.7)

During training, noisy alignments ã are sampled from the special noise dis-

tribution following our alignment policy. Similar to Align-Refine, the label

posterior is computed by marginalizing over all possible alignments a which
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correspond to the target label sequence,

P (y|x, ã, fdec) =
∑︂

a:ϕ(a)=y

fdec(a | x, ã) (5.8)

=
∑︂

a:ϕ(a)=y

T−1∏︂
t=0

fdec(at | x, ã) (5.9)

The factorization of
∏︁T−1

t=0 fdec(at | .) is due to the conditional independence as-

sumption, which results in non-autoregressive decoding.

Finally, the encoder and decoder are jointly trained by minimizing this mod-

ified CTC loss,

LCTC =− Ex,y∼p(x,y)Eagt=g(x,y,fenc)

Eã∼q(ã|x,agt) [logP (y|x, ã, fdec)] (5.10)

where p(x,y) is the data distribution, agt are the ground truth alignments ob-

tained by (5.7); and q(ã | agt,x) is the noisy distribution that generates noisy

alignments given the ground truth alignments.

5.2.1 Noise Distribution

The key idea behind Align-Denoise is to design an alignment policy that

can generate noisy transcripts, similar to the intermediate results encountered

during inference. Given that the input sequence is discrete, we add noise to the

posterior instead and sample from it.

110



CHAPTER 5. NOISE-BASED NON-AUTOREGRESSIVE ASR

If the greedy decoding aenc, obtained from the encoder in (5.5), is adopted as

the initialization, our goal is to find a mapping from aenc to the true alignment

agt. This is achieved by adding the noise to the encoder posterior given ground

truth labels,

Pgt(at = k) = P (at = k | x,y, fenc) (5.11)

given by (5.6). From now on, we will denote Pgt(at = k) as ground truth pos-

terior. The errors made by the encoder correspond to the set of indices r ∈ R

such that

aenc,r ̸= agt,r (5.12)

To sample the noisy alignment ã, we keep the correct predictions from the

greedy encoder result consistent and sample the rest frames:

Vt(k) ∼ N (
√
α ∗ Pgt(at = k), (1− α) ∗ σ2

t (k) ∗ 1t ∈ R) (5.13)

ãt = argmax
k

Vt (5.14)

where α is sampled from [0, 1] to control the global noise level like Chapter 4, Vt

is the sampled per-frame distribution of labels. Intuitively, we choose frames

based on the correctness of the initial proposal and sample frame-level labels

based on combined uncertainties σt from CTC decoding and forward-backward

algorithm. For a specific position, the amount of noise in sampling comes di-

rectly from model’s uncertainty.

To mimic the error made by the encoder greedy decoding, the noise variance
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is defined as the combination of both greedy result and true posterior,

σ2
t (k) = max(Pgt(at = k), λ× Penc(at = k)), (5.15)

with

Penc(at) = fenc(at | x). (5.16)

From now on, we will denote Penc(at) as the encoder posterior. λ controls the

weight of the greedy decoding result. When λ is large, the input is mainly

determined by the encoder result so that it may contain more errors. When λ

is small, the input is close to the ground-truth alignment which includes fewer

mistakes.

Figure 5.1 includes visualization of the proposed Align-Denoise training

process. CTC losses are measured on both initial proposal and decoder pre-

diction following other previous work [71,88].

Table 5.1: Training samples generated by our policy. The noise distribution
is a Gaussian distribution whose variance is controlled by the confidence from
the encoder initial proposal (enc) and posterior from the forward-backward al-
gorithm. Training samples inherit some predictions errors from the initial pro-
posal.

posterior ______SSOO_ MR.. WANNNG TEL__LS PEOPLLE HEE IIS FFIFFTYYY___
enc ______SSOO_ MR.. WIGNNNTTELLLLS PEOPLLE HE IIS FFIFFTYYY____

sample 1 ______SSOO_ MR.. WINNNG TELL_LS PEOPLLE HE IIS FFIFFTYYY____
sample 2 ______SSOO_ MR.. WANNNT_TELL_LS PEOPLLE HE’ IIS FFIFFTYYY___
sample 3 ______SSOO_ MR.. WAHNNGTTEL_ELS PEOPLLE HE IIS FFIFFTYYY____
sample 4 ______SSOO_ MR.. WANNNG_TELLLLS PEOPLLE HE IIS FFIFFTYYY____
sample 5 ______SSOO_ MR.. WENNNGTTELLLLS PEOPLLE HE IIS FFIFFTYYY____

Table 5.1 demonstrates how our policy generates different training samples.
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Encoder(fenc)

Hello world

aenc : HHEELLLLOO WWERRLDagt: HHEEL LLOO WWORRLD

HHEELLLLOO WWORRLD

Decoder(fdec)
HHEEL LLOO WWORRLD

Forward-backward Greedy

Sample(eq 5.14)

CTC Loss

Figure 5.1: A visualization of the Align-Denoise training. Two signals are

estimated from the encoder output: the initial proposal aenc from greedy decod-

ing and the ground-truth alignment agt from the forward-backward algorithm.

The noisy transcript is sampled by mixing these two sequences. The decoder, a

non-causal Transformer decoder, conditions on this and the encoder to improve

the alignment. The connection between encoder and decoder is omitted.

The encoder greedy result makes several mistakes, for example, the words

‘Wang’ and ‘tell’. The training examples keep some of them, and the model

is optimized to correct.
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5.3 Experiments

To evaluate the effectiveness of the proposed model, we conduct speech

recognition experiments to compare different encoder-decoder models. The per-

formance of the proposed model is evaluated based on character error rates

(CERs) and word error rates (WERs) without relying on external language

models and beam search unless specified.

All models are tested on the 150-hours AISHELL dataset [48], 581-hours

Corpus of Spontaneous Japanese dataset [49], 81-hours Wall Street Journal

(WSJ) dataset [40] and 210-hours Tedlium2 dataset [50]. For the network in-

puts, we use 80 Mel-scale filterbank coefficients with three-dimensional pitch

features and apply SpecAugment [111] during model training. Our experiment

setups match previous works [70,71].

5.3.1 Network Architecture

For all experiments, we adapt the same encoder-decoder architecture as

Mask CTC [117] and Align-Refine [71], which consists of Transformer self-

attention layers with four attention heads, 256 hidden units, and 2048 feed-

forward inner dimension size. The encoder includes 12 self-attention layers

with convolutional layers that downsample the input features by a factor of 4.

The decoder contains six non-causal self-attention layers.
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We set the dropout rate to 0.1 and the weight of the initial proposal loss

to 0.3. Each minibatch includes 48 sequences, and gradients are accumulated

from 8 batches. The model is trained for 100/100/500/300 epochs for AISHELL,

CSJ, WSJ and Tedlium2 respectively with a standard inverse square-root learn-

ing rate schedule and a linear warmup of 25000 steps.

5.3.2 Results

Table 5.2 shows the results for WSJ based on WERs and real-time factors

(RTFs) that were measured for decoding the eval92 subset on a single CPU

thread. By comparing the results for non-autoregressive models, we can see

that the proposed method outperforms all other non-autoregressive baselines

using just a single iteration. λ = 0.3 gives the best result, whereas the perfor-

mance of λ = 0.1 is worse in comparison. When λ is small, the input alignment

is too close to the ground truth, giving the network limited opportunities to

improve it. However, during inference, the initial proposal contains more mis-

takes. Such mismatch can explain the reason why a small λ is not preferred,

which is verified by the result.

Since we use the same architecture, the real-time factor of Align-Denoise

matches Align-Refine with k = 1 iteration. Compared to the Align-Refine,

the proposed Align-Denoise also speeds up the training. Align-Refine requires

K = 4 forward passes through the decoder, which consists of 6 transformer
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blocks. The proposed approach requires just a single forward pass through the

decoder since noisy alignments are sampled from frame-level Gaussian dis-

tributions instead of using the greedy results from multiple forward passes.

The performance overall is better than the autoregressive baseline with beam

search. However adding external language model helps a lot since it introduces

additional training data.

Table 5.2: Word error rates (WERs) and real time factor (RTF) for WSJ (En-
glish).

Model Iterations dev93(↓) eval92(↓) RTF(↓)
Autoregressive

CTC-attention [88] L 14.3 11.8 0.97
+ beam search L 13.8 11.6 4.62
+ external LM L 7.8 5.3 5.72

Align-Denoise
λ = 0.5 1 13.8 11.3 0.05
λ = 0.3 1 13.5 10.8 0.05
λ = 0.1 1 14.4 11.4 0.05

Previous work
CTC [69] - 22.2 17.9 0.03
CTC [70] - – 15.2 –
Imputer (IM) [70] 8 – 16.5 –
Imputer (DP) [70] 8 – 12.7 –
Mask CTC [69] 1 15.7 12.5 0.07
Mask CTC [69] 10 15.5 12.2 0.07
Align-Refine [71] 1 14.1 11.6 0.05
Align-Refine [71] 5 13.7 11.4 0.07

Our results on CSJ are demonstrated in Table 5.3. With a single itera-

tion, the proposed model, Align-Denoise, outperforms all other systems includ-

ing the autoregressive transformer baseline with external language model and
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beam search. Both external language model and beam search are not used for

Align-Denoise, which greatly speeds up the inference process.
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Table 5.3: Character error rates (CERs) for Corpus of Spontaneous Japanese
(CSJ).

Model Iterations Eval 1(↓) Eval 2(↓) Eval 3(↓)
Autoregressive

CTC-attention [88] L 6.7 4.7 5.0
+ beam search(20) L 6.3 4.3 4.6
+ external LM L 5.9 4.1 4.6

Align-Denoise
λ = 0.3 1 5.4 4.0 4.2

Previous work
Kaldi - 7.5 6.3 6.9
CTC 1 8.0 5.4 7.2

On AISHELL, the results of Align-Denoise are reported in the Table 5.4.

Align-Denoise matches autoregressive baseline without beam search and ex-

ternal language model, while it is slightly worse when beam search and ex-

ternal language model is included. Considering the fact that Align-Denoise is

non-autoregressive and requires only a single iteration, the decoding speed is

much faster.

Table 5.4: Character error rates (CERs) for AISHELL with Align-Denoise.

Model Iterations Dev
CER

Test
CER(↓)

Autoregressive
CTC-attention [88] L 5.7 6.2

+ beam search(10) L 5.2 5.7
+ external language model L 5.2 5.7

Kaldi nnet3 - - 8.6
Kaldi chain - - 7.5

Align-Denoise
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λ = 0.3 1 5.7 6.2

Finally, results of Tedlium2 are given in Table 5.5. Align-Denoise outper-

forms autoregressive baseline when the beam search and external language

model are not used. However, Align-Denoies is slightly worse than the autore-

gressive baseline with beam search setting beam size to 40. This suggests that

for this noisy dataset based on TED talks, beam search is still helpful in reduc-

ing uncertainties. The external language model further enhances the perfor-

mance of autoregressive models. Incorporating an external language model to

Align-Denoise can be achieved by introducing extra complexities during infer-

ence, going from simple greedy decoding to more complicated methods like FST

decoding. This slows down the whole decoding process, especially compared to

the greedy decoding, where predictions for individual frames can be estimated

in parallel. The performance comparison is included in the following ablation

studies.

Table 5.5: Word error rates (WERs) for Tedlium2.

Model Iterations Dev(↓) Eval(↓)
Autoregressive

CTC-attention [88] L 11.7 9.9
+ beam search(40) L 10.4 9.0
+ external language model L 9.3 8.1

Align-Denoise
λ = 0.3 1 10.7 9.8

Previous work
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Kaldi - 9.0 9.0
CTC [96] 1 - 16.6

5.4 Discussion

5.4.1 Alignment mismatch

There exist some cases where aenc and agt are mis-aligned. One example

is given in Table 5.6. In the initial proposal from the encoder, the last ‘S’ in

the word prices has been repeated twice – which does not change the decoding

result. However, it makes the alignment mismatched and there is not enough

character space to recognize the word thing. The only way to correct this is to

remove the extra ‘S’ and move the whole segment to the left. Similar problems

have been observed in other non-autoregressive approaches [69] that predict

tokens directly instead of the alignment. Reducing the downsampling rate in

the encoder could mitigate this kind of error at the cost of decoding speed.
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Table 5.6: Mis-aligned example for Align-Denoise. This is part of the sentence

and the original sentence is the meteoric rise in prices is the worst thing

that could happen to the collectible car hobby.

aenc PPRICESS ISS THE WORSTTHAN THAT COUD HAVEPENN

agt PPRICES IS THE WORST THING THAT COULD HAP_PEN

5.4.2 Combining with beam search and external

language model

The proposed model, Align-Denoise, already conditions on some contextual

information. However, it is still possible to combine the Align-Denoise system

with the beam search and external language model to gain further improve-

ment since it is usually trained on some additional text corpus. But this makes

the inference process much slower. Before the inference process makes predic-

tions simultaneously and after that nearby tokens are merged according to the

CTC mapping rules. After, beam search and language model require left-to-

right search which involves a lot of sequential operations.

Overall, consistent improvements are observed on most datasets. On WSJ,

as shown in Table 5.7, no improvements are observed with only beam search.

Instead, beam search makes the inference process seven times slower. When

we used the word-based language model combined, we got about 1.5% absolute
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improvement, which is promising. But the real-time factor increased to 1.0,

which is 20 times slower than the simple parallel decoding strategy.

Table 5.7: Align-Denoise with/without beam search and external language
model on WSJ.

Model dev93 WER eval92 WER RTF
Autoregressive

CTC-attention [88] 14.3 11.8 0.97
+ beam search 13.8 11.6 4.62
+ external LM 7.8 5.3 5.72

Align-Denoise
λ = 0.3 13.5 10.8 0.05

+ Beam search 13.5 10.8 0.37
+ external LM 12.1 9.2 1.06

CSJ results are shown in Table 5.8. No significant improvements are ob-

served on this dataset when beam search is used with an external language

model. It is also 20 times slower than the original Align-Denoise decoding for

the running time.

Table 5.8: Align-Denoise with/without beam search and external language
model on CSJ.

Model Eval 1 CER Eval 2 CER Eval 3 CER RTF
Autoregressive

CTC-attention [88] 6.7 4.7 5.0 0.21
+ beam search(20) 6.3 4.3 4.6 3.86
+ external LM 5.9 4.1 4.6 4.46

Align-Denoise
λ = 0.3 5.4 4.0 4.2 0.05

+ Beam search 5.4 3.9 4.2 0.46
+ external LM 5.3 3.9 4.2 0.96
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In Table 5.9, the performance improvement for AISHELL is quite consid-

erable while the real-time factor is five times slower. Similarly, without an

external language model, no improvements are observed.

Table 5.9: Align-Denoise with/without beam search and external language
model on AISHELL.

Model dev CER test CER RTF
Autoregressive

CTC-attention [88] 5.7 6.2 0.10
+ beam search(10) 5.2 5.7 0.73
+ external language model 5.2 5.7 1.44

Align-Denoise
λ = 0.3 5.7 6.2 0.07

+ Beam search 5.7 6.2 0.14
+ external LM 5.5 6.0 0.33

For TEDLIUM2, the improvements with beam search and external lan-

guage model is up to 8% relatively in Table 5.10 but the inference speed is

250 times slower. This is mainly due to the long output sequence and large

language model.

Table 5.10: Align-Denoise with/without beam search and external language
model on TEDLIUM2.

Model Dev WER Eval WER RTF
Autoregressive

CTC-attention [88] 11.7 9.9 0.30
+ beam search(40) 10.4 9.0 12.11
+ external LM 9.3 8.1 24.50

Align-Denoise
λ = 0.3 10.7 9.8 0.05

+ Beam search 10.8 9.8 1.60
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+ external LM 9.9 9.0 12.98

In summary, Align-Denoise doesn’t benefit from beam search alone. How-

ever, adding beam search and external language model are always beneficial

for the proposed non-autoregressive Align-Denoise system. Sometimes the im-

provement is quite large but the decoding speed is always much slower. The

real-time factor for Align-Denoise is quite consistent and less than 0.07 while

adding those makes it 5-250 times slower depending on the dataset. Over-

all, Align-Denoise is a good tradeoff between performance and decoding speed

while still benefits from the development of beam search and language model

research.

5.5 Summary

Align-Denoise is a non-autoregressive speech recognition model which re-

solves the performance gap between autoregressive baseline and non-autoregressive

methods. Align-Denoise uses only a single iteration for the decoding, which

matches the autoregressive baseline with a much faster speed. The introduc-

tion of an external language model improves both autoregressive baseline and

Align-Denoise, while the improvement on Align-Denoise is more limited. While

the combination of the non-autoregressive and external language models is an
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interesting area to explore in the future, it makes the whole process much

slower, as observed in the discussion section. The speed deterioration makes it

less attractive, so it is not discussed in the dissertation.

125



Chapter 6

Conclusion

This dissertation investigates the possibility to apply non-autoregressive

end-to-end approaches to two critical speech applications: speech recognition

and speech synthesis. Non-autoregressive approaches provide a new direction

to speed up the state-of-the-art end-to-end systems by reducing the number

of iterations through the decoder to constant, without much degradation in

performance. Two novel directions are discussed in this dissertation.

The first direction is based on masked language models like BERT [89].

Two new non-autoregressive training frameworks are proposed, which we call

A-CMLM and A-FMLM, which is inspired by the previous work on neural

machine translation [46]. A-CMLM applies a conditional language model to

speech recognition. Besides decoding strategies like left-to-right, mask-predict,

a new decoding strategy is proposed. Based on the connection with a classi-

126



CHAPTER 6. CONCLUSION

cal dependency parsing [92], this decoding strategy is named easy first. In-

spired from easy first, a new training framework, A-FMLM, is further pro-

posed, which utilizes factorization to bridge the gap between training and in-

ference. In experiments, in comparison to classical left-to-right order these two

show great speedup with reasonable performance on four different corpora.

From ablation studies, one can observe that the external language model is

very helpful, especially when it is trained on an additional text corpus.

The second direction utilizes a denoising objective to refine the initial result

with errors.This dissertation explores this direction in both speech recognition

and speech synthesis. For speech recognition, Align-Denoise is proposed, which

uses a single iteration to reach high performance, without the need for beam

search and external language model. Align-Denoise reaches a similar perfor-

mance as the autoregressive baseline without an external language model, and

it also benefits from the introduction of the external language model. Align-

Denoise achieves 20x real-time generation, up to 480x faster than the autore-

gressive baseline with the external language model.

For text-to-speech, two different tasks are studied in this dissertation: vocoder

and phoneme-to-wave. The most popular TTS approach uses two stages to syn-

thesize the audio. In the first stage, the phoneme sequence is transformed

into Mel-spectrogram features. In the second stage, a vocoder is trained and

used to predict waveform samples from the Mel-spectrogram features. Usu-
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ally, the vocoder is the challenging and slowest part. WaveGrad is a novel neu-

ral vocoder that supports a different number of steps to generate high-fidelity

audio. Our experiments demonstrated that only six iterations are required

to generate high-quality samples. We further extend the vocoder to the full

phoneme-to-wave model, WaveGrad 2, which generates waveform directly from

the phoneme sequence. WaveGrad 2 dramatically reduces the performance gap

between autoregressive and non-autoregressive systems and is able to match

the state-of-the-art autoregressive system with enough iterations.

To sum up, here are the major contributions of this dissertation:

• A new masking-based framework is proposed for speech recognition, which

includes two novel methods, Audio-Conditional Masked Language Model

(A-CMLM) and Audio-Factorized Masked Language Model (A-FMLM).

• A-CMLM is the first attempt of non-autoregressive end-to-end speech

recognition and achieves similar performance on AISHELL, slightly worse

performance on TEDLIUM2, CSJ, and WSJ.

• A-FMLM is proposed based on observations, and it reduces the number of

required iterations.

• A new possibility is explored, which uses a large number of refinement

steps to avoid the beam search, and acceptable performance is observed

with large speedup
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• Noise-based speech synthesis approaches which are non-autoregressive

and support a dynamic trade-off between fidelity and inference speed.

• WaveGrad is a vocoder that generates waveform samples from the input

mel-spectrogram features. WaveGrad starts from Gaussian white noise

and iteratively updates the signal via a gradient-based sampler condi-

tioned on the mel-spectrogram. WaveGrad is non-autoregressive, and re-

quires only a constant number of generation steps during inference. Ex-

periments reveal that the model can generate high-fidelity audio samples

using as few as six iterations. WaveGrad is simple to train, and implicitly

optimizes for the weighted variational lower-bound of the log-likelihood.

The empirical experiments demonstrated WaveGrad to generate high fi-

delity audio samples matching a strong autoregressive baseline.

• WaveGrad 2 is a phone-to-wave model which is the combination of Wave-

Grad decoder with Tacotron-2 [33] based encoder. The generation proce-

dure provides a trade-off between fidelity and speed by varying the num-

ber of refinement steps. Experiments demonstrate that WaveGrad 2 is

capable of generating high fidelity audio comparable to solid baselines.

Ablation studies exploring different model configurations found that in-

creased model size is the most important factor in determining WaveG-

rad 2 synthesis quality.
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• the noise-based approach idea is adapted to the speech recognition and

proposed Align-Denoise, which favors a single pass decoding and can be

considered as an extension to the existing CTC model. Align-Denoise

reaches comparable results with baselines on multiple datasets without

beam search and external language model, which gives a very consistent

real-time factor less than 0.07.

These claims have been validated by empirical results on several data sets,

including both public available ones and proprietary ones.
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