
ROBOTIC IMPLANT MODIFICATION
FOR NEUROPLASTIC SURGERY

by

Shuya (Joshua) Liu

A dissertation submitted to Johns Hopkins University in conformity with

the requirements for the degree of Doctor of Philosophy

Baltimore, Maryland

August, 2021

© 2021 Shuya (Joshua) Liu

All rights reserved



Abstract

Neuroplastic surgery, which combines neurosurgery with plastic surgery, is

a novel field that has not been rigorously studied. It has crucial clinical po-

tentials in implanting instrumented devices for brain imaging, targeted drug

delivery, deep brain stimulation, shunt placement, and so on. A specific appli-

cation of neuroplastic surgery is single-stage cranioplasty. Current practice

involves resizing a prefabricated oversized customized cranial implant (CCI).

This method provides intraoperative flexibility for skull resection. However,

surgeons need to manually resize the CCI to fit the craniofacial bone defect

based on their judgment and estimation. This manual modification can be

time-consuming and imprecise, resulting in large bone gaps between the skull

and the resized implant. This work investigates the possibility of applying

robotic and computer-integrated techniques to improve the procedure.

This dissertation describes the development and examination of several

systems to address the challenges that emerged from the CCI resizing process:

(i) To assist the manual modification, a portable projection mapping device

(PPMD) provides precise real-time visual guidance for surgeons to outline

the defect boundary on the oversized CCI. (ii) Even with the assistance of

a projection system, the subsequent manual resizing may still be imprecise

ii



and prone to failure. This work introduces an automated workflow for in-

traoperative CCI modification using a robotic system. (iii) A 2-scan method

accomplishes the patient-to-CT registration using a handheld 3D scanner, and

addresses the challenges posed by the soft tissues and the surgical draping

requirement using reattachable fiducial markers. (iv) A toolpath algorithm

generates a cutting toolpath for the robot to resize the implant based on the

defect geometry. (v) Due to certain limitations associated with mechanical

cutting, this work presents a 5-axis CO2 laser cutting system that achieves fast

and precise implant modification, ideal for fabricating instrumented implants.

The evaluation of the automated workflow shows a significant improve-

ment in CCI resizing accuracy. This indicates lower risk of implant failure

causing post-surgical complications. Furthermore, the functions provided by

these systems can be expanded to other neuroplastic applications.
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Chapter 1

Introduction

1.1 Motivation

Patients undergoing neurosurgical procedures are usually left with permanent

deformities on their skulls, face, scalp dura and so on. To fix these deformities,

patients usually need neuroplastic surgery during which surgeons utilizes

synthetic and bio-compatible materials, such as Poly Methyl Methacrylate

(PMMA) or Polyether Ether Ketone (PEEK), to replace the bone at the defected

area [1, 2]. Neuroplastic surgery is also useful for implanting medical devices

for targeted drug delivery, deep brain stimulation, shunt placement and so

on [3]. A specific application of neuroplastic surgery is cranioplasty, which

focuses on skull reconstruction [4, 5].

The main challenge for cranioplasty is the unknown skull resection. Usu-

ally, after craniotomy, autologous bones are often discarded because of os-

teomyelitis, tumor, or resorption. Therefore, surgeons usually repair skull
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defects using Customized Cranial Implants (CCIs) [6–8]. Due to the un-

known skull resection, the traditional procedure usually requires an addi-

tional surgery after the initial neurosurgery, during which the bone flap is

removed [9]. The surgeon needs to work with an implant manufacturer using

Computer-aided Design/Manufacturing (CAD/CAM) techniques to design a

patient-specific CCI. The generated CCI, matching the patient’s original skull

resection geometry, then fills the bony voids in the cranial skeleton during the

second surgery.

To simplify the procedure and minimize the risk of prolonged brain ex-

posure, single-stage cranioplasty, which comes up with an appropriate CCI

immediately after the skull resection, has become clinically more desirable [10,

11]. One conventional approach is to perform intraoperative modification of a

prefabricated oversized CCI immediately following craniotomy [12]. How-

ever, the current approach requires a surgeon to manually resize an oversized

CCI based on his/her judgment and estimation of a cranial defect’s shape,

which can be imprecise and often time-consuming. This can result in large

bone gaps, which may cause post-surgical complications. Therefore, precisely

and efficiently resizing the oversized CCI has become a major challenge.

This dissertation details a number of systems developed to improve the

CCI resizing accuracy. An Augmented Reality (AR) based projection system is

first developed to help surgeons accurately outline the boundary of the defect

on the oversized CCI. However, this approach still depends on individual

surgeon’s skill to manually resize CCIs. As medical robots are rapidly trans-

forming conventional surgical procedures, a robotic workstation is developed
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to automate and improve the resizing accuracy of the intraoperative CCI mod-

ification. While the developed robotic system demonstrates higher resizing

accuracy than the manual approach, many drawbacks emerged from using

mechanical cutter, such as the limited robot workspace, creating noise/dust,

and incapability of cutting smooth and sharp edges. Therefore, a 5-axis laser

cutting system is designed and developed for precise CCIs resizing without

direct contact, reducing the risk of any contamination.

3D scanning is our primary approach used in acquiring defect geometry

alongside the optical tracking method. A key factor determining the resizing

accuracy of these systems is associated with the accuracy of the registrations

between different 3D spaces: 1) the patient space, containing the defect geom-

etry; 2) the CT space, containing the original CCI; 3) the spaces containing the

physical CCI, which can be projector space, robot space or the laser space. This

registration procedure has been extensively used throughout this dissertation.

The experimental tests showed that these developed systems have consider-

ably improved the resizing accuracy and provided faster CCI modification

compared to the manual method. Because of the accurate registration method,

the robotic and laser cutting systems described in this dissertation can give

accurate CCI resizing regardless of the complexity of the local skull geometry.

1.2 Objectives and Scope

The goal of this research is to develop surgical systems for fast and precise

CCI resizing, and to provide new techniques for single-stage skull reconstruc-

tion. While this research focuses on single-stage cranioplasty, the developed
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systems may apply to a variety of surgical procedures as discussed in the

following Chapters.

As mentioned in the previous section, the accuracy of intraoperative mod-

ification of an oversized CCI depends on a surgeon’s estimation of defect

geometry. This is often imprecise and results in large bone gaps between

the resized implant and the defect. To visually guide the surgeon during

this process, we introduce a Portable Projection Mapping Device (PPMD).

The PPMD consists of a real-time Optical Tracking System (OTS) with sub-

millimeter tracking accuracy that can track multiple digitizing instruments

and reference markers attached on the skull. After performing patient-to-CT

registration utilizing the anatomical features, the surgeon outlines the skull

resection area with a digitizing instrument to acquire the defect boundary.

The defect boundary is then projected directly on the oversized CCI to guide

the subsequent manual modification. The proposed PPMD and its associated

pipeline enable intraoperative CCI modification with 3D projection feedback

to surgeons for the very first time.

The PPMD system is also applicable to many other medical AR applica-

tions when projection mapping is preferred over wearable Head-mounted

Displays (HMDs). Nevertheless, this technique only provides visual feedback,

as it still relies on surgeons to perform the manual cutting. To automate the

cutting process, a robotic system is developed to achieve automated and more

precise CCI resizing. The system utilizes 3D scanning technique to acquire a

patient’s defect geometry. Based on the acquired defect information, a cutting

toolpath is generated for the robot to automatically resize the oversized CCI
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to fit the skull defect. The preliminary experiments on partial plastic skulls

demonstrated higher resizing accuracy by the developed system compared to

an expert surgeon’s performance.

The preliminary success of the robotic system implies its clinical values in

future single-stage cranioplasty. To emphasize its practical significance, the

system is further developed to address the registration challenge in clinical

settings when soft tissues exist and surgical draping is required. A 2-scan

method is proposed for patient-to-CT registration using reattachable fiducial

markers. First, prior to draping, the patient’s head is 3D scanned with markers

attached on the skin. After skull resection, the defect geometry is acquired

by performing another 3D scanning. Although the drape would only leave

the surgical site visible, the key to successful patient-to-CT registration is the

designed markers that could be repeatedly reattached at the same locations

above the drape. Next, the toolpath algorithm generates a robot cutting

toolpath based on the 3D scanned defect model considering the defect’s

beveled edge. Lastly, the robot performs robotic 3D scanning to localize

the implant and automatically resizes the implant to match the size of the

defect. We evaluated the implant resizing accuracy of the proposed paradigm

against the resizing accuracy of the manual approach by an expert surgeon

on plastic skulls and cadavers. The results showed that the proposed system

significantly decreased the bone gap distance between the resized CCI and the

defect, indicating lower risk of post-surgical complication and more satisfied

aesthetic restoration.
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The proposed robotic system shows promise for clinical applications. How-

ever, the mechanical cutting system has certain limitations, as mentioned

above. Moreover, mechanical cutters may cause contamination if not properly

sterilized. To address these challenges posed by the mechanical cutting sys-

tem, a 5-axis CO2 laser cutting system is developed. It is also discovered that

laser cutting can provide an even higher accuracy than the robotic cutting sys-

tem, under the similar registration method. The author’s registration method,

combined with the accurate laser cutting system has shown great potential

in various neuroplastic applications, such as non-screw fixation, fabricating

instrumented implants.

1.3 Thesis Overview

In this work, the author describes the developed AR and automated systems.

With extensive design and testing, it is demonstrated that the proposed au-

tomated workflow for single-stage cranioplasty significantly improves the

resizing accuracy over the conventional workflow. The breakdown for each

Chapter is described as follows:

Chapter 2 provides the reader an overview of the clinical background asso-

ciated with single-stage cranioplasty. A selected number of relevant literature

are reviewed describing the progress of different methods used in single-stage

cranioplasty. Based on the current research, the major shortcomings of the

existing techniques for CCI resizing is identified.
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A novel Portable Projection Mapping Device (PPMD) is presented in Chap-

ter 3. The PPMD system integrates projection AR into clinical settings, al-

lowing the surgeons to visualize the defect contour directly on the oversized

CCI. Chapter 3 describes this system in detail and demonstrates its tracking

and projection mapping accuracy. The PPMD system guides the surgeon to

precisely outline the defect contour on the oversized CCI.

However, the system described in Chapter 3 still requires manual resizing.

To automate the resizing process, a robotic workstation for resizing CCIs is

developed and introduced in Chapter 4. The advantages of using 3D scanning

to acquire precise defect geometry, and the key challenge of registering the

defect to the implant is addressed. A toolpath algorithm is developed for

generating robot’s Tool Center Points (TCPs). The system is then tested on

six partial skulls with defects generated at different locations. The resizing

accuracy of the system compared to the conventional manual approach and

the OTS approach is then evaluated and showed significant improvement

resulting in smaller bone gaps between the resized CCI and the defect.

The robotic system developed in Chapter 4 indicates the potential of an

automated CCI resizing process. However, the preliminary system was only

tested on partial plastic skulls. The patient-to-CT registration with soft tissue

was not addressed. Also, the draping requirement during the surgery makes

the patient-to-CT registration by 3D scanning extremely difficult. Chapter 5

discusses further system improvement and addresses the registration chal-

lenge by using a 2-scan method and utilizing reattachable fiducial markers.

The toolpath algorithm described in Chapter 4 is further improved, and a
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robotic 3D scanning is implemented to localize the CCI automatically. We

conducted cadaver tests to demonstrate the system’s feasibility in clinical

applications.

The test results from Chapter 4 and 5 demonstrated the potential value

of the robotic system in clinical applications. Although the automated intra-

operative CCI modification workflow produces higher resizing accuracy, the

robot accomplishes the process via mechanical cutting tools. The mechanical

cutter cannot cutting sharp edges while creating much noise and dust in the

operating room. Therefore, Chapter 6 discusses the development of a 5-axis

laser cutting system to provide faster and smoother cuttings. Preliminary tests

by 3-axis demonstrated minimal bone gaps between the resized CCI and the

defect, indicating improved skull reconstruction.

The laser cutting system has shown a more accurate, cleaner and faster

CCI resizing compared to the robotic mechanical cutting. In Chapter 6, the

kinematics of the 5-axis laser cutting system is analyzed. However, the test

was done on a simple defect model that only required 3-axis cutting. A

more complicated skull defect usually requires all 5-axis cutting to achieve

a close fit between the skull and the resized CCI. Therefore, in Chapter 7,

the author implements the full 5-axis control of the laser system to resize

CCIs for more complicated defect geometries. The Chapter also introduces

an implant localization method for registering regular implants to the system,

eliminating the need of additional registration tabs to be designed on the

implants. A higher power laser replacing the previous one achieves faster and

more efficient cutting.
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Chapter 8 concludes the work, summarizing all the developed systems

and their clinical significance in improving neuroplastic surgery. The Chapter

also describes the limitations of these studies and identifies future research to

further expand and materialize their clinical applications.

1.4 Contributions

The author’s contributions are summarized as follows:

• Development of a Portable Projection Mapping Device (PPMD) to pro-

vide medical Augmented Reality (AR) for surgical navigation and visual

guidance, allowing surgeons to perform patient-to-CT registration and

precisely outline the defect boundary on the oversized CCI.

• Development of an open-source optical tracking algorithm with Robotic

Operating System (ROS) implementation to track multiple instruments

within sub-millimeter tracking accuracy.

• Introducing a fast and non-contact approach for acquiring intraoperative

cranial defect geometries using a handheld 3D scanner.

• Integration of a robotic system for intraoperative CCI modification.

• Introducing a modified Iterative Closest Point (ICP) algorithm for patient-

to-CT registration that addresses the challenge posed by the soft tissues.

• Introducing a 2-scan method for registering the 3D scanned cranial

defect model to the CT space using reattachable fiducial markers to
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address the challenge posed by the surgical draping requirement in

clinical scenarios.

• Development of a toolpath algorithm for generating robot cutting tool-

path that defines the robot’s TCPs to attain precise CCI resizing.

• Proposing an automated workflow for resizing oversized CCI, providing

automatic implant localization functionality via robotic 3D scanning.

• Evaluation of the resizing accuracy of the developed systems by phan-

tom and cadaver experiments, and compared the results to the conven-

tional manual approach.

• Development of a 5-axis CO2 laser cutting system for intraoperative CCI

resizing.

• Demonstration of higher resizing accuracy using the developed sys-

tems than the conventional manual implant resizing, and their potential

applications for neuroplastic surgery.
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Chapter 2

Background

2.1 Motivation

This chapter intends to provide the readers with relevant background in-

formation for the following chapters. This chapter begins by introducing

the conventional cranioplasty procedure and the more recent neuroplastic

surgery. The second part of this chapter reviews some existing techniques for

single-stage cranioplasty. However, many challenges arise while performing

single-stage cranioplasty, which motivated the author to design and develop

a series of medical devices and robotic systems to improve the procedure.

The third part of this chapter lists the technical background about medical

augmented reality and intraoperative data acquisition.

2.2 Medical Background

Neuroplastic surgery is a procedure to repair the bone defect in the craniofacial

skeleton [1, 3]. A non-congenital cranial defect may result from trauma or a

previous procedure. For instance, neurosurgery often requires craniotomy,
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Figure 2.1: Cranioplasty with a patient-specific cranial implant Image courtesy of
https://highimpact.com/exhibits/cranioplasty.

partial resection of the skull, for surgeons to gain access to the brain in order to

diagnose or treat diseases such as tumors, aneurysms, epilepsy or infections.

The surgery creates a bony void in the skull. Without the protection for the

brain, the void poses a great risk of post-surgical brain injuries. Thus, a

neuroplastic procedure such as cranioplasty is often desired to repair the skull

deformities, restoring patients’ aesthetics and neurological functions [5, 10].

Conventional cranioplasty reuses the patient’s original bone if it remains

functional or uses titanium mesh to cover the defect hole if the defect area

is small [2]. An alternative approach is to perform delayed cranioplasty,

in the case of decompressive craniectomy, using a patient-specific implant

customized made from a bio-compatible synthetic material [9, 13, 14]. The

customized implant is usually designed based on the patient’s postoperative

CT images to obtain an ideal match between the implant and the defect, as

shown in Figure 2.1 [15]. While the customized implant mimics the same size

and shape of the original skull, it requires a secondary surgery which leads
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to longer recovery time and increases the risk of post-surgical infection [16].

Hence, single-stage cranioplasty is proposed as the technique of choice where

possible [17].

Single-stage cranioplasty aims to repair skull deformities immediately

following neurosurgical procedures within one single operation; therefore,

decreasing operative times [11, 12]. The single-stage skull reconstruction

has become more popular as it shortens the surgical and recovery time. The

common practice of single-stage cranioplasty fills the skull defect using a

prefabricated CCI, but challenges emerge in fitting the implant exactly to the

defect in order to provide a perfect seal to the skull.

2.3 Related Work

With the fast development of CAD/CAM and Computed Tomography (CT),

patient-specific alloplastic CCIs, customized-made from synthetic bio-materials

have been widely used for skull reconstructions [18–20]. There are com-

monly three basic materials used for CCI fabrication: Titanium, Poly Methyl

Methacrylate (PMMA), Polyether Ether Ketone (PEEK).

Titanium mesh is a metallic alloy that has a high strength. Studies have

shown that CCI made of titanium has low risk of infection [21, 22]. But the ma-

terial is expensive and causing artifacts on imaging [23, 24]. PMMA and PEEK

are the two most widely materials used for alloplastic reconstruction. Over-

all, PMMA and PEEK have similar properties in terms of strength, and both

materials can be customized in a patient-specific manner using CAD/CAM

technique [25]. However, PEEK was only introduced recently, whereas PMMA
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is more reliable as it has been used for CCI fabrication since 1940s even up

to today [6, 26, 27]. In addition, patient-specific prefabricated CCIs made of

PMMA are delivered sterile, directly to the operating room; CCIs made of

PEEK require additional on-site sterilization [25, 28, 29].

Due to the long production time, CAD/CAM-based alloplastic CCIs have

mainly been used for delayed cranioplasty. To achieve single-stage skull

reconstruction, the patient-specific CCIs are prefabricated and sterilized so

that the surgeons would receive the CCIs before the procedure. During the

procedure, the surgeon then performs craniotomy in accordance to the size of

the CCI.

Earlier practices of single-stage cranioplasty utilized a resection template

to guide the skull resection to match a given CCI, as shown in Figure 2.2

[30, 31]. Robot-assisted craniotomy was also introduced to achieve precise

skull resection [32]. Recent techniques adopted surgical navigation to assist

surgeons to attain efficient and accurate skull resections [33–35]. It is worth

noting that sometimes, the amount of bone removal may be revised during the

surgery due to surgical needs. However, all the above-mentioned approaches

are limited by the preoperative plan in order to match the size of a given

implant, restricting any intraoperative plan change.

One method for flexible skull resection while achieving single-stage recon-

struction is to form alloplastic CCIs intraoperatively using PMMA cement

by pouring the resin into a mold created from the patient’s autologous bone

[36, 37]. Although this intraoperative molding technique is cost-effective, it is
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Figure 2.2: Craniotomy using a patient-specific surgical guide Image cour-
tesy of http://balticimplants.eu/patient-specific-medical-devices/
cranial-implants/.

time-consuming and unusable if the removed bone flaps are already contami-

nated with infections. Moreover, the exothermic reactions during the PMMA

curing may cause allergic reactions. While additive manufacturing such as 3D

printing has been widely used to generate CCIs, it is impractical to 3D print

CCI during the surgery due to its long fabrication time and the sterilization

requirement [38–40].

Another clinical approach for single-stage cranioplasty is to perform intra-

operative manual modification of an oversized CCI to fit the skull defect [11,

12]. The oversized CCIs are prefabricated based on the patient’s preoperative

CT images that matches the 3D geometry of the original intact skull. During

single-stage cranioplasty, the surgeon draws the defect contour with a marker

pen directly on the prefabricated oversized CCI then trims the CCI to fit the

size of the defect (Figure 2.3). However, it remains challenging for surgeons

to gauge and to trace the cranial defect contour by eyeballing.
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Figure 2.3: Intraoperative manual CCI modification a) The surgeon marks the
defect contour on the oversized CCI. b) The surgeon manually trims the oversized
CCI. c) The resized implant is fitted to the defect.

The imprecise defect contour estimation usually requires a surgeon to

preform multiple iterations to resize the implant until it can roughly fit into

the defect. The whole resizing procedure takes about 10-80 minutes [12]. Even

after the implant is trimmed down to fit into the defect, it often results in large

bone gaps due to over-cutting. A study shows that for pediatric cranioplasty

a bone gap of > 6 mm results in significantly higher implant failure [41]. To

minimize this risk, the large bone gaps are covered by additional thin titanium

meshes. Although these titanium meshes mitigates implant failure in some

degrees, it is not as durable as the actual CCI, which matches the original skull

thickness.

To improve the accuracy of defect-contour tracing, surgeons can use a

computer-assisted workstation to guide their manual modification of over-

sized CCIs [42, 43]. This workstation identifies the region of the resected skull

using an optical tracking navigation system, then projects the outline of the
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Figure 2.4: Computer-assisted single-stage cranioplasty The computer-assisted
single-stage cranioplasty utilizes a optical tracking system and a projector to project
defect contour on the oversized CCI for the subsequent manual modification. Image
courtesy of Murphy etc. [42].

resection onto the oversized CCI (Figure 2.4). This approach minimized the

bone gaps between the skull and the resized implant, and the amount of time

spent compared to the manual approach.

The approaches mentioned above are the current research within the scope

of this thesis on single-stage cranioplasty. The computer-assisted workstation

proposed by Murphy et al. is the first system that helps surgeons to outline the

defect contour on a prefabricated patient-specific oversized CCI [42]. However,

the system requires a specific implant fixation to be designed for each implant.

Moreover, this setup is unable to provide accurate defect contour projection

on CCIs with complex curvatures. To address the limitations, an integrated

handheld projection system is introduced in Chapter 3.
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2.4 Technical Background

2.4.1 Medical Augmented Reality

Augmented reality is a form of computer-generated perceptual information,

such as graphics or sound, based on the real-world environment. The pi-

oneering Augmented Reality (AR) technology was introduced through an

HMD developed by Ivan Sutherland in the mid-1990s [44]. Nowadays, the AR

industries are fast expanding. However, HMDs have several disadvantages.

Most notably, they are sensitive to latency and have a limited field of view.

Also, the rendered scene is only visible to individual users.

Projection mapping, also known as video mapping or Spatical Augmented

Reality (SAR), is also an AR technique that turns objects’ surfaces into display

targets for graphic or video projection. With this technology, real world objects

could be enhanced with different visual effects without the need of HMDs.

In addition, it allows for a larger field of view with reduced latency that can

simultaneously provide multiple users a shared experience.

Nowadays, the AR industry has grown so popular even in the medical field.

Many AR applications have been developed, allowing surgeons to directly

view the augmented information in the operating field instead of a separate

monitor [45–47]. For dynamic senses, projection mapping on movable 3D

objects (Pmomo) enables user an interactive AR experience [48]. Although the

Pmomo system presents a novel concept, the system relied on a depth camera

for tracking objects which can be susceptible to low speed and accuracy.

Numerous procedures have adopted surgical navigation systems, such as
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Electromagnetic Tracking Systems (ETS) or Optical Tracking System (OTS), to

precisely track the locations of surgical instruments. Surgeons can use a digi-

tizing instrument to acquire intraoperative patient data, such as locating the

anatomical features to perform patient-to-CT registration. Although OTS may

suffer from occlusion of the line of sight, OTS has been proven to have better

accuracy than ETS [49]. However, commercial tracking systems are usually

expensive and bulky, limiting their practicality for setup and reconfiguration.

A low-cost OTS can be created using Kinect sensors [50]. Nevertheless, such

system is still stationary and vulnerable to occlusion.

In this work, the author introduces a Portable Projection Mapping Device

(PPMD), which integrates a miniature OTS for surgical navigation into a

portable projector to provide surgeons real-time visual guidance for outlining

the defect boundary on the oversized CCI, as described in Chapter 3.

2.4.2 Acquisition of Defect Geometries

One of the key components of computer-assisted technology to perform single-

stage cranioplasty is precise registration of the patient’s skull defect informa-

tion to the CT space where the oversized CCI is designed. To achieve this

goal, the easiest way is to acquire an intraoperative CT scan. However, this is

usually not recommended due to the amount of radiation after the removal of

the skull bone fragment.

As mentioned in the previous Section, an alternative is to use surgical

navigation systems such as OTS to guide their procedures. The first step is to

register the patient in the OTS camera space to the preoperative skull model
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in the CT space, known as patient-to-CT registration. During this process, the

surgeon attaches a reference marker on the patient’s skull and then uses a

digitizing instrument to contact certain anatomical features defined in the CT

model. A spatial transformation can be calculated via point set registration

to align the patient in the OTS camera space to its CT space. Therefore, as

the surgeon traces the patient’s skull defect with a tracked instrument, the

defect’s boundary can be identified in the CT space. The registered defect

information can be projected on the oversized CCI to guide the surgeon to

precisely outline the defect boundary [42].

With the advent of 3D scanning technology, many medical applications

use 3D scanners to capture the outer shape of an object for 3D measurement

[51]. Although 3D scanning has been widely used to generate digital 3D

models, it has not been extensively used in cranial or craniofacial reconstruc-

tion surgeries. In this work, the author investigates using 3D scanning for

intraoperative data acquisition to capture the 3D geometries of the cranial

defect in a fast and non-contact fashion.

2.5 Summary

This chapter provides the readers with the medical background and a brief

review of related works concerning neuroplastic surgery, specifically single-

stage cranioplasty. The challenges and limitations related to single-stage

cranioplasty using prefabricated oversized CCIs were also discussed. The

chapter also provides the reader the technical background associated with

medical augmented reality and intraoperative data acquisition, which leads
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to the development of several computer-integrated and robotic systems as

described in the subsequent Chapters.
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Chapter 3

A Portable Projection Mapping
Device for Intraoperative Guidance

3.1 Motivation

As single-stage cranioplasty becomes more prominent in clinical settings, the

fitting accuracy characterized by the CCI resizing accuracy has become a

major challenge. Several approaches have been developed to help to improve

the fitting accuracy between the implant and the skull defect [30, 31, 33–35].

However, all these methods are based on performing planned craniotomy,

restricting intraoperative plan change. An alternative approach utilizes in-

traoperative manual modification of a prefabricated oversized implant. The

oversized implant profile provides flexibility during skull resection, but the

resizing process heavily depends on the skills of individual surgeons [12].

During the CCI resizing process, the surgeon needs to eyeball the defect ge-

ometry and manually cut the oversized implant based on visual judgment,

which is imprecise and time consuming.
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To improve this shortcoming, Murphy et al. [42] proposed a computer-

assisted workstation to project the defect contour on the implant so that the

surgeon can visualize the defect boundary on the oversized CCI. This system

utilized an optical navigation system to track a surgical instrument and collect

the defect contour information. Afterward, the defect boundary was projected

on the oversized implant for the surgeon to outline the contour. Lastly, the

CCI was manually resized by a handheld burr (Figure 2.4). However, this

system has several drawbacks. First, the system relied on user’s adjustment

to register the implant to the projector. Second, the static projector cannot

provide accurate projection for CCIs with complex geometries (Figure 3.1).

Third, the setup was complicated, and each implant required a customized

fixation to be made.

This Chapter presents a Portable Projection Mapping Device (PPMD) for

precise overlay of cranial defect boundary on an oversized CCI. This device

combines 3D projection technique with a miniature OTS. Surgeons can use this

system for surgical navigation to acquire the defect boundary by tracing the

skull resection using a digitizing instrument. Afterward, the system projects

the defect boundary on the oversized CCI for the surgeon to outline the defect

boundary. Moreover, the PPMD system enables the surgeon to verify the

registration by overlaying the CT model or the oversized CCI on the physical

skull. The system is cost-effective, providing surgeons an effective method to

outline the defect boundary on the oversized CCI.
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Figure 3.1: Craniofacial deformities enclosed by implants A: A CCI of planar
geometry. Implant (pink) does not have sharp curvatures or steep surface drops, and
the defect boundary can be outlined via static 2D projection. B: A CCI of complex
geometry. Implant (blue) has a complex shape with sharp features, and the defect
boundary cannot be accurately projected via 2D projection.

3.2 Contribution

The author’s contributions in this Chapter include:

• Designing a portable projection mapping system for medical Augmented

Reality (AR) and demonstrating the system’s feasibility in single-stage

cranioplasty.

• Developing a miniature OTS and a tracking algorithm with implementa-

tion in ROS to track multiple surgical instruments in real-time.

• Developing a patient-to-CT registration Graphic User Interface (GUI)

and evaluating the tracking and projection mapping accuracy.

Mr. Wei-Lun Huang helped the author in performing camera-projector
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calibration, implementing part of the tracking algorithm and assisting the eval-

uation experiments. The work in this Chapter was published in the Proceed-

ings of SPIE Optical Architectures for Displays and Sensing in Augmented,

Virtual, and Mixed Reality (AR, VR, MR) (2020) and won the second place

at the optical design challenge [52]. The author has also filed a PCT patent

application titled "Portable Projection Mapping Device and Projection Mapping

System for Providing Spatial and Temporal Mapping of Images and/or Videos".

3.3 Methods

3.3.1 System Design

The PPMD system consists of a laser projector (Laser Beam Pro C200) and

an RGB-D camera converted into a stereo infrared camera (Intel RealSense

D435i camera). The Intel Realsense D435i camera contains an RGB camera

with a resolution of 1920 x 1080 of frame rate at 30 fps, and an active stereo IR

camera with a resolution of up to 1280 x 720 of frame rate at 90 fps, providing

depth stream. The PPMD can be handheld or mounted on a tripod. Similar to

commercial tracking systems, such as NDI Polaris, the PPMD system utilizes

the stereo vision of the RealSense D435i camera as its optical tracking unit due

to its higher frame rate and robustness to interference of ambient light. A pair

of 850 nm narrow bandpass filters are installed on the depth camera to convert

it into a stereo infrared camera as shown in Figure 3.2. An infrared LED

emitter is installed in the middle between the two IR camera units, emitting

850 nm infrared light. As each surgical instrument is attached with a few

retro-reflective spheres in a specific pattern, the retro-reflective spheres reflect

25

https://www.laserbeampro.com/
https://www.intelrealsense.com/depth-camera-d435i/
https://www.intelrealsense.com/depth-camera-d435i/


Figure 3.2: PPMD system components The system consisted of a laser projector, an
RGB camera, a pair of stereo infrared cameras with optical narrow bandpass filter
and an infrared LED light source.

the infrared light back to the LED source.

An overview of of applying PPMD in single-stage cranioplasty is shown

in Figure 3.3. The red area on the plastic skull represents the skull defect.

After the patient-to-CT registration, the location of the CCI can be determined

and visualized on the skull by projection mapping (the blue area). The defect

contour can be outlined with a digitizing instrument and displayed in real-

time (the green line). The traced defect boundary can be transformed to the CT

space. Since the oversized CCI is designed from the CT model, the acquired

defect boundary indicates the amount of modification on CCI by reducing its

size in order to fit the defect. Therefore, the surgeon can use this proposed

PPMD system to visualize the defect boundary on the CCI to guide their
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Figure 3.3: Single-stage cranioplasty demonstration (a) An oversized implant was
mapped from the CT space to the patient space after registration, and was projected
on top of the skull. (b) The cranial defect contour was acquired by tracing it with a
digitizing instrument. Real-time instruments tracking and visualization were shown.

manual modification.

The PPMD system enables surgeons to visualize patient data directly on

the patient’s body during surgical procedures. The pipeline of the system is

shown in Figure 3.4. Prior to using the system, it is necessary to run a one-time

camera-projector calibration to calculate the unique intrinsic parameters of

the camera and projector as well as the extrinsic parameters that represent the

transformation between the camera and projector.

To recognize and track the surgical instruments, the system requires the

configuration of the surgical instrument defined by a set of retro-reflective

markers. In our experiment, we designed two tracking instruments: a refer-

ence marker and a digitizer. During single-stage cranioplasty, the reference
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Figure 3.4: The PPMD’s high-level block diagram The diagram shows the pipeline
of the PPMD system.

instrument is attached to the skull to track the patient’s head. The digitizing

instrument acts as a free-hand probe to interact with the system. The system

tracks and computes the poses of the instruments in real-time. As such, any

point in 3D space of the real-world can be determined with respect to the ref-

erence frame coordinate system. Therefore, after completing the registration

between the patient head and the CT model, the surgeon can visualize the CT

skull model directly overlaid on the patient’s head, as shown in Figure 3.5.

Furthermore, using the digitizing instrument, the surgeon can interact with

the system to virtually draw on the patient’s head for surgical planning or

intraoperative data collection.
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Figure 3.5: Overlaying the CT skull model on patient The registered CT skull model
was overlaid on the physical skull via projection mapping. Surgeon can roughly
determine the registration accuracy based on the model alignment.
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Figure 3.6: Camera-projector calibration The camera projector calibration finds the
transformation of the project frame {P} from the camera frame {Crgb}. A calibration
board is used during this process, and the projector projects a grid pattern on the
calibration board.

3.3.2 Camera-Projector calibration

A camera-projector calibration is required when the location of the camera

relative to the projector has been changed or is unknown. This process is

required only once as long as the hardware configuration is not changed after

the calibration. The calibration, however, can be updated very quickly and

easily with the calibration tool developed in our application.

Camera-projector calibration consists of camera calibration, projector cali-

bration, and a stereo calibration between the camera and projector. We employ

the pin-hole model for both camera and projector calibration and then apply

Zhang’s method, in which the projector is treated as an inverse camera [53, 54].

As shown in Figure 3.6, we define three coordinate systems: {M} represents

the model space of the chessboard, {Crgb} is the RGB camera frame, and {P}
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is the projector frame. We first calibrate the camera to obtain its intrinsic

parameters as well as the extrinsic parameters describing the transformation

between camera and chessboard, HMC in homogeneous form. Next, the pro-

jector projects a grid pattern, where the grid coordinates in projector space are

already defined as XP, onto the plane of the chessboard. With the coordinates

of the projected grid in the camera frame XCrgb , the coordinates of the projected

grid in model space XM can be computed by ray casting from the origin in

camera space and using the intrinsic parameters of the camera and HMC. With

XP and XM, the projector can be calibrated to find its intrinsic parameters with

a PnP algorithm on planar object by considering the projector as a camera.

Finally, stereo calibration can be performed using the grid coordinates in the

camera space XCrgb , in projector space XP, and in model space XM to find the

extrinsic transformation from camera to projector.

The camera-projector calibration application is developed using visualiza-

tion toolkits (VTK1) and Qt 2. Once the user launches the application, two

windows will appear. One window renders an array of circle dots for the

projector to display. The projector is set as an external display to the computer

at resolution 1280 x 720. Once the user drags the window containing the

array of circles to the projector display, the application enters full screen mode

(Figure 3.7). The second window contains a camera view of the RGB camera

along with all the calibration parameters, such as number of circles, circle size,

etc. Once the user clicks the calibrate button, the application starts capturing

images at a time interval specified by the user. The number of images collected

1https://vtk.org/
2https://www.qt.io/
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for the calibration process depends on the clarity and size of the pattern shown

in the image. As a rule of thumb, a minimum of 10-20 images should achieve

an acceptable calibration result.

We use the principle of stereo camera calibration to calculate the transfor-

mation from the RGB camera to projector. Since we use the Intel RealSense

D435i, the product manual provides manufacturing dimensions and the dis-

tance between the IR cameras and the RGB camera. With the transformation

from the RGB camera to the projector acquired from calibration and the known

transformations from the IR cameras to the RGB camera, the transformation

from the IR cameras to the projector can be readily calculated. From the IR

cameras, the pose of the retro-reflective markers HCR is known as shown in

Figure 3.9; therefore, the transformation of the reference frame to the projector

can be calculated. From the registration result for the transformation from the

model frame of the skull {M} to the reference frame {R} and with the registra-

tion module mentioned in Sec 3.3.4, the PPMD system finds the relative pose

of the projector with respect to the skull model frame {M}.

3.3.3 Surgical instrument configuration, recognition, and track-
ing

A surgical instrument is a configuration of a set of the retro-reflective sphere

markers with their positions defined in its CAD model coordinate system

[55]. In our setups, we designed two instruments, a reference and a digitizing

probe, with retro-reflective markers based on NDI instrument design recom-

mendations. For the digitizing probe, the pivot calibration tool provided by

NDI Polaris was used to find the coordinates of the retro-sphere markers in
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Figure 3.7: Camera projector calibration During camera projector calibration, the
user moves the calibration board to different poses for camera to capture images.
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Figure 3.8: Stereo vision triangulation The 3D coordinates of the retro-reflective
markers were reconstructed via stereo vision triangulation.

the coordinate system attached to the tip of the digitizing probe, as shown

in Figure 3.9, as frame {T}. The digitizing probe is a six-degree-of-freedom

(6-DOF) interaction device consisting of four retro-spheres (m1, m2, m3, m4).

When tracking systems are used based on stereo vision, surgical instru-

ments are treated as rigid bodies. A rigid body is a fixed geometrical arrange-

ment of at least three markers as feature points for tracking [55]. After PPMD

is calibrated and the realtime tracking procedure is launched, the optical

tracking node is invoked, and several parameters will be initialized, such as

IR camera intrinsic parameters and instrument configurations. Afterwards,

the following online steps can be performed to recognize instruments and

obtain their 6-DOF poses: binocular image capture, marker extraction, marker
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Figure 3.9: Frame transformations The skull model is registered to the projector
space and is tracked by the OTS camera via the attached reference marker {R}. The
transformations between the IR cameras and RGB camera are provided by the factory
parameters.

matching, 3D coordinate reconstruction of markers, model fitting, and 3D

registration [56, 57]. A description of each step is listed below, and a diagram

illustrating the workflow of the recognition and tracking algorithm developed

in ROS is shown in Figure 3.10. Intel RealSense provides an open-source ROS

wrapper. The software is available on GitHub 3 under an Apache License,

Version 2.0.

1. binocular image capture: The optical tracking node subscribes to the

image topic published by Realsense D435i camera and receives synchro-

nized images from the stereo IR cameras. Since we have installed an

3RealSense ROS Wrapper: https://github.com/IntelRealSense/realsense-ros
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IR emitter and filter on PPMD, only the markers will be highlighted in

the images, while the rest of the image will be darkened. When new

images arrive, the optical tracking callback function is triggered to track

the markers.

2. marker extraction: With the processed grayscale images, we can use

blob detection to determine the 2D image coordinates of the centroid of

the highlighted area. In an optical tracking system, an accurate extraction

of the pixel coordinates of the marker’s center is crucial because they

are used to calculate the 3D coordinates of the marker positions in the

camera frame. We used OpenCV’s blob detection, which allows users

to tune several parameters, such as threshold, area, circularity, and

convexity of blobs, to optimize the performance of marker extraction for

different scenarios.

3. marker matching: The correspondence of markers detected at the same

location in the left and right images must be established prior to 3D

coordinate reconstruction. For a marker m in the left image, we need

to determine its correspondence m′ in the right image. This is done

by searching along the epipolar line of m in the right image, where m′

lies on. As there is only a translational shift along the horizontal axis

between the left and right IR cameras in RealSense D435i, the epipolar

line of m is a horizontal line of the same pixel coordinate in the right

image, and vice versa (Figure 3.8). The detected markers in the left

and right images are sorted according to their positions vertically and

then horizontally. Hence, the correspondence of the markers can be
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established by matching their sorted orders.

4. 3D coordinate reconstruction of markers: Once markers are matched

pairwise in the left and right images, the 3D coordinates of the detected

markers can be reconstructed via triangulation. The markers’ 3D coor-

dinates are derived from their 2D coordinates in the two image planes

knowing the intrinsic parameters of stereo IR cameras and the extrinsic

parameters representing the transformation between them.

5. model fitting: Given a set of 3D reconstructed markers, the instrument

recognition problem can be defined as matching a subset of the 3D recon-

structed markers to the markers defined in Section 3.3.3. Assuming N

reconstructed markers and K markers in a surgical instrument, a brute

force method is used to compute a best-fitting distance matrix to a pre-

defined pattern distance matrix from a subset of N!
(N−K)! permutations of

K × K matrices, where the distance matrix is a K × K symmetric matrix

constructed by measuring the 3D distance between each marker pair

of the pattern. For multiple surgical instruments, the time complexity

is O(N!), assuming the computation of difference between two K × K

distance matrices can be performed in constant time. Sun et al. has sug-

gested methods to find out the matching for single instrument based on

distance matrix and a variation to settle the potential occlusion problem

[55]. On the other hand, Cai et al. has provided solutions on tracking

multiple instruments by using two intersecting lines and marker codes,

where the two intersecting lines can determine a point and each marker

code is the sum of the codes for the distances between the marker and
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the other markers on a surgical instrument [58].

We adopted the method of finding the best-fitting distance matrix. How-

ever, the computational time complexity is reduced to O(N3) by first

grouping markers that are on the same surgical instrument and then

adding a convex hull constraint with clockwise order for grouped mark-

ers. With N reconstructed markers, we first find the two furthest markers

from (N
2 ) combinations of pairing distances. We can then group two sets

of markers centered at the two furthest markers. Knowing the number of

markers on a surgical instrument, K, the grouping step can be performed

by including the closest K − 1 markers in which their distance to the

center is within the maximum marker pair distance among multiple

surgical instrument configurations. Next, for every group of markers,

assuming K markers in a group, the convex hull constraint can be ap-

plied to reduce number of combinations of distance matrices from O(K!)

to O(K). In addition, by assigning a certain order, such as clockwise,

the number of combinations from the convex hull constraint is further

reduced by half.

6. 3D registration: After the 3D reconstructed markers are matched to the

markers defined in a surgical instrument configuration, we have the

marker locations in camera space and their own model space, denoted

as PC and PM respectively. We can apply the closed-form solution in

Section 3.3.4 to compute the transformation from the camera to the

instrument, HCM, which is also the pose of the instrument in the camera

coordinate system.
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Figure 3.10: Tracking algorithm flowchart The flowchart of the tracking algorithm.
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As shown in Figure 3.10, the system has a tracking mode and a detection

mode. After the initial detection and recognition of surgical instrument, each

group of markers would be associated with a surgical instrument configu-

ration, and every reconstructed marker would be associated with a unique

identification. This method efficiently keeps track of groups of markers. In

addition, this allows us to handle noisy marker detection and occlusion as

long as there are at least three markers detected for a surgical instrument.

3.3.4 Registration

To reconstruct the 3D model of the skull, CT images were obtained with voxel

dimension 300 mm × 300 mm × 300 mm and mesh slice thickness 0.5 mm.

Through registration, we would like to calculate the transformation between

the model frame M and the reference frame R, HMR in homogeneous form, so

that every coordinate system is later transformed into the reference space R in

Section 3.3.5. The model space M can be derived after 3D reconstruction using

CT images. The reference space R is defined for the reference instrument that

is fixed onto the head. The 3D mesh of the head is rendered as shown in the

registration GUI in Figure 3.11 (A) We chose to calculate HMR by selecting

anatomical landmarks as shown in Figure 3.11 (B) During the selection pro-

cedure, the digitizing probe was used to pick the anatomical landmarks as

described in Section 3.3.3, and their locations were calculated by using the

transformation from the stereo IR camera to the reference HCR and the trans-

formation from the stereo IR camera to the probe HCT. Landmarks selected by

the digitizing probe are first represented in camera space as PC, which can be
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Figure 3.11: Patient-to-CT registration User used a digitizer probe to contact anatom-
ical points to register the skull model from the patient space to CT space.

transformed into reference space with PR = HCR
−1PC. With the landmarks

represented in reference space and model space as PR and PM respectively,

the 3D rigid transformation between two sets of point-correspondences can

be computed. The problem can be formalized as

ĤMR = arg min
HMR

n

∑
i=1

(PM − HMRPR)
2

Several closed-form solutions exist for the expression, and we chose to im-

plement the approach developed by [59], which is based on computing the

singular-value decomposition of a derived matrix [57]. Note that the pro-

cedure inherits the error of surgical instrument tracking and user error for

manual selection. Once ĤMR is estimated, PM can be transformed into the

reference space as P̂R, where P̂R = ĤMR
−1PM. Finally, the registration error

can be derived by calculating the average landmark pairs distance for PR and

P̂R. In one test, the registration error of the selected skull is 2.70 mm, and its

visualization through projection mapping is shown in Figure 3.5.
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3.3.5 Projection mapping

A virtual scene is built to precisely match the real scene. This requires the

camera intrinsic parameters and the camera pose defined in the virtual scene.

In projection mapping, the projector is treated as a viewing camera in the

virtual scene. The camera needs to be set up by using the projector’s intrinsic

parameters from the calibration result in Section 3.3.2. In addition, the trans-

formation from the 3D model of the object to the camera in the virtual scene,

HOC, is identical to the transformation from the object to the projector in the

real world, HMP. Since the coordinate system of virtual scene has been set to

align with the coordinate system of the skull model M, we can update HOC

from HMP during the projection mapping process, where HOC = HMP. As

shown in Figure 3.9, PPMD knows the transformation from the projector to

theRGB camera HPCrgb from Section 3.3.2, the transformation from the RGB

camera to the IR cameras HCrgbC from RealSense, the transformation from

the IR cameras to the reference instrument HCR from Section 3.3.3, and the

transformation from the reference instrument to the model of skull HRM from

Section 3.3.4. Therefore, the desired transformation can be derived as

HMP = HRM
−1HCR

−1HCrgbC
−1HPCrgb

−1

Note that the computation of HMP can be neatly and efficiently handled by

the ‘tf’ package in ROS 4. Finally, the image rendered from the camera view in

the virtual scene is what will be projected.

In single-stage cranioplasty, the patient’s head is mostly stationary during

4RealSense ROS TF: http://wiki.ros.org/tf
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the operation. Therefore, the skull model frame M can be used as the global

fixed frame during visualization. As the user moves the PPMD by hand, the

transformations are updated in real-time with every single image frame. As

stated in Sec 3.3.1, the depth camera of the RealSense D435i’s frame rate runs

up to 90 Hz. Therefore, the users hardly see any projection lag. Image lagging

in AR/VR applications often causes the user to feel uncomfortable and dizzy,

especially with HMDs. The PPMD, therefore, has the advantage of providing

the user with a comfortable viewing experience. The visualization result of

projection mapping for single-stage cranioplasty scenario can be found in

Figure 3.3, where (A) shows an overlaying of an oversized customized cranial

implant on top of the plastic skull and (B) shows a visualization of outlining

the defect contour.

3.4 Experiments and Results

3.4.1 Instrument tracking

To evaluate the tracking accuracy of the surgical instruments using PPMD,

we compared the tracking result by free-hand motion between PPMD and

the NDI Polaris optical tracking system. Knowing the tracking accuracy of

Polaris optical tracking system can achieve within 0.3mm, we used Polaris

tracking result as our ground truth to estimate the tracking accuracy of PPMD.

As shown in Figure 3.12, both devices are set up on tripods and placed a

certain distance away from each other to ensure that the testing area is within

the working range of both systems respectively and with their field of views

aligned facing the testing area.
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Figure 3.12: Experiment setup (a) A NDI Polaris optical tracking system is used for
comparison reference. A reference marker and a digitizer probe are used to evaluate
the tracking accuracy of the PPMD system. (b) Points defined on a white board are
collected via the digitizer probe at the first round. The collected points are projected
on the white board and collected at the second round.

We conducted 8 sets of evaluation tests by changing the distance d of the

reference and probe markers to PPMD. The PPMD system was configured to

collect data at a running rate of 90 Hz, whereas the NDI Polaris was at 20 Hz.

The test began by first placing a board in front of both reference and probe

instruments to block the view of the markers in PPMD and Polaris. When the

recording started, no actual data were recorded until the board was removed.

We assume both devices will start recording data simultaneously when the

board is removed as the markers are made visible to the two systems. We

established pose correspondences of the collected data from both systems.

Figure 3.13 and Figure 3.14 show the free-hand motion of the probe with

respect to the reference tracked by PPMD and the Polaris tracking system.

The plotted lines represent the tracked position of the probe while the arrows
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Table 3.1: Instrument tip tracking accuracy

Distance (cm) 20 30 40 50 60 70 80 90

Average translational
error (mm) 0.87 0.97 1.18 1.06 1.31 1.51 2.10 3.55

Average rotational er-
ror (degs) 0.78 0.75 0.94 1.27 1.55 2.27 3.93 2.90

indicate the orientation of the probe. The accuracy is shown in Table 3.1. The

average translational error Errortrans is derived from

Errortrans =
∑N

i=1

⃦⃦⃦
Pi

polaris − Pi
ppmd

⃦⃦⃦
N

where Pi
polaris is the position of pose i measured in Polaris, Pi

ppmd is the position

of pose i measured in PPMD, and N is the number of correspondent poses. In

our experiments, we have 120 pose pairs. The average rotational error Errorrot

is measured by

Errorrot =
∑N

i=1 θi

N
, θi = cos−1

⎛⎜⎝
(︂

Ri
ppmd

)︂−1
Ri

polaris − 1

2

⎞⎟⎠
where Ri

polaris is the orientation of pose i measured in Polaris, Ri
ppmd is the ori-

entation of pose i measured in PPMD, and N is the number of correspondent

poses. Note that PPMD achieves sub-millimeter tracking accuracy within a

working range of 30 cm from instruments.
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Figure 3.13: Position tracking error The positions of the digitizer probe tracked by
NDI Polaris (red) and by PPMD (blue) at different distances from the PPMD’s OTS
camera.

Figure 3.14: Orientation tracking error The orientations of the digitizer probe
tracked by NDI Polaris (red) and by PPMD (blue) at different distances from the
PPMD’s OTS camera.
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3.4.2 Instruments tool-tip tracking by projection mapping

A preliminary experiment was conducted to evaluate the accuracy of the

projection mapping and tracking of the instruments tool-tip. As shown in

Figure 3.15, with a reference instrument in camera view, in the first round,

we use PPMD to record 20 random tool-tip position of the probe instrument

drawing on a white board parallel to the device at a given distance. Next

in the second round, those points were projected back onto the board, and

then we used PPMD to recollect these points with the same probe instrument.

Note that the experiment includes the error doubly propagated from optical

tracking. Similar to the evaluation of tracking accuracy of the instrument’s

tool-tip, we performed experiments at various distances between the camera

and the white board, ranging from 40 to 90 cm. Finally, the average euclidean

distance between the two sets of collected points in these two rounds were

calculated (Figure 3.15). Table 3.2 shows the total reprojection error measured

by the difference between the instrument’s tool-tip positions.

Table 3.2: Instrument tool-tip tracking error propagation

Distance (cm) 40 50 60 70 80 90

Average error (mm) 7.53 8.71 10.13 14.74 14.19 17.86

3.5 Summary and Discussion

This work utilizes projection AR to allow the surgeon to visualize the defect

boundary on the oversized CCI. A real-time 3D projection system is developed
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Figure 3.15: Camera-Projector reprojection error The errors between the points
collected at the first round (red) and the second round (blue).

for registration, projecting CT models, prefabricated cranial implants, and

acquiring defect geometries during single-stage cranioplasty. The system pro-

vides simultaneous optical tracking via a modified stereo IR camera mounted

on the projector. An optical tracking algorithm is developed to track multiple

surgical instruments and reference markers. The author also developed a GUI

for camera-projector calibration, patient-to-CT registration, and projection

mapping. The author evaluated the tracking accuracy of the proposed OTS

comparing to the NDI Polaris OTS, and measured the projection mapping

error. The results showed that the tracking and projection mapping accuracy

are relatively small within a short range.

The developed PPMD system allows the surgeon to visualize the defect

geometry directly on the CCI via projection AR. The author quantified the
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tracking accuracy of its onboard OTS camera by comparing it with the com-

mercially available OTS, and demonstrated a comparable accuracy when the

system operates at a short distance. As this handheld system is designed for

short-range applications, long distances can compromise its tracking accuracy.

The system is also more compact compared to the commercial optical tracking

system and, therefore, more cost-effective.

Moreover, this work introduces the basic techniques for the patient-to-CT

registration and camera-projector calibration, which allows the system to

capture and output the defect geometry. The developed system also takes ad-

vantage of utilizing registration points, either anatomical points or externally

attached markers, to accomplish the registration process. Using this technique,

the author integrates the registration, optical tracking, and projection mapping

into one package. This innovation makes further improvements of automating

the resizing process possible, as the author will further discuss in the next

Chapter.
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Chapter 4

A Robotic System for Implant
Modification

4.1 Motivation

The previous Chapter introduced a portable projection mapping system that

assists the surgeon to better visualize the defect boundary on the oversized

CCI. This system utilizes an OTS camera to perform patient-to-CT registration

using anatomical feature points. After registration, the surgeon acquires the

defect contour by tracing the skull resection edge using a digitizing instru-

ment. The collected defect boundary can then be projected on the oversized

CCI to guide the subsequent manual resizing. Although this SAR technique

provides visual guidance, it still requires manual resizing by the surgeon.

Moreover, the developed OTS camera collects one data point per frame, which

is error-prone and susceptible to noise. Nevertheless, such a technique enables

surgeons to gauge the amount of manual resizing more precisely. This Chapter

reports the investigation of automating the CCI resizing process. Furthermore,

the application of the 3D scanning technique is investigated to facilitate the
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intraoperative data acquisition of cranial defects.

Recent advances in 3D scanning technologies provide new venues for

applications in the medical field. 3D scanning generates high-quality 3D

models of real-world objects. The 3D models can be used to generate programs

for robots to achieve a series of specific autonomous tasks. Different from

the OTS camera, a 3D scanner can collect thousands of data points per frame

without contacting the object. Therefore, using a 3D scanner can simplify and

expedite the intraoperative data acquisition process, making the patient-to-CT

registration faster and more accurate.

This Chapter presents a novel robotic system for generating precise CCIs

for patients who undergo single-stage cranioplasty, as shown in Figure 4.1. The

system relies on a handheld 3D scanner and a cutting robotic arm. 3D scanning

enables fast and accurate registration. The 3D scanned defect model can then

be used to generate the robot’s cutting toolpath. To evaluate the resizing

performance of the system, the author proposes to measure the gaps between

the resized implant and the defect skull. The combination of 3D scanning and

cutting robotic arm may provide stable and accurate performance compared to

the conventional manual cutting approach by surgeons and the OTS approach

in Chapter 3.

4.2 Contribution

The author’s contributions in this Chapter include:
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Figure 4.1: Transition from manual to automated CCI resizing Top: A clinical
example of the single-stage cranioplasty with a prefabricated oversized CCI: a) the
surgeon marks the defect contour on the CCI. b) the implant is manually modified by
a surgical cutter. c) the resized CCI is fit to the skull defect. Bottom: The workflow of
robotic single-stage cranioplasty: i) 3D scanning generates a scanned model of the
defect skull. ii) the scanned model is registered to the preoperative CT model. iii) a
cutting toolpath is generated. iv) a cutting robot modifies the implant.
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Figure 4.2: Intraoperative data acquisition via 3D scanning and robotic CCI modi-
fication Left: The plastic defect skull is scanned by a handheld 3D scanner. Right:
robot resizes the oversized implant.

• Introducing a fast and non-contact approach for acquiring defect infor-

mation using a handheld 3D scanner.

• Developing a toolpath algorithm for generating robot’s cutting toolpath

from extracting defect contours.

• Integrating a robotic system for resizing oversized CCIs.

Mr. Wei-Lun Huang helped the author in implementing a portion of the

toolpath algorithm and assisted in the evaluation experiments. The work in

this Chapter was published in the Proceedings of IEEE International Confer-

ence on Robotics and Automation (ICRA) 2021 [60].

4.3 Method

A robotic system is developed for resizing oversized CCIs during intraoper-

ative operation. The system consists of a handheld Artec Space Spider 3D
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scanner (up to 0.1 mm resolution) and a KUKA LBR iiwa 7 R800 robotic arm

(repeatability ±0.1mm). The 3D scanner is utilized to acquire 3D information

of the skull defect and to export a refined mesh. (Figure 4.2 (a)) We modify

the KUKA robotic arm into a cutting workstation by attaching a spindle tool

to the robot’s end-effector (Figure 4.2 (b)).

Our intraoperative CCI modification method includes four steps (Figure

4.1 Bottom): 1) The information of a defected skull is collected using a 3D

scanner; 2) The scanned data is registered to the CT model space; 3) A cutting

toolpath is generated by extracting the defect contour; 4) A cutting robot

resizes the CCI according to the generated toolpath.

4.3.1 3D reconstruction of a patient’s skull defect

A 3D scanning process was first utilized to acquire intraoperative patient data.

During this process, the 3D scanner was held by hand at an approximate half

meter away from the skull and moved slowly around it. This process could be

terminated when there were sufficient 3D data as shown in the visualization

software (Artec Studio). This process usually takes less than two minutes.

4.3.2 Patient-to-CT registration

The neurosurgeon plans the skull resection based on the patient’s preoperative

CT. The 3D-scanned defect geometry was then registered to the preoperative

CT skull model. This process transformed the 3D scanned defect geometries

to the CT model space, as shown in Figure 4.3. An iterative closest points

(ICP) registration method [61] was applied to refine the registration. Three
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Figure 4.3: Coordinate systems transformation Left: patient-to-CT registration
aligns the 3d-scanned defect mesh model (red) Fscan to the CT model (white) FCT.
Right: the robot locates a prefabricated oversized CCI (blue) by finding the reference
frame Fre f defined by three spherical markers that originally defined in FCT. FBase is
the robot’s base frame. Fee is the robot’s end-effector frame. FTCP is the calibrated TCP
frame. The transformation between different coordinate frames are shown as T.
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anatomical points were artificially designed on the defect skull and were

picked from the 3d-scanned model for ICP initialization.

Since the preoperative CT model has two layers separated by the bone

thickness, during the registration process, the 3d-scanned data tends to mistak-

enly overlap with the inner layer of the skull, because of the similar geometric

feature between the inner and outer layer. To prevent this problem, we de-

signed a preprocessing algorithm to convert the closed CT model to an open

surface mesh by removing the inner layer.

In this method, we defined the 3D position of each vertex in the CT skull

mesh as qi ∈ R3. The center of the mesh o ∈ R3 can be approximated by:

o = ∑n
i=1 qi

n . Then we constructed vector vi, which points from the center o

to each vertex qi. Since each vertex in the skull mesh is also associated with

a normal vector ni of its own. The vectors of the inner layer point to the

hollowed space inside the skull towards the center o, while the vectors of

the outer layer point to the opposite directions. As a result, the sign of qi · ni

determines whether this vertex is located in the inner layer or the outer layer.

Vertices with negative dot products were removed to keep only the outer layer

of the CT mesh model.

4.3.3 Toolpath Generation

To generate a toolpath for the subsequent resizing process, the defect contour

was first extracted from the 3d-scanned mesh of the skull defect. Then, the

3d-scanned defect was registered to the preoperative CT model. Therefore, the

implant was aligned to the 3d-scanned defect model in the CT coordinates. A
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Figure 4.4: Toolpath generation (i) A curvature filter followed by manual cleaning
is applied to the 3d-scanned defect data to extract the vertices of the defect contour.
(ii) The remaining vertices are fitted to a plane, transformed to a local cylindrical
coordinate system defined on the plane parameterized as (θ, r, h), and then fitted to
a polynomial curve. (iii) The fitted curve is converted into a spline curve interpolated
through control points. (iv) The control points are projected onto the registered
implant’s top surface. (v) A cutting toolpath is generated from the spline curve.
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toolpath consisting of cutting positions and vectors along the extracted contour

was generated in the implant coordinate system, as shown in Figure 4.4.

We implemented the following steps to generate 3D cutting toolpath with

visualization using Pyvista [62]:

4.3.3.1 Curvature Filter

To extract the contour of the defect, a curvature filter was applied to the

vertices of the 3d-scanned mesh and followed by manual cleaning. We utilized

a curvature filter to determine the local mean curvature along the surface of

the defect and extracted the high curvature value above a designed threshold.

The mean curvature H was calculated as H = 1
2 (κ1 + κ2) , where κ1 and κ2

are the maximum and minimum values of the principal curvature on the mesh

[63]. This filter was able to identify crease changes by the curvature of the

surface mesh. After curvature filtering, only the vertices near the dropping

edges were kept (Figure 4.4, i). Additional manual cleaning was performed to

further remove potential redundant vertices that were far off the edge.

4.3.3.2 Curve Fitting

After removing all the redundant vertices, a group of vertices around the

defect edge were remained denoted as M (Figure 4.4, ii). We defined a local

cylindrical coordinate system on a best-fit plane of the extracted contour

parameterized as (θ, r, h). The center of the cylindrical coordinate system

was obtained by the mean coordinates of the remaining vertices. A nonlinear

least-squares method was then used to fit a closed polynomial curve to these

vertices expressed in the cylindrical coordinates.
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Figure 4.5: Implant and defect generation Top: the skull defect (a) and the implant
(b) are generated by (1) a boolean operation between the skull and two customized
contours (red contour: skull defect, blue contour: implant) and (2) attaching spherical
markers to their surfaces. The skull defect is cropped to a 3-D printable size. Bottom:
the skull defects (top) and implants (bottom) for six different specimens are generated.

4.3.3.3 Spline Projection

The fitted curve was then converted into a spline curve, which consists of

several control points along the curve. Although the 3d-scanned defect was

registered to the CT model after patient-to-CT registration, the extracted

defect contour may not perfectly align to the implant’s top surface due to the

registration error. To eliminate the error, the control points were projected

onto the top surface of the implant mesh so that the spline curve would adjust

its shape to match the curvature of the implant’s top surface (Figure 4.4, iv).
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4.3.3.4 Toolpath Generation

For each discretized point Pi of the spline curve, a unit 3D vector Vi was

added to define the tool center point (TCP)’s axis orientation. Each Vi was

computed by tilting a constant angle from no, the normal vector of the best-fit

plane, toward ti, a vector defined from the center point Oc to each curve point

Pi. A cutting toolpath was then obtained by combining each curve point

Pi with its associated cutting vector Vi. To compensate the tool radius, the

curve points ∑ Pi were expanded to ∑ Xi by an offset equal to the radius of

the cutting bit (Figure 4.4, v).

4.4 Experimental Setup

To evaluate the implant-resizing accuracy of our integrated system, we com-

pared our method with the surgeon’s manual-resizing method and an existing

optical tracking method. We conducted six experiments with independently

generated skull defects with different sizes and shapes. The defect specimens

were generated using boolean operations. As shown in Figure 4.5, we first

subtracted the mesh inside the red contour from a complete skull to create

a defect on the skull. On the same complete skull, the implant mesh inside

the blue region was extracted to create its corresponding oversized implant.

The defected skull was further cropped by a plane to a 3D printable size and

was fabricated using a 3D printer (Stratasys F370, ABS material). Finally, we

created three spherical markers on the top surface of each cropped defect and

its corresponding implant for Patient-CT registration and implant localization.
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4.4.1 Method Comparison

We compared the implants generated by our method with the manual resizing

method, as well as the optical tracking method used by Murphy et al. [42]. For

robotic cutting, the cut depth was set to 3 mm, which is the thickness of the

3d-printed implants. The cut angle was set to 20 degrees for all the generated

cutting toolpaths to generate beveled boundaries.

4.4.1.1 Manual resizing method

We provided an expert neuroplastic surgeon six partial skulls with defects

and their corresponding oversized implants. The surgeon first outlined the

defect contour of each specimen manually on the implant based on his visual

judgment. He then resized the implant with a hand-held cutting tool following

the outline.

4.4.1.2 Optical tracking method

The optical tracking method used a digitizing instrument and an optical

tracking system to trace the defect contour (Figure 4.6, a). Instead of manual

resizing, the oversized implants were then resized by the same cutting robot

and with the same cutting parameters described above.

4.4.2 Tool Center Point (TCP) Calibration

The transformation between the tip of the spindle tool and the robot arm’s

end-effector was calibrated using a pivot calibration [64]. In this method, we

hand-guided the robotic arm to different poses, such that the TCP always
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touches the tip of a fixed pin. The accuracy of the TCP calibration, measured

by the TCP error, is shown in Figure 4.7, and the relative pose from Fbase to

FTCP:

BaseTTCP = BaseTee · eeTTCP

4.4.3 Implant Localization

The oversized CCI was secured on the robot’s working platform with bolts

during the resizing process (Figure 4.2 (b)). In order to obtain the relative

position and orientation of the oversized CCI in the robot space (Figure 4.3

(b)), we hand-guided the robot’s spindle TCP to touch the tip of each spherical

marker separately so that the locations of the reference markers defined in

Fre f could be transformed to robot’s frame FBase. The registration between the

robot space and CT space was then achieved based on the known locations of

the markers, described in the FBase and in the FCT respectively.

4.4.4 Hardware Details

The integrated system was set up on a computer running Intel Core i7-6820HQ

@ 2.7GHz CPU. The 3D scanner (Artec Spider) collects data at 15 HZ. The

KUKKA robot is operated using online mode via RoboDK 1. The registration

between the 3D-scanned model and the CT model was implemented in Mesh-

lab [65], open-source software for mesh processing. The NDI Polaris optical

tracking system operates at 10 Hz (± 0.3 mm tracking accuracy) was used in

the comparison experiment.

1RoboDK is an offline programming and simulation software for industrial robots.
https://robodk.com/
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Figure 4.6: Experiment setup a) collecting the defect contour by optical tracking
system. b) scanning the defect contour with a handheld 3D scanner.

Figure 4.7: Pivot calibration robot TCP calibration errors.
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4.5 Result

4.5.1 Registration

4.5.1.1 Optical Tracking Method

Three anatomical markers were artificially added to the original CT models

and were 3D printed with the defect specimens. The anatomical points on the

printed specimens were localized in the optical tracking system with a tracking

instrument (Figure 4.6 (a)). Each defect specimen was registered back to the

CT coordinate system using point set registration based on singular value

decomposition [59]. The registration error was given by the mean Cartesian

distance between the registered anatomical points and the original anatomical

points defined in the CT space (Table 4.1).

4.5.1.2 3D Scanning Method

After 3D scanning the defect specimen, we first manually aligned the three

anatomical points on the defect with the original anatomical points defined

in the CT model as an initialization. Then ICP was used to fine-tune the

registration of the scanned specimen to the original CT model. The error was

evaluated by calculating the mean distance between all of the valid vertices

and their closest vertices in the original CT model (Table 4.1).

4.5.2 Resizing Accuracy

The post-completed implants were physically fitted to the defect specimens.

First, we scanned the implants sitting on their respective defects with a 3D
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Table 4.1: Registration Errors of Two Methods

Specimen 1 2 3 4 5 6
Optical Tracking

Point Set
Registration (mm)

0.39 0.38 0.32 0.32 0.30 0.34

3D Scanning
ICP (mm) 0.04 0.02 0.04 0.04 0.05 0.03

Figure 4.8: An example of gap distance analysis (specimen 1) Left, middle, right
show the results of the conventional manual modification, the existing optical tracking
method, and our proposed 3D scanning method, respectively. Top and bottom show
their overviews and zoomed views. The color bars in the bottom plots show the gap
distance between the implant’s boundary and the defect edge.
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scanner and registered to their original CT models using the artificial anatom-

ical points on the defect specimens. We then 3d-scanned the post-completed

implants individually and registered to the previous 3D scans using the three

artificial fiducial points created on each implant so that each post-completed

implant 3D model would be positioned realistically relative to the generated

defect in the CT coordinate system.

We evaluated the gap distances between the boundaries of the post-completed

implants and their corresponding defect edges. The gap distances were vi-

sualized in Meshlab [65] (Figure 4.8). We used the gap distance distribution

(maximum, mean, and standard deviation) to quantify the error for each

method for the 6 specimens. Figure 4.9 shows the analysis of the max gap dis-

tance. For the manual resizing method, all the resized implants were smaller

than the defect edges since the surgeon would repeatedly trim the implant un-

til it fits into the defect. Yet, for optical tracking and 3D scanning methods, the

post-completed implant could be slightly larger than the defect boundaries,

which would not completely fit into the defect.

Among the six defect specimens, the third specimen was considered the

most difficult case due to the complex shape above the eye orbit. Although

the gap analysis for our proposed approach showed the fourth and the sixth

specimens had larger maximum bone gaps than the third specimen, this corre-

sponds to the fact that the resized implant for this two cases did not completely

fit into the defect as the post-completed implant’s boundary may slightly over-

shoot the defect’s edge. Among the mentioned three methods, Figure 4.10

shows that our proposed 3D scanning method with robotic integration was
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the only one with the mean gap distance below 1.5 mm.

4.5.3 Time

Table 4.2: Time spent in each step (minutes)

Optical Tracking 3D Scanning Manual

Data Acquisition &
Registration 3 - 6 4 - 8 -

Toolpath Generation - 2 - 3 -

Implant Localization 4 - 8 -

CCI Resizing 3 - 5 10 - 80

4.6 Summary and Discussion

A novel method of intraoperatively resizing oversized CCIs is presented for

single-stage cranioplasty. In this proposed method, first, the defect is scanned

to create a mesh model. The mesh model is then registered to the reconstructed

3D model from the preoperative CT to define the defect’s contour in the CT

space. Next, a cutting toolpath is generated using a discrete spline curve to

represent the defect contour. After localizing the oversized CCI with respect

to the robot’s base frame, the cutting robot automatically resizes the implant

to generate the final shape to fit the defect.

The proposed method improves the accuracy of the cut by 56% compared

to the surgeon’s cut and 42% compared to the optical tracking method. More-

over, the implant cut boundaries created by the robot were considerably
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Figure 4.9: Maximum gap distance Visualization of the defect contour (blue curve)
and implant contour (red curve) for a) conventional manual modification, b) optical
tracking method, and c) 3D scanning method. The numbers in the middle of each
plot show the maximum gap distance.
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Figure 4.10: Mean gap distance The bar plot shows the mean gap distance between
the skull and the resized implant by conventional manual resizing (blue), optical
tracking method (red), and robotic resizing (green) for six specimens. The error bars
show their standard deviations. p-value is calculated based on two-sample student’s
t-test: n.s. p>0.05; *** p<0.001

69



smoother than those created by the expert surgeon. The smooth boundary

may contribute to the better continuity between the skull and the implant. Ad-

ditionally, our proposed method also maintains the operation time within 10 -

23 minutes whereas manual modification takes up to 80 minutes as mentioned

in Chapter 2 [12]. In this study, the robotic modification of oversized CCIs is

shown to be more consistent and precise compared to the expert surgeon’s

performance.

The registration method described in this Chapter makes it possible to

automate the CCI resizing process during the single-stage cranioplasty. How-

ever, the preliminary tests were done on partial plastic skulls, and the CCIs

require predefined markers. This limits the practical usage of this system.

Patient’s skull has more complicated geometries compared to the 3D printed

partial skulls. Moreover, the underlying anatomical points for registration

become unattainable due to the presence of soft tissues. Additionally, the

draping requirement during the surgery makes the patient-to-CT registration

almost impossible. In addition, the cutting toolpath generation, although

providing an accurate fit for the 3D-printed partial skull defect, has a major

limitation because of the user-input constant cutting angle. This angle does

not accommodate the defect wall geometry on a real skull. This may cause

the resized implant to protrude above the patient’s skull. Therefore, further

improvement of this robotic system is made, as described in the next Chapter.
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Chapter 5

Automated Implant Resizing:
Phantom and Cadaver Study

5.1 Motivation

Chapter 4 detailed the development of a robotic system for intraoperative

CCI modification. The system simplifies the patient-to-CT registration via a

handheld 3D scanner and automated the CCI resizing process using a cutting

robot. Through the preliminary tests on 3D-printed partial plastic skulls,

the robotic system demonstrated higher resizing accuracy compared to the

conventional manual approach and the OTS approach. However, its clinical

value was not yet fully demonstrated.

A real human skull bone has more complicated geometries than partial

3D-printed skulls. It is also nearly impossible to locate the exact anatomical

features on a real patient since the skull is hidden beneath the soft tissues.

Furthermore, in clinical settings, surgical draping is required to cover the

patient’s skull except for the surgical site, making the patient-to-CT registra-

tion even more difficult. Also, the previous toolpath algorithm required user

71



inputs to generate cutting vectors defined by the given tilting angle instead of

conforming to the defect’s beveled edge. This may result in CCI protrusion

above the defect. In addition, the robot required a user’s operation during

CCI localization by passively hand-guiding the robot to contact at least three

fiducial points defined on the CCI. However, implant manufacturers usually

do not provide CCIs with predefined fiducials. Therefore, further develop-

ment and more study are necessary to validate the system’s feasibility toward

clinical use.

This Chapter presents remedies to the emerged challenges and proposes

an automated workflow for single-stage cranioplasty toward more precise

and clinically feasible CCI modification.

First, to address the challenge posed by the draping requirement, a 2-scan

registration method is proposed to register the 3D scanned defect model

from the patient space to the CT space by using our in-house customized

reattachable fiducial markers. To address the challenge posed by the soft

tissues, a modified ICP was implemented to achieve patient-to-CT registration.

Second, to resolve the limitation of toolpath generation in the previous

study, the toolpath generation algorithm is modified. The improved algorithm

automatically aligns the cutting vectors, i.e., the robot’s TCP orientations,

to the defect’s beveled edge. The more accurate cutoff edges minimizes the

possibility of protrusion as the resized CCI attains a better fit.

Third, to eliminate the user’s involvement and the additional requirement

of adding predefined fiducials on the CCI, I automated the implant localization

process by adding an RGB-D camera to the robot. The robot then performs
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Figure 5.1: Intraoperative CCI modification by manual approach a) The surgeon
marks the defect contour on the oversized CCI. b) The surgeon manually trims the
oversized CCI to fit the defect.

3D scanning based on Truncated Signed Distance Function (TSDF) fusion

to generate a 3D mesh of the physical implant in the robot space. This 3D

implant model in the robot space can be registered to the CT space where the

cutting toolpath is defined. Thus, the robot performs automatic cutting of the

oversized CCI based on the given toolpath.

5.2 Contribution

The author’s contributions in this chapter include:

• Introducing an automated intraoperative CCI modification workflow.

73



Figure 5.2: Intraoperative CCI modification by proposed automated approach a)
A handheld 3D scanner scans the cranial defect with reattachable fiducial markers
above the surgical drapes. b) A robot mounted with an RGB-D camera automatically
localizes and resizes the oversized CCI to fit the defect.
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Figure 5.3: Two workflows of single-stage cranioplasty Top: A patient-specific
oversized CCI is designed based on the preoperative CT. Bottom: intraoperative CCI
modification by 1© Manual vs. 2© Automated approach.
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• Proposing a 2-scan method for patient-to-CT registration addressing the

challenge posed by the clinical draping requirement using reattachable

fiducial markers.

• Proposing a modified ICP for patient-to-CT registration addressing the

challenges of the soft tissues.

• Futher improving the toolpath generation algorithm proposed in Chap-

ter 4 to consider the defect’s beveled edge to attain closer fit.

• Further automating the robotic system developed in Chapter 4 to localize

CCI via robotic 3D scanning using an RGB-D camera in a faster and

more reliable fashion.

• Evaluating the resizing accuracy of the system on two full plastic skulls

and two cadavers, in comparison to the partial plastic skulls used in

Chapter 4, to show more convincing results of the proposed system’s

clinical feasibility.

Mr. Wei-Lun Huang helped the author in improving the toolpath algorithm

and assisted in cadaver experiments. The work reported in this chapter was

published in the IEEE Robotics and Automation Letters (RA-L), vol. 6, no. 4,

2021 [66].
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Figure 5.4: Patient-to-CT registration without draping a) Cadaver. b) Perform-
ing 3D scanning generated a 3D head/defect model (ii). Five spherical fiducials
were attached for evaluating TRE. The preoperative skull model (i) and the post-
resection skull model (iii) were obtained via CT scan. ICP was utilized to register the
head/defect model (ii) to the skull model (i).
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Figure 5.5: Patient-to-CT registration by 2-scan method with draping a) Cadaver.
b) Performing 1st 3D scanning generated a 3D head model (ii). Six reattachable
fiducials were adhered to the skin for point set registration. c) Five rigid fiducials
were attached for evaluating TRE. d) Performing 2nd 3D scanning after draping and
craniotomy generated a 3D defect model. The preoperative skull model (i) and the
post-resection skull model (iv) were obtained via CT scan. Modified ICP and point
set registration were utilized to register the defect model (iii) to the skull model (i).
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5.3 Method

5.3.1 Patient-to-CT Registration

The patient-to-CT registration transforms the cranial defect information from

the patient space to the preoperative CT space. To acquire cranial defect

data, a handheld 3D scanner was used to scan the skull defects. To evaluate

the registration accuracy, post-resection CT skull models were obtained with

target fiducials attached.

5.3.1.1 Draping Requirement

Not Required:

When surgical draping is not required, one single 3D scan is sufficient to at-

tain patient-to-CT registration (Figure 5.4). We first utilized anatomical points

to roughly align the patient’s head model (ii) to the CT model (i). Afterwards,

iterative closest point (ICP) [61] was applied to refine the alignment.

Required:

In most clinical cases, aseptic draping is required to cover the patient’s en-

tire head except the surgical site because of the sterilization protocol. However,

the drape would block the anatomical points and prevent registration. Hence,

we propose a 2-scan method to bridge the gap using our customized reattach-

able fiducial markers (Figure 5.5). Each marker consists of a skin-adhesive

bottom plate, which remains underneath the drape throughout the procedure,

and a detachable top sphere that can be reattached above the drape via two

tiny embedded magnets (Figure 5.6). First, prior to draping, the patients were
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Figure 5.6: Reattachable fiducial markers The reattachable fiducial markers consists
of a top sphere, a bottom plate, and two magnets. The bottom plate can be adhered to
patient’s skin.

3D scanned with the fiducials attached, and the 3D scanned head model (ii)

was registered to the CT space (i). After draping and craniotomy, We then

utilized the fiducial markers to create correspondence between the second 3D

scanned defect model (iii) and the previously scanned head model (ii).

5.3.1.2 3D Scanning Procedure

Performing 3D scanning with a handheld 3D scanner is a simple process. Yet,

it is important to keep the scanner at a proper distance from the scanned object

according to the scanner’s specifications. The user should move the scanner

around the scanned object in a smooth motion while keeping the object in the

center of the field of view. For optimal scanning results, the scanner should

be perpendicular to any scanned surface. We used Artec Spider (a white
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structured light) 3D scanner to scan plastic skulls and Revopoint POP (an

infrared structured light) 3D scanner to scan cadaver heads. Upon completion,

the scanner generates a 3D mesh model of the scanned object.

5.3.1.3 Modified ICP

ICP could be directly applied on plastic skulls for patient-to-CT registration

since the 3D scanned skull model is identical to the CT model. For cadaver

head, however, due to the scalp and soft tissues, normal ICP will not work.

We propose a modified ICP for patient-to-CT registration (Figure 5.5): 1) The

3D scanned head model (ii) was scaled down with respect to its geometric

center to cancel the thickness of the scalp and mimic the shape of the skull. 2)

The down-scaled head model (ii) was then registered to the skull model (i) via

ICP. 3) The head model (ii) was scaled back to its original size with respect to

its center.

5.3.1.4 Point Set Registration

Reattachable fiducial markers were adhered to the patient’s skin when surgical

drape is required. A minimum of three fiducials are required for point set

registration. We attached six reattachable fiducials to the cadaver’s skin

surrounding the resection area (Figure 5.5 b). The point set registration yields

a rigid transformation T that maps the defect model (iii) to the CT space via

the intermediate 3D scanned head model (ii) based on least-square fitting [59].
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5.3.1.5 Registration Evaluation

Each fiducial marker’s center was located by fitting a sphere of the given

marker size. The fiducial localization error (FLE) mainly depends on the 3D

scanner’s resolution. The fiducial registration error (FRE) is given as the RMS

over all the fiducial points used for the point set registration:

FRE =

√︃
∑n

i=1(T · ai − bi)2

n

where T is the rigid transformation that minimizes the FRE, {ai, bi} are the

fiducial point pairs in the patient space and the CT space respectively. The

most significant value for evaluating registration accuracy is the target regis-

tration error (TRE) [67]:

TRE = ∥T · pa − pb∥

where pa is the target point in the patient space and pb is its corresponding

target point in the CT space.

5.3.2 Toolpath Generation

The oversized CCIs were generated from patients’ preoperative CT (Figure 5.3

Top). After patient-to-CT registration, the 3D scanned defect model was

registered to CCI in the CT space. Therefore, we could use the 3D scanned

defect model to generate a cutting toolpath for resizing the oversized CCI. The

cutting toolpath defined the TCP positions and orientations. To attain closer

fit, we have improved the algorithm to consider the defect beveled edge by

the following steps:
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Figure 5.7: Toolpath generation algorithm a) The defect contour is represented by a
spline curve (red) interpolating the control points (yellow). b) (Po, normal no� ) is the
best-fit plane to the curve; Plane Pw rotates about no� intersecting the curve at xi; (Pi,
normal ni� ) is the best-fit plane to the neighboring edge vertices at xi; ti� is the tangent
vector along the curve at xi. c) vi� = ti� × ni� represents the cutting vector generated at
xi.
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Figure 5.8: Toolpath workflow Left to right: Defect edges were segmented (plastic
skulls and cadavers); Cutting toolpath was generated; After implant localization,
the generated toolpath was verified with the robot kinematics in simulation before
execution on the robot.
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5.3.2.1 Defect Segmentation

The first step is to segment the defect contour and the defect edge from the

defect model (Figure 5.7 (a)). To segment the defect contour, we followed the

same procedure in [60]: a curvature filter was first applied to extract vertices

with higher curvatures such as vertices close to the top edge of the defect. A

spline curve was then fitted to the remaining vertices, and its shape could be

further adjusted by manipulating its control points to approximate the shape

of the defect contour. To segment the defect edge, we utilized the generating

face group function in Meshmixer 1.

5.3.2.2 Cutting Vector Generation

The second step is to generate a cutting toolpath based on the segmented

defect contour and edge. The curve points are assigned as the TCP positions.

To generate TCP cutting vectors, the ideal cutting direction should be along

the local tangential direction of the defect edge (Figure 5.7 (b)):

1) A plane Po is fitted to the curve points ∑N
1 xi ∈ R3, which gives us a

normal vector n0. 2) At each local contour point xi, a plane, Pw is formed

by n0 and wi = xi − Oc, in which Oc is the geometric center of the contour.

The neighboring vertices associated with xi on the defect edge are selected by

dilating the intersection between Pw and contour edge with a small width. 3)

A plane Pi of its normal vector ni is fitted to these neighboring vertices. The

TCP cutting vector is then defined as:

vi = ti × ni vi ∈ R3, 1 ⩽ i ⩽ N
1Autodesk Meshmixer: https://www.meshmixer.com
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Figure 5.9: Hand-Eye calibration The robot moves to different poses baseT(1···N)
ee while

the camera captures images. For each image, the checkerboard’s pose worldT(1···N)
c

is estimated. Fee | the robot’s end-effector frame; Fc | the camera frame; X | the
unknown transformation to be solved.

where ti is the tangent vector along the curve at point xi.

5.3.2.3 Toolpath Projection

The third step is to project the generated toolpath onto the implant’s top

surface (Figure 5.7 (c)). This step could eliminate any misalignment due

to registration error between the 3D scanned defect model and the implant

model, and would make the generated spline curve conform to the curvature

of the implant’s top surface. Hence, the generated toolpath for resizing the

CCI is well defined in the CT space.
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5.3.2.4 Toolpath Verification

The final step is to verify the generated cutting toolpath with the robot’s

kinematics in simulation that all the TCPs are reachable and that no singularity

occurs. In RoboDK2, the user can verify the toolpath and adjust unreachable

TCP cutting vectors when it is necessary (Figure 5.8).

5.3.3 Automatic Implant Localization

After the implant was attached on the robot’s platform, the robot performed

robotic 3D scanning to localize the implant. The previous method in [60]

required a user to hand-guide the robot to contact at least three predefined

points on the CCI. In this work, we have automated this process.

5.3.3.1 Hand-eye Calibration

An RGB-D camera (Intel RealSense SR300) was attached to the KUKA LBR

iiwa 7 R800 robot (positioning accuracy: ±0.1mm [ISO 9283]). We performed

the hand-eye calibration [68] for an eye-in-hand configuration with the camera

operating at 30 FPS, 1920×1080 color mode. The hand-eye calibration com-

putes the transformation from the robot’s end-effector frame to the camera

frame so that the depth measurement from the camera space can be trans-

formed to the robot space. During this process, the robot moves to 15 - 20

distinct poses to capture images of a calibration board. We used a 7 × 6 of

square size 30 mm chessboard. With the estimated camera poses and the robot

poses, the unknown transformation X can be solved by an equation of the

2RoboDK is an offline programming and simulation software for industrial robots
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Figure 5.10: Automatic implant localization a) A 3D model of the implant is recon-
structed in the robot space via TSDF fusion. b) The implant from the CT space is
registered to the robot space. c) A circular path of radius r and height h above the
implant is planned to perform robotic 3D scanning.

form AX = XB [69] (Figure 5.9).

5.3.3.2 TSDF Fusion

The truncated signed distance function (TSDF) is a voxel-based representation

of 3D space. We utilized TSDF fusion to perform 3D reconstruction of the

implant by dense mapping of the acquired depth images from the RGB-D

camera [70]. The camera was configured at 30 FPS, 640×480 color and depth

mode, and the depth images were aligned to the color images using the

Intel RealSense SDK. By fusing the images according to the camera poses

calculated from the robot’s kinematics, a 3D mesh model of the implant was

reconstructed in the robot space.
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Figure 5.11: Target registration errors The dot represents the TRE of a single target;
line represents the mean TRE. For each plastic skull test, the TRE was evaluated by a
single target. For each cadaver test, the TRE was evaluated by five target fiducials.

5.3.3.3 CT-to-robot Registration

Once the 3D implant model in the robot space was generated, we applied the

same method from the patient-to-CT registration to register the CT space to

the robot space. Therefore, the generated cutting toolpath defined in the CT

space could be transformed to the robot space and be executed by the robot to

resize the oversized CCI.

5.4 Results and Discussion

5.4.1 Patient-to-CT Registration

In our experiments, two cadavers and two plastic skulls were tested: one

cadaver was tested for the case of draping not required; the other cadaver and
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Figure 5.12: ICP vs. Modified ICP a) No gap at the frontal area; huge gap at the
parietal area. b) More realistic gap at both frontal and parietal area.

the plastic skulls were tested for the case of draping required, and reattachable

fiducial markers were utilized for point set registration. The FRE of the two

plastic skulls were 1.004 mm and 1.149 mm respectively. The FRE of the second

cadaver was 1.061 mm.

TRE was used to evaluate the patient-to-CT registration, as described in

Section 5.3.1.5. Five target fiducials were rigidly attached to each cadaver head

for computing TRE. The “actual” center of each target fiducial was measured

from the post-resection CT. The same target points were also measured from

the registered 3D scanned models.

For plastic skull tests, the TRE between the CT model and the 1st 3D

scanned model were negligible because the plastic “head” model had no soft

tissue and was identical to its CT model. The TRE between the 1st and 2nd

3D scanned models of the two plastic skulls were 0.136 mm and 1.196 mm

respectively with one target point, and, of the second cadaver, it averaged

1.204 mm (Figure 5.11).
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For cadaver head tests, the modified ICP was applied for registration, as

described in Section 5.3.1.3. After the initial alignment by using the anatomical

points, the normal ICP would only align the frontal area, leaving a huge gap

at the parietal area. We computed the TRE by normal ICP that was 15.571 mm,

whereas by modified ICP it was 4.534 mm. Therefore, the registration error

was considerably reduced by our modified ICP (Figure 5.12).

In the case of no draping required, the normal ICP could be applied when

a large portion of the skull were exposed. The TRE between the CT model

and the 3D scanned head model of the first cadaver was 5.199 mm.

5.4.2 Implant Localization

A circular path (r = 100mm, h = 300mm) above the robot’s implant platform

was planned to perform robotic 3D scanning (Figure 5.10 (c)). To evaluate the

localization accuracy, we designed a testing device that consisted of three ball

sockets (Figure 5.13 (a)). The inserting ball of the device could also be used as

a ball probe. The socket ball centers were measured from the 3D reconstructed

TSDF model and from the robot’s kinematics by hand-guiding the ball probe

to contact each socket. Since the two measured locations ideally should

be the same, the TSDF fusion error was quantified by the average points

difference, which was 2.130 mm. This error may vary depending on the camera

calibration, the hand-eye calibration, the depth camera accuracy and the

robot’s TCP pivot calibration. To minimize this error, a rigid transformation T
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Figure 5.13: TSDF fusion accuracy evaluation Left: a) A testing device consists of
three semispherical sockets and insertion balls for evaluating TSDF fusion. b) The
3D printed device was installed on the robot’s platform. c) The spheres’ centers were
estimated from the 3D reconstructed model. d) The insertion ball was attached to the
robot as a probe and its center was estimated via pivot calibration. e) The sockets’
centers were located by robot contacting with the ball probe. Right: f) An implant
with three target fiducials was reconstructed in the robot space. g) Each target fiducial
was located by robot contacting with the pointed probe.
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was applied based on least-squares using SVD [59]:

arg min
T

√︄
n

∑
i=1

(T · ai − bi)2

n

where {ai, bi} are the measured locations by TSDF and hand-guiding respec-

tively. After applying this transformation, the TSDF fusion error was reduced

to 0.345 mm.

To verify the implant localization accuracy, we placed an implant with

three known fiducials on the robot’s platform. A 3D mesh model of the

implant was generated in the robot’s space via robotic 3D scanning. The three

fiducials on the implant were also located by hand-guiding the robot using a

pointed probe. The implant localization error based on this three points was

0.395 mm (Figure 5.13 (f, g)).

5.4.3 Overall Time

We compared the amount of time spent by our approach to the manual ap-

proach. Berli et al. reported the manual modification took a range of time

between ten and eighty minutes in seven surgeries [12]. In our experiments,

the expert surgeon spent about ten to thirty minutes, which conformed to the

lower range of that time span. However, many unforeseeable factors could

affect the manual approach’s time such as the surgeon’s skill, defect location,

implant size and its shape complexity etc. Yet, our proposed approach con-

sistently took about ten to fifteen minutes regardless of the complexity of

the shape. All the calibrations could be performed prior to the surgery, and

the automatic implant localization is significantly faster and more repeatable
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Figure 5.14: Resizing accuracy evaluation Oversized CCIs were resized by manual
and by our proposed method to fit four cranial defects created on two plastic skulls
and two cadaver heads. Top color bar represents the signed difference between the
resized implant’s top surface and its perfect skull. Bottom color bar represents the
gap distance from the resized implant’s edge to the defect skull.

94



compared to the previous hand-guiding approach. The time distribution in

each step of our approach is listed in TABLE 5.1

Table 5.1: Time Distribution

Procedure Minutes

3D Scanning 3-5

Patient-to-CT Registration 1-2

Toolpath Generation 2-3

Implant Localization 1-2

Resizing Implant 3-4

5.4.4 Resizing Accuracy

Oversized CCIs (6 mm in thickness) were 3D printed and resized by manual

and by our automated approach to fit four cranial defects created on two

plastic skulls and two cadaver heads. We evaluated the resizing accuracy by

measuring the gap distance between the resized implant’s edge and the skull

defect’s edge. The gap distance is defined by the per vertex euclidean distance

in the “Distance from Reference Mesh” method in MeshLab[65]. In addition,

the signed distance was computed for each resized implant by comparing its

top surface to the ‘perfect’ skull. All the data were acquired by 3D scanning the

physical resized implants fitted to their corresponding defects (Figure 5.14).

The mean gap distance and maximum gap distance were also evaluated,

as shown in Figure 5.15, which showed that our proposed approach has

improved the resizing accuracy by 60% on plastic skulls and by 30% on
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Figure 5.15: Mean gap distance Comparison of the resizing accuracy by manual
and robotic method in terms of bone gap distance. The gap distance is calculated at
each vertex. The graph shows mean value and ± std. p-value is calculated based on
two-sample student’s t-test: *** p<0.001
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cadavers compared to the manual approach. Furthermore, this improved

accuracy is consistent for two different defect locations, which represent

distinct complexity of local craniomaxillofacial geometry. This demonstrates

that our robotic cutting system can improve the resizing accuracy over the

manual method on even a more complicated craniomaxillofacial geometry.

5.5 Summary

The robotic system developed in Chapter 4 provides an efficient CCI modifi-

cation for single-stage cranioplasty. This Chapter further develops the system

toward clinical applications.

Because of the draping requirement, the anatomical features are covered

and can no longer provide correspondence for the patient-to-CT registration.

To solve this issue, the author developed reattachable fiducial markers to

provide additional registration points to accomplish this process.

Because of the complex skull geometry, an inappropriate cutting angle

may result in the implant protruding above the patient’s skull, which causes

additional clinical complications. The complicated geometry of the skull

must be accommodated by automatically adjusting the cutting angles so that

the robot can always cut along the defect’s wall. Therefore, the improved

toolpath generation algorithm takes into account the defect’s edge geometry,

which allows the robot to resize CCIs closer to the 3D defect’s shape. This

improvement minimizes the possibility of implant protrusion.

The surgical workflow is further automated by automating the implant

localization process. This improves the localization accuracy and saves time
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compared to the passive hand-guiding method used in Chapter 4.

The proposed approach is compared to the conventional manual method

for resizing accuracy using plastic skulls and cadavers. The results demon-

strate that the proposed robotic system reduces the procedure time and mini-

mizes the bone gaps between the resized implant and the skull defect.

In this work, however, the manually-tuned, experimentally-determined

cutting speed and spinning rate of the tool were not optimized. Additional

experiments are needed to evaluate the optimal cutting parameters for smooth

cutting of the implant.
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Chapter 6

A 5-Axis Laser Cutting System for
Implant Modification

6.1 Motivation

The previous Chapter demonstrated an automated workflow for intraop-

erative CCI modification using a robotic system. The system utilizes the

advanced 3D scanning technique as well as reattachable fiducial markers

to accomplish the patient-to-CT registration. The robot localization of the

implant is achieved automatically, which eventually allows the robot to resize

the CCI using a mechanical cutter. The phantom and cadaver tests showed

the proposed system’s higher resizing accuracy compared to the conventional

manual approach. This demonstrated the feasibility of the system toward

clinical applications.

However, utilizing a mechanical cutter is limited by the robot’s workspace,

for the generated cutting locations and orientations may not be reachable by

the robot. Therefore, the generated toolpath may need further adjustment,

which, in turn, may reduce accuracy. In addition, mechanical cutting also
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generates dust and rough edges, which may not be ideal in a sterile clinical

environment.

In recent times, laser has been widely used in industries for cutting materi-

als like steel, aluminum, wood, and various types of plastics [71–73]. Laser

transmits highly-concentrated energy onto a small area of the workpiece ma-

terial to melt and vaporize the focused region. This technique results in a

much cleaner and streamlined cut compared to mechanical cutting. Laser

cutting is frequently used for cutting acrylic sheets which are made of PMMA.

A majority of commercial cranial implants are also made of PMMA. Therefore,

this Chapter introduces the application of laser cutting for resizing CCIs.

This Chapter presents a five-axis laser cutting system for fast and precise

CCI modification. The laser system consists of a three-axis linear stage, direct-

ing the laser beam, and a two-axis rotary table, mounting the implant. This

compact design eliminates the workspace limitation that existed in the robotic

cutting system and provides a cleaner, more accurate, and faster resizing.

6.2 Contribution

The author’s contributions in this Chapter include:

• Developing a five-axis laser cutting system for intraoperative CCI modi-

fication.

• Calibrating the control system parameters, and derived the kinematics

of the five-axis motion system.
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• Testing the system on a phantom defect skull, and compared the results

to the manual approach and the projector approach.

Mr. Jerry Fang helped the author in assembling the hardware. The work

reported in this Chapter was published in the Proceedings of ASME Inter-

national Design Engineering Technical Conferences and Computers and In-

formation in Engineering Conference (2017) [74]. The author has filed a US

patent for the system titled “Cutting machine for resizing raw implants during

surgery”

6.3 Method

6.3.1 Design of Laser Cutting Machine

6.3.1.1 Design Considerations

A laser-based cutting system is considered superior than other methods (e.g.

contact, stress, or pressure), since the entire surgical procedure is to be per-

formed under a sterile environment. The system is designed to be compact

so that the machine can be easily transported from one operating room to

another. The size of the workspace for creating CCI profiles is greater than that

of an average human skull. The laser power requirements for cutting through

CCIs varies depending on the CCI thickness and material composition.

6.3.1.2 System Overview

The dimension of the laser cutting system is 1155 mm x 670 mm x 980 mm

(length x width x height) as shown in Fig. 6.1. The system has the capability
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of shaping the CCIs with five degrees of freedom. This allows the system to

continuously trim the edges of the CCI with the desired angle at any location

along the path. The machine comprises five units as shown in Fig. 6.2. Clock-

wise from the top, these units are: interface devices, accessories, mechanical

hardware, electronic components, and laser components. Interface devices

include PC, monitor, emergency stop button, and switches. Accessories in-

clude ventilation fans and water pump to cool the system, and an air pump

to assist the laser in cutting CCIs. Mechanical hardware includes a Cartesian

linear stage (LSR-KIT3020XY; LightObject, USA), customized rotary table, and

aluminum steel machine frame (40-4040 LITE; 80/20 Inc. USA). Electronic

components include NEMA series stepper motors (xy-axis: NEMA 17, z-axis:

NEMA 34, rotary joints: NEMA 23; LightObject, USA), 5-axis breakout board,

and motor driver boards. The laser components include a laser tube (SPT

35W CO2 Sealed; LightObject, USA), laser power supply (20W-45W PWM

(AC 110V); LightObject, USA) and three reflecting mirrors (40W CO2 Laser

Mirror/Lens; LightObject, USA).

6.3.1.3 Machine Configuration

The Cartesian linear stage provides 3 degrees-of-freedom (DOF) linear motion

and the gimbal rotary table provides 2 DOF rotary motion. This 5 DOF system

enables the laser to cut at a wider range of orientations and positions. Each

motor is driven by a driver board, which in turn is controlled by a 5-axis

breakout board. The placement of mirrors as shown in Fig. 6.3 allows the laser

beam to be projected onto the rotary table.
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Figure 6.1: 5-axis laser cutting system A: inner view. B: outer view.

6.3.1.4 Laser Power

The 35W CO2 laser tube is powered by an AC 110V laser power supply. The

output power can be controlled by either a TTL (20 kHz – 50 kHz, 5V PWM)

or a 0–5V DC analog input. A water cooling system is built in to cool the laser

tube. An air pump is installed for assisting the cutting process.

6.3.1.5 Cutter Location and Orientation

For this system, the cutter and its tip correspond to the laser beam and its focal

point, respectively. Cutter location (CL) data extracted from 3D CAD models

are used to generate a cutting path. CL data comprises two vectors: cutter

tip position (Q) and cutter tip orientation (K). Both vectors are represented in
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Figure 6.2: System components Laser system components/units.
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Figure 6.3: Coordinate systems The definition of coordinate systems. Laser projec-
tion onto rotary table using three mirrors. The coordinates frames are machine M,
rotary table O, workpiece W, and laser head T.
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Figure 6.4: Cutter location and orientation in workpiece frame Vector Q describes
the cutter tip position and vector K describes the cutter tip orientation.

the workpiece coordinate system as shown in Fig. 6.4. The generation of the

cutting path is currently under development and will be addressed in detail

in the future work.

6.3.1.6 Software Overview

LinuxCNC, open source software, controls the CNC laser cutting operation.

The software reads the G-code and instructs the machine to move accordingly

by sending control signals from a computer to the controller board in order to

drive the motors. The kinematics model is also implemented in the LinuxCNC

environment, and the calibrated parameters of the laser system are shown in

Table 6.1.
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Table 6.1: Calibrated parameters of the 5-axis motion system

Steps/Rev: number of stepper-motor-steps required to achieve one motor revolution.
Motor teeth & leadscrew teeth: reduction between motor and leadscrew.
Leadscrew pitch: amount of movement generated in one leadscrew turn.

Travel range: range of reachable space.

Parameter D1 D2 D3 θ1 θ2

Steps/Rev 200 200 200 200 200

Motor Teeth 1 1 1 1 1

Leadscrew Teeth 1 1 1 8 50.9

Leadscrew Pitch 20 mm 14.5 mm 5 mm 360 deg/rev 360 deg/rev

Current 2 A 2 A 3.5 A 2.8 A 2.8 A

Holding Torque 0.57 N·m 0.57 N·m 11.2 N·m 1.9 N·m 1.9 N·m

Travel Range 0 - 295 mm 0 - 255 mm 0 - 70 mm -26 - 26 deg -19 - 32 deg

6.3.2 Kinematics Analysis

There are four frames to consider: the machine frame {M}, rotary table frame

{O}, the workpiece frame {W}, and the laser head frame {T} (Fig. 6.3). The

origin of {O} is defined to be the point at which two rotary axes coincide, and

the origin of {W} is at the surface of the implant mounting plate through which

one of the rotary axes passes. The origin of {M} is at the home configuration of

the system. The kinematics model in Fig. 6.5 illustrates the forward kinematics

transformation from {W} to the laser focal point.

6.3.2.1 Forward Kinematics

Parameters for the variables that appear in this section are shown in Table 6.2

and are illustrated in Fig. 6.6. Lx, Ly, and Lz are the dimensions for the home

offset of {M} with respect to {O}, D1, D2, and D3 are the relative distances of

the laser head (cutter) with respect to the home configuration of the system.

L f is the focal length of the laser head, and l is the length of the link from {W}
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Figure 6.5: Kinematics model The diagram shows the system aligns the laser beam
and its focal point to a given cutter location by moving the rotary table and the linear
stage.
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Figure 6.6: Robot links and joints Variable definitions to accompany Table 6.2

to {O}.

The transformation from {W} to {O} comprises two transformations (Eqn. 6.1

and 6.2) due to the two rotating axes intersecting at a pivot point. This point

has an intermediate frame {O’} that is coincident with {O}. Note that θ1 and θ2

correspond to each of the two angles on the rotary table, and c and s denote

cos and sin, respectively. The rotational components in Eqn. 6.1 and 6.2 differ

from those of conventional rotation matrices because the rotary table moves
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Table 6.2: Physical parameters of the system.

Variable Value Variable Value

Lx 136.6 mm L f 34 mm

Ly 88.7 mm l 77.8 mm

Lz 155 mm - -

in an opposite direction, and therefore negative angles, relative to {W}.

W AO′ =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0

0 cθ1 sθ1 0

0 −sθ1 cθ1 −l

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (6.1)

O′
AO =

⎡⎢⎢⎢⎢⎢⎢⎣
cθ2 0 −sθ2 0

0 1 0 0

sθ2 0 cθ2 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (6.2)

Equations 6.3 describe the transformation from {O} to {M}, {M} to {T}, and

{T} to the implant surface, respectively. All three transformations involve only

the translational component, as the orientation of the axis remains the same.

T A f describes the offset of the cutter tip that is equal to the focal length of the
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laser beam, L f .

O A f =
O AM ∗M AT ∗T A f =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 D2 − Lx

0 1 0 −D1 + Ly

0 0 1 D3 + Lz − L f

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (6.3)

The product of all the transformations (W AO′ ∗O′
AO ∗O A f ) results in the

complete forward kinematics of the system, W At, as shown in Eqn. 6.4.

W A f =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

cθ2 0 −sθ2 Px

sθ1sθ2 cθ1 sθ1cθ2 Py

cθ1sθ2 −sθ1 cθ1cθ2 Pz

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(6.4)

The forward transformation of the kinematics can be written as followed.

Q =
[︂

Px Py Pz 1
]︂T

=

⎡⎢⎢⎢⎢⎢⎢⎣
(D2 − Lx)cθ2 − (D3 + Lz − L f )sθ2

−(D1 − Ly)cθ1 + (D2 − Lx)sθ1sθ2 + (D3 + Lz − L f )sθ1cθ2

(D1 − Ly)sθ1 + (D2 − Lx)cθ1sθ2 + (D3 + Lz − L f )cθ1cθ2 − l

1

⎤⎥⎥⎥⎥⎥⎥⎦
(6.5)

6.3.2.2 Inverse Kinematics

The solution set [θ1, θ2, D1, D2, D3], represented in {M}, can be computed at a

position along the implant contour. These solution sets would inputted into

LinuxCNC to command the system in shaping CCI profiles.

The laser beam is always along the z-axis. The third column of Eqn. 6.4,

therefore, computes the cutter orientation vector, K, which is used to compute
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the Euler angles for the rotary table.

K =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Kx

Ky

Kz

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−sθ2

sθ1cθ2

cθ1cθ2

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(6.6)

θ1 and θ2 can be calculated from Eqn. 6.6 as follows.⎧⎪⎪⎨⎪⎪⎩
θ1 = tan−1(

Ky

Kz
)

θ2 = sin−1(−Kx)

(6.7)

(6.8)

Equation 6.5 can be rewritten as:

Q =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 cθ2 −sθ2 0

−cθ1 sθ1sθ2 sθ1cθ2 0

sθ1 cθ1sθ2 cθ1cθ2 −l

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
⏞ ⏟⏟ ⏞

H

⎡⎢⎢⎢⎢⎢⎢⎢⎣

D1 − Ly

D2 − Lx

D3 + Lz − L f

1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
⏞ ⏟⏟ ⏞

X

(6.9)

The solutions for D1, D2, and D3 are computed by solving for X in Eqn. 6.9

with X = H−1Q, where H is a homogeneous transformation. D1, D2, and D3

can also be derived analytically:

⎡⎢⎢⎢⎢⎢⎢⎢⎣

D1

D2

D3

1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 −cθ1 sθ1 lsθ1

cθ2 sθ1sθ2 cθ1sθ2 lcθ1sθ2

−sθ2 sθ1cθ2 cθ1cθ2 lcθ1cθ2

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Qx

Qy

Qz

1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Ly

Lx

L f − Lz

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(6.10)

Equations 6.7, 6.8, and 6.10 can be used to find the inverse solution
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[θ1, θ2, D1, D2, D3]
T. If the joint limits are not violated, the machine drives

the laser head to a given desired cutting location provided by the CL data.

6.4 Results

The contour path of the oversized implant is shown in Fig. 6.7. We used this

contour path as baseline control. This implant model and the corresponding

defect were designed in SolidWorks. We converted the implant contour point

coordinates to G code. The oversized implant profile was created with a 3D

printer. Three methods for reshaping implants were compared: 1) the appli-

cation of laser cutting system; 2) manual reshaping using computer-assisted

projection [43] (Fig. 6.7 b); and 3) manual reshaping without the computer-

assisted projection. Both types of manual involve tracing the contour onto 3D

printed implants and cutting along the path with a Dremel drill. Figure 6.8

illustrates the comparison between modified implant profiles and the control

profile. The image overlay and distance measurement were performed using

Gimp. The results, which were approximated distance values measured in the

images, are shown in Table 6.3. In summary, the implant modified by the laser

system has a relatively smaller bone gap of 0 ~ 0.6 mm. Although there is 0

~ 1.2 mm collision overshoot, it can be manually eliminated using a Dremel

drill.
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Figure 6.7: Experiment setup A: Experimental cranial defect model and its oversized
implant profile. B: modification by the projection method. C: modification by the
laser system.
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Figure 6.8: Evaluation of the cutoff implants A: printed oversized implant profile
with defect contour. B: implant modified by the laser system. C: implant modified
manually with computer-assisted projection. D: implant modified manually by visual
judgement.
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Table 6.3: Distance measurements of different cutting methods

Method Max Collision Overshoot Max Gap Distance

Laser System 1.2 mm 0.6 mm

Manual (visual) - 3.0 mm

Manual (projection) - 2.5 mm

6.5 Summary and Discussion

Mechanical cutting usually generates a large amount of dust, which is not

ideal in the sterile surgical environment. Moreover, an implant resized from

the mechanical cutting usually has rough edges, which compromises its fitting

accuracy. Even though the robotic cutting system mentioned in the previous

two Chapters improve the resizing accuracy over the manual approaches, the

confined workspace restricts the robot from reaching certain tool orientations.

This Chapter introduces a cranial implant laser cutting system for single-

stage cranioplasty. The system features automatic, five-axis laser cutting

capability enabling three-dimensional cutting, which is essential in achieving

smoother cutting edges when repairing complex cranial deformities.

The preliminary study on a simple defect geometry presented in this

Chapter shows a higher implant resizing accuracy compared to the parallel

manual modification approach. Because of the geometric simplicity of the

skull defect, only 3-axis kinematics was applied in this study. For more

complex defect geometry, the full 5-axis kinematics, which considers the

defects’ wall angle, should be utilized as discussed in the next Chapter. In

addition, thicker implant might need higher laser power to achieve one-time

116



cut.

The proposed five-axis laser cutting system can potentially change the

paradigm for performing cranioplasty procedures. The technology can help

surgeons achieve optimal implant modification and, subsequently, improved

surgical outcomes.
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Chapter 7

Applications and Improvements of
the 5-Axis Laser

7.1 Motivation

The previous Chapter introduced a 5-axis laser cutting system for CCIs resiz-

ing and described the basics for the 5-axis kinematics. Testing on a simple skull

defect, which only involves 3-axis cutting, demonstrated its higher resizing

accuracy than the manual approach.

In this Chapter, the author addresses some major improvements over the

latest laser cutting system. First, the author implements the control of the

2-axis rotary table described in the previous Chapter, which allows a more

accurate cutting angle. Second, the existing implant fixture platform, mounted

on the rotary table, requires customized tabs, which usually do not come

with the commercially purchased CCIs. This Chapter presents a universal

implant fixture platform by using a clamp. The system also includes a foldable

marker ring around the implant fixture platform as a correspondence to

transform the cutting toolpath from CT space to the laser space. A hand-held
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3D laser scanner matches the implant from the laser space to the CT space

via correspondence from the marker ring. This allows the generated cutting

toolpath to be transformed to the laser space. Third, the system uses a 100

W laser as opposed to the 35 W laser used in Chapter 6, which grantees a

one-time cut.

Because of the high resizing accuracy, the titanium plates or strips, com-

monly used for cranial implant fixation [75, 76], are not necessary for the

laser-resized CCI. Therefore, one of the important applications of the laser

system in the neuroplastic field is non-screw fixation. In addition, taking

advantage of the more accurate, cleaner, and faster cutting by the laser, several

other neuroplastic applications are made possible. Specifically, this Chapter

introduces laser milling, which can be used to fabricate instrumented implants

for targeted drug delivery, deep-brain stimulation, and shunt placement.

7.2 Contribution

The author’s contributions in this Chapter include:

• Further developing the five-axis laser cutting system for intraoperative

CCI modification.

• Upgrading several major components of the system, and improved the

five-axis toolpath algorithm.

• Proposing an implant localization method using an RGB camera or a 3D

scanner with a foldable marker ring.
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• Testing the system’s five-axis cutting performance on a phantom defect

skull, and compared the results to the manual approach.

• Presenting the non-screw fixation, and the potential of laser milling in

fabricating instrumented implants.

Mr. Wei-Lun Huang helped the author in improving the five-axis toolpath

generation algorithm. The work reported in this Chapter has not yet been

published.

7.3 Method

7.3.1 Surgical Workflow

The overall workflow for CCIs resizing using the laser system, as shown

in Figure 7.1, is generally the same as the workflow proposed in Chapter 5

using the robotic system. They shared the same process of patient-to-CT

registration as described in Chapter 5: the 2-scan method using a hand-held

3D scanner prior to draping and reattachable fiducial markers for registration

when draping is applied. However, since the laser only has 5-Degree of

Freedom (DoF) compared to KUKA robot’s 7-DoF, the toolpath generation

algorithm needs to be modified. To facilitate the registration between the

CT, where the toolpath is generated, and the laser space, where the physical

implant is placed, a foldable marker ring is utilized. The marker ring provides

correspondences for CT-to-laser registration while the handheld 3D scanner

captures the implant geometry.
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Figure 7.1: The CCI resizing workflow using 5-axis laser system (a) The patient
takes a preoperative CT scan. (b) A patient-specific oversized CCI is designed and
fabricated based on the CT model. (c) The patient undergoes neuroplastic surgery.
(d) The cranial defect geometry is captured using a handheld 3D scanner. (e) The
patient-to-CT registration is accomplished via reattachable fiducial markers. (f) A
5-axis toolpath algorithm generates the cutting toolpath. (g) The laser system localizes
the implant. (h) The laser system cuts the implant. (i) The resized implant is attached
to the skull.

7.3.2 System Overview

The previous Chapter uses a 35 W laser and only implements 3-axis control

for cutting. In this Chapter, the author implements all 5-axis kinematics to the

system, and upgrades to a 100 W CO2 laser. To eliminate the customization

of adding tabs to the implant, a new implant fixture clamp is installed on

the rotary table. For the laser system to localize the implant, two approaches

are utilized. The first approach uses an RGB camera to locate the implant by

detecting the markers on the implant, which requires additional customization

from the implant manufacturer. The second approach relies on a foldable

marker ring to provide corresponding registration points for CT-to-laser reg-

istration. A handheld 3D laser scanner was used to acquire the implant and
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marker ring information for the registration. The marker ring is attached

to a 1/4 inch camera mount on the laser system and is unfolded during the

registration process through the 3D laser scanner. It will then be folded during

the cutting. The XY coordinates of the registration points in the laser space is

recorded by the linear stage. A SICK distance sensor (Od1-B035) is attached

next to the laser nuzzle to measure the registration points’ Z coordinates

(Figure 7.2).

7.3.3 Controller Structure

We upgraded to a 5-Axis GRBL controller for the five closed-loop stepper

motors and a 100 W laser simultaneously. The author developed a Rviz GUI

to communicate with the controller. For implant registration using an RGB

camera, the interface simply controls the GRBL controller for laser cutting.

For implant registration using the foldable marker ring, a LabJack U3 data

acquisition device is added for coordinate recording. Before cutting, the user

jogs the distance sensor, through the GRBL controller, to each registration

point to record their coordinates in the laser space via LabJack U3. After all

registration points’ coordinates are recorded, the distance sensor is detached.

The interfaces then utilizes GRBL controller to cut the implant based on the

generated toolpath (Figure 7.3).

7.3.4 Implant Localization and Registration

Two methods of implant localization are utilized in this Chapter. The first

approach uses an RGB camera to detect predefined markers on an implant.
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Figure 7.2: System overview The upgraded 5-axis laser system with a universal
implant fixture platform, a 100W CO2 laser, a GRBL controller, and a SICK distance
sensor.
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Figure 7.3: System controller diagram A ROS2/Rviz2 GUI communicates with the
5-axis motion system and the laser via a GRBL controller, and with the SICK distance
sensor via a LabJack U3.
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Figure 7.4: Hand-eye calibration The hand-eye calibration finds the transformation
of the camera frame {C} from the machine frame {M}, M HC. During this process, the
system commands the rotary table to move to different poses while the RGB camera
captures and estimates the pose of the ArUco marker attached on the rotary platform.

The second approach utilizes a 3D handheld laser scanner to detect markers

on a foldable marker ring around the implant.

7.3.4.1 Using an RGB Camera

The first step is to perform a one-time hand-eye calibration, using an aruco

marker. The aruco marker is attached to the rotary table, and is moved to a

number of different poses. The camera captures the aruco marker at each pose

for calculating MHC, the relative pose of the camera {C}, to the machine frame

{M} (Figure 7.4). The calculation is similar to that from Chapter 5.

Once the hand-eye calibration is completed, the RGB camera is ready for

localizing implants with predefined marker points. The camera captures the

implant at two different angles by rotating the rotary table. The difference
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Figure 7.5: Implant registration using a RGB camera Marker points on the im-
plant are detected and triangulated to find its 3D coordinates in the camera space.
Afterwards, the implant is registered to the machine via point set registration.

between the two camera poses can be retrieved from the robot’s kinematics.

The two images are then rectified. The detected marker points can be trian-

gulated to find their 3D coordinates in the camera space. Applying point set

registration on the detected marker points finds the location of the implant in

the machine space based on MHC (Figure 7.5).

7.3.4.2 Using a 3D Scanner

Another approach for registering the implant to the laser system is to use

foldable marker ring and a high-resolution 3D laser scanner (Figure 7.6). The

marker ring has four registration points and several markers. First, the coordi-

nates for each registration point is measured and recorded, as mentioned in

Section 7.3.3. Registration begins with capturing the geometries of the implant

and the marker ring using a handheld 3D laser scanner. The 3D scanned
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Figure 7.6: Implant registration using a 3D scanner (a) Performing an one-time
measurement using the distance sensor to record the coordinates of the four regis-
tration points on the marker ring. (b) After mounting the implant on the rotary’s
fixture platform, a handheld 3D scanner is used to generate a 3D mesh of the implant
including the surrounding marker ring. (c) The 3D scanned mesh can be registered to
the machine coordinates system using the four correspondent registration points. (d)
The generated 5-axis toolpath can be transformed to the laser space after registering
the CT implant model to the 3D scanned implant model via ICP.

implant model and the four registration points are then segmented. Using

point set registration by these four correspondence points, the laser system

localizes the 3D scanned implant. The registration to the 3D scanned model is

completed by running ICP.

7.3.5 Toolpath Generation

The laser system includes four coordinate frames, as shown in Figure 7.7. The

frames are defined as: 1) the global coordinate system defined in machine

space, or, machine frame {M}; 2) the coordinate system defined at laser nuzzle,

or, tool frame, {T}; 3) coordinate system defined at the implant mounting plat-

form, or, workpiece frame, {W}; 4) coordinate system defined at the coincident
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Figure 7.7: Coordinate systems definitions Four coordinates frames are defined on
the system: {M}, {T}, {W}, {O}. L f is the focal length of the laser nuzzle. Lr is the
length of the rotary platform’s tilting link. XO, YO, ZO are the distance between {M}
and {O} along each axis.

point between the two rotary axes, or, rotary center frame {O}. {O} is vertically

aligned with {W}, and remains stationary relative to {M}.

The toolpath generation is modified from the 7-DoF robotic toolpath algo-

rithm. Similar to the toolpath generation described in Chapter 5, 3D model of

the implant and the segmented defect edge wall from the 3D scanned defect

model are still used for generating the cutting locations and vectors (same

as the TCP in Chapter 5). Because of the 5-DoF, the cutting vectors must be
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in the rotating plane along the Z axis of {W}. By inputting the registration

information between the 3D scanned model and the implant in the laser space,

the system can compute the best-fit cutting vector for each cutting location

along the defect wall while satisfying this constraint (Figure 7.8).

7.3.6 Kinematics

The generated cutter locations and angles are defined in {W} frame. Here, the

author demonstrates the basic algorithm to convert them into machine’s joint

values useful for generating G-code (for GRBL controller to read).

The nth discretized cutter location point, pn, and its corresponding unit

cutting vector, vn, are defined in {W}. It is then transformed to {M} via coor-

dinate frame {O}. To align the laser beam to the cutting vector vn, the rotary

table rotates the implant fixture platform, since the laser beam always points

straight down. Therefore, the OHW is defined by the rotation angles {θ4, θ5}

(Figure 7.9):

θ4 = vn · z0

in which z0 = [0, 0, 1]. and θ5 = n · 2π
N , in which N is the total number of input

cutter locations. Therefore:

OHW =

⎡⎢⎢⎢⎢⎢⎢⎣
cos(θ5) −sin(θ5) 0 0

cos(θ4) · sin(θ5) cos(θ4) · cos(θ5) −sin(θ4) −sin(θ4) · Lr

sin(θ4) · sin(θ5) sin(θ4) · cos(θ5) cos(θ4) cos(θ4) · Lr

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦
where Lr is the length of the tilting link measured from the rotary center to

the top of the workpiece platform.
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Figure 7.8: 5-Axis toolpath generation Given implant and defect edge in {W}, a
rotating plane spins around it Z-axis up to a full circle. A best-fit vector (green) within
the plane to the defect wall is generated. The vector intersects with the implant (red)
is the cutter location. (a) Top view. (b) Bottom isometric view.
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The transformation from {T} to {O} is then:

T HO =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 −XO

0 −1 0 −YO

0 0 −1 ZO − L f

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦
where [XO, YO, ZO]

T are the measured distances between the rotary center

and {M} along each axis, and L f is the focal length of the laser nuzzle’s lens.

Henceforth, given a cutter location p in {W}, Wp, its corresponding coordi-

nates in {T} are:

Tp = T HO
OHW

Wp

The laser nuzzle, starting from its home location {T}, moves to meet the

new location {Tn} by the translation defined by Tp.

7.4 Experiment Setup and Results

In this study, the author 3D printed a skull model based on the CT model of

the second cadaver skull used in Chapter 5. A defect was created at a similar

location as described in Chapter 5. An oversized implant was designed using

Meshmixer1 and 3D printed. A PMMA replica of the implant was produced by

resin casting, which is compatible for laser cutting. The defect geometry was

captured using a handheld 3D laser scanner and registered to the CT space,

as described in Chapter 4. An oversized PMMA implant was installed on the

laser system and registered to the laser space, as described in the previous

1Meshmixer: https://www.meshmixer.com/
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Figure 7.9: Laser system kinematics The homogeneous transformations between
the defined coordinates frames.
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Figure 7.10: Generated 5-axis toolpath A 5-Axis toolpath is generated based on the
defect geometry.

section.

A 5-Axis toolpath was generated to resize the implant using the laser

system, based on the description of Section 7.3.5, as shown in Figure 7.10.

The cutting locations and cutting vectors are similar to that from the original

cadaver skull used in the robotic system.

Resizing accuracy was evaluated using the same method as described in

Chapters 4 and 5. First, the skull geometry, with the resized implant fitted

into the defect, was captured by a 3D scanner, and was then registered to the

CT space. Second, the resized implant was scanned by the 3D scanner and

registered to the CT space, so that its edge and top surface could be segmented

in Meshmixer. The fitting accuracy was quantified by 1) the gap distance
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between the edge of the defect and the edge of the resized implant; 2) the

signed distance between the “perfect” skull surface and the resized implant’s

surface.

Both the edge gaps and the signed surface differences are computed using

Meshlab2, as shown in Figure 7.11 and Figure 7.12. The mean gap distance of

the resized implants by the laser cutting and by the manual approach are 1.44

mm and 6.28 mm respectively. The maximum gaps are 2.41 mm and 14.48 mm

respectively. The Root Mean Square (RMS) of the signed surface difference

are 0.6 mm and 3.7 mm. The maximum difference are 0.47 mm and 9.18 mm

respectively.

Since the defect was created at a similar location of the original cadaver’s

head, it is also valid to directly compare the resizing accuracy between the

robot-cut implant and the laser-cut implant. When reviewing the results

from Chapter 5, the resized implant from the laser system has higher fitting

accuracy compared to that from the robot system.

7.5 Summary and Discussion

This study introduced a 5-axis laser system for the CCI resizing for the single-

stage cranioplasty. The improved control system for the laser cutting, together

with the accurate registration method discussed in the previous Chapters,

has improved the resizing accuracy and shorten the resizing time over the

conventional manual method and the robotic system.

The skull model used for testing had the same geometry as the cadaver

2Meshlab: https://www.meshlab.net/
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Figure 7.11: Resized implant by laser cutting Evaluation of the resized implant by
laser cutting.

Figure 7.12: Resized implant by manual cutting Evaluation of the resized implant
by manual cutting.
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skull used by the robotic system. A defect was created on the 3D printed

partial skull at a similar position and shape to the defect created on the

cadaver skull. Therefore, we can directly compare the laser-resized CCI with

robot-resized CCI in terms of accuracy. The laser system improved the resizing

accuracy by 47% over the robotic system in terms of mean edge gaps and 77%

over the manual approach.

As mentioned in the previous Chapter, another important factor for the

implant fitting is the signed distances between the “perfect” skull and the

resized implant’s surface. Excessive protrusion of the implant is not ideal since

it causes noticeable asymmetry. In the previous Chapter, the robot-resized

implant had a lower signed distance RMS compared to the manual approach.

The laser-resized implant showed a signed distance RMS 84% lower compared

to the manual-resized implant. Comparing the signed distance RMS between

the laser-resized and robot-resized, the laser-resized implant was 66% smaller

compared to the robot-resized implant on a similar defect.

Therefore, the laser-resized implant almost matched the “perfect” skull.

The close fit enables the possibility of non-screw fixation for the fitted implant.

Usually, titanium plates and strips are used to fixate the implant, which

causes protrusions (Figure 7.13). The protrusions may lead to infections

requiring revision surgery. The laser-resized implant provides better skull

continuity, as the reconstructed skull is very much similar to the “perfect” skull.

Although the non-screw fixation requires the surgeon to drill a minimum of

three matching holes on the patient’s skull and the implant for the internal

fixation (Figure 7.14), this internal fixation method may become a superior
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Figure 7.13: Conventional fixation vs. Tangential non-screw fixation Conventional
cranial implant fixation uses titanium plates and screws. A non-screw fixation can be
utilized when the resized implant attains a close fit to the skull.

choice.

The proposed laser and robotic systems are vastly compatible, as they share

a similar registration method and a slightly modified toolpath generation

method. Therefore, it is easy to switch between these two systems whenever

deemed necessary.

The high resizing accuracy of the laser also implies other applications

for the system, such as laser milling. This allows an instrument device to

be installed inside the skull for various medical applications, as mentioned

in Section 7.1. The details and the preliminary result for laser milling are

described in the final Chapter.
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Figure 7.14: Non-screw fixation method (a) Using a marker pen to mark a minimum
of three locations for inserting spring pins. (b) Drilling small holes on the edge of the
resected skull at the marked location. (c) Drilling holes on the edge of the resized
implant at the marked location. (d) Inserting the spring pins into the implant’s drilled
holes and fitted to the skull.
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Chapter 8

Conclusion

8.1 Summary

A clinical approach for single-stage cranioplasty requires the surgeon to man-

ually trim a prefabricated oversized CCI using a surgical cutter to reduce its

size until it fits the cranial defect. During this process, the surgeon has to

gauge the size and shape of the defect by eyeballing, which is imprecise and

time-consuming. The amount of time spent on manual CCI modification may

take ten to eighty minutes reported by Berli et al. [12]. Therefore, to improve

the intraoperative CCI modification’s speed and accuracy, three major systems

are developed, as described in this dissertation:

• A Portable Projection Mapping Device (PPMD)

• A robotic cutting workstation

• A 5-axis laser cutting system

A PPMD system is introduced based on projection AR to provide the

surgeon visual guidance while outlining the defect boundary on the oversized
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CCI. The system comprises a miniature OTS to accomplish real-time surgical

navigation and patient-to-CT registration. The projection mapping allows

the surgeon to verify the registration immediately and guides the surgeon

during the manual resizing process. The digitization and registration of the

defect geometry potentially make the automation of the CCI resizing process

possible.

Next, the resizing process is automated by introducing a robotic cutting

system. It utilizes anatomical features of the skull acquired via 3D scanning to

accomplish patient-to-CT registration. However, surgical draping makes these

anatomical features unattainable. Therefore, reattachable fiducial markers

are designed to provide additional registration correspondence between the

patient and the CT. The 2-scan method provides an accurate registration.

A toolpath algorithm is developed to further automate the resizing process

to generate cutting locations for the robot based on the 3D scanned defect

model. The algorithm is updated to account for the defect’s beveled edge wall

so that the resized implant’s edge matches with the defect. This improves the

resizing accuracy of the implant over the manual approach.

To minimize the limitations brought by the mechanical cutting, a 5-axis

laser cutting is proposed and developed. Using the same registration method

as the robotic system and slightly modified toolpath generation algorithm,

the laser cutting system provides a smoother and more accurate implant

resizing compared to the manual approach, and presumably, the robotic

system. The precise CCI resizing demonstrated by the laser system indicates

many potential applications in neuroplastic surgery, as discussed in the next
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Section.

8.2 Limitations and Future Work

In Chapter 7, the laser system is tested on a 3D-printed partial skull based on

the cadaver’s head used in Chapter 5. Although the similar skull geometry

and defect location and shape indicate that laser cutting improves the resiz-

ing accuracy over the mechanical cutting by the robot, a direct comparison

between the laser system and the robotic system will be more convincing to

demonstrate the improvement. Therefore, future work should consider con-

ducting a broad sampling of resized CCIs by both laser and robotic systems on

a number of skulls with different defect locations and geometries. The broad

sampling study is also meaningful to quantify the significance of accuracy

improvements by the proposed systems over the conventional approach.

As mentioned in Chapter 7, the laser system has the potential of performing

milling, which creates a pocket on the CCI for housing instrumented devices.

Some of the examples are shown in Figure 8.1. Depending on the shape of the

device, there are generally two types of pocket profiles, as shown in Figure 8.2:

a flat or curved bottom, to offset the curvature of the implant’s top surface.

Given the dimension of a device, the laser system can produce a pocket

with a flat bottom or a curvature bottom using the following algorithm (Fig-

ure 8.3). After the implant is registered to the laser space, the surgeon inputs

the device’s dimension and location on the implant and calculated the inter-

sected volume via boolean operation. To generate flat bottom milling toolpath,

the intersected volume is then sliced along Z-axis into multiple layers, and
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Figure 8.1: Examples of instrumented implants Image courtesy of
https://www.neuropace.com, https://clinicalconnection.hopkinsmedicine.
org/neurology-and-neurosurgery-articles, https://www.hopkinsmedicine.org/
neuroplastic-surgery

each layer is filled with hatching lines. The generated hatching lines can then

be post-processed into G-code for the laser system.

To generate curved bottom milling toolpath, the intersected volume is

further segmented to get its top surface. The top surface is then used to

generate hatching lines along the X-axis and Y-axis. Next, the two types of

hatching lines are alternately stacked along the Z-axis to form a cutting volume

of height h. Lastly, the generated toolpath can be converted into G-code and

inputted into the laser system to create the pocket on the CCI via laser milling.

A preliminary test has demonstrated the laser system’s capability in cre-

ating a pocket on the CCI for embedding instrumented devices, as shown in

Figure 8.4. Further studies are necessary to show the dimensional accuracy of
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Figure 8.2: Two types of laser milling profiles (a) Flat bottom. (b) Offset bottom.
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Figure 8.3: Laser milling toolpath generation (a) Inputting the dimension and
location of the device on the implant. (b) Generating the cut-off volume. The height
of cut-off volume is h. (c) Slicing the cut-off volume along Z-axis. (d) Generating
hatching lines for each sliced layer. (e) Slicing the top surface of the cut-off volume.
(f) Generating a single layer of hatching lines along X-axis and Y-axis. (g) Stacking
the layers along Z-axis.
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Figure 8.4: Laser milling preliminary test A preliminary laser milling test. (a) A
pocket was created on a transparent PMMA implant by the laser system via milling.
(b) The created pocket matched the dimension of the Neuropace device.

the created pocket using the same accuracy evaluation method described in

the previous Chapters.
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