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Abstract

The Cosmology Large Angular Scale Surveyor (CLASS) is an array of polarization-sensitive

millimeter-wave telescopes that observes ∼70% of the sky in frequency bands centered near

40 GHz, 90 GHz, 150 GHz, and 220 GHz from a high-altitude site in the Atacama desert

of northern Chile. It seeks to measure polarization anisotropy in the cosmic microwave

background (CMB), with a particular emphasis on measuring the optical depth due to reion-

ization via large-angular-scale polarization 𝐸-modes, as well as searching for primordial

polarization 𝐵-modes, a detection of which would provide strong evidence for cosmological

inflation. This dissertation starts by providing an overview of physical cosmology, before

describing the science goals and instrument design of CLASS. It then describes various

instrument components that were developed, describes a novel 3D-printed millimeter-wave

absorber, and describes the control and systems software used to operate the telescopes.

Analysis efforts are then covered, specifically the modeling and detection of atmospheric

circular polarization due to Zeeman-splitting of molecular oxygen emission lines in the

geomagnetic field and a method of cleaning CMB foregrounds from full-sky maps that

utilizes machine learning techniques.

Primary reader: Tobias A. Marriage

Secondary reader: Charles L. Bennett
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Chapter 1

Cosmology

Cosmology is the study of the Universe as a gestalt, including its origin and past, present,

and future evolution. On large scales, the Universe has been observed to be homogeneous

and isotropic (e.g., Partridge and Wilkinson 1967; Smoot et al. 1992; Yadav et al. 2005;

Bennett et al. 2013), so small-scale structures such as stars and galaxies can be averaged

over. This homogeneity means that there are no preferred locations, so observations on

large scales should not depend on the observer’s location. The isotropy means that there

are no preferred directions—and, by extension, no center—to the Universe, so observations

on large scales should not depend on the observer’s viewing direction. The Copernican

principle states that Earth is not in a special place in the Universe (Bondi 1952). When this

principle is combined with observations of the Universe on scales ≳100 Mpc, it leads to

an axiom that states that the Universe is homogeneous and isotropic on large scales; this

axiom is known as the cosmological principle and is foundational to the study of physical

cosmology.

Additional observations that are foundational to cosmology are the fact that the night

sky is dark and the fact that the farther away a galaxy is, the faster it is receding. Based on

Newtonian gravity, an infinitely-old universe would need to be infinitely large and contain

1



an infinite number of stars to avoid collapse (Halley 1720). In such a universe, every point

on the sky would terminate on the surface of a star and would thus be as bright as the

Sun (Olbers 1826). As is self-evident, this is not the case, and neither Halley’s nor Olbers’s

solutions to this paradox hold up to scrutiny (Jaki 1967). To explain the absence of both

gravitational collapse and a bright night sky, the Universe must thus have a finite age. The

fact that the farther away a galaxy is the faster it is receding (Hubble 1929) means that

the Universe is expanding. In such an expanding universe of a finite age, our own, it is

only sensible to attempt to look back in time to model the universe’s evolution and origin.

This leads to the hot big-bang paradigm, which postulates that the early Universe was

extremely hot and dense and that it has been expanding, cooling, and decreasing in density

through to the present.

1.1 Cosmic dynamics

The proportionality between galactic redshift and distance was discovered by Edwin

Hubble in 1929 (Hubble 1929). Redshift, 𝑧, the fractional Doppler shift of emitted light due

to relative motion, is defined as

𝑧 ≡ a𝑒

a𝑜
− 1 =

_𝑜

_𝑒
− 1, (1.1)

where a𝑜 , a𝑒 , _𝑜 , and _𝑒 are the observed and emitted frequency and observed and emitted

wavelength, respectively (Hogg 1999). By comparing the redshifts and distances of 20

galaxies, Hubble found a linear relationship between them known as Hubble’s law,

𝑧 = 𝐻0 · 𝑟 , (1.2)
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where 𝐻0 is the Hubble constant, with dimensions of inverse time, and 𝑟 is distance

(Hubble 1929). The naught in 𝐻0 refers to the present value of the proportionality between

𝑧 and 𝑟 ; in general, this proportionality factor, 𝐻 , is time dependent. This relationship,

specifically the Hubble constant, quantifies the Universe’s rate of expansion, and this

expansion is responsible for cosmological redshift, the redshift that remains once the proper

motions of the source and observer are accounted for. The current best estimates for

𝐻0 are (67.4 ± 0.5) km s−1 Mpc−1 as measured from the cosmic microwave background

by the Planck satellite (Planck Collaboration VI 2020) and (73.2 ± 1.3) km s−1 Mpc−1 as

measured using a cosmic distance ladder based on geometric parallaxes, the period–

luminosity relationship of Cepheids, and supernovae light curves (Riess et al. 2021). These

measurements—and early- and late-Universe measurements in general—are in tension

(Addison et al. 2018), which means that one or more of the measurements has unaccounted

for systematic errors or that there is new physics to be discovered.

Besides the rate of expansion, another property inherent to our Universe is its spatial

curvature. Since the Universe is homogeneous and isotropic on large scales, there are three

possibilities for its curvature: flat (zero curvature), uniform positive curvature, or uniform

negative curvature. The relationship that connects coordinates to the physical distance

between two points is known as the metric, and the class of metrics that describe these

curvatures, in spherical polar coordinates, are

(𝑑𝑠)2 =
(𝑑𝑟 )2

1 − ^𝑟 2 + 𝑟 2(𝑑Ω)2, (1.3)

where

(𝑑Ω)2 ≡ (𝑑\ )2 + sin2 \ (𝑑𝜙)2 (1.4)
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and

^ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

+1 positive curvature, spherical

0 flat, Euclidean

−1 negative curvature, hyperspherical;

(1.5)

^ is the curvature constant and 𝑅 is the radius of curvature (Weinberg 2008). However,

this still excludes time and thus does not compensate for the Universe’s expansion. The

Friedmann–Lemaı̂tre–Robertson–Walker metric takes into account this expansion (or

contraction) and is expressed as

− (𝑑𝜏)2 = −(𝑑𝑡)2 + 𝑎(𝑡)2
(︃
(𝑑𝑟 )2

1 − ^𝑟 2 + 𝑟 2(𝑑Ω)2
)︃

, (1.6)

where 𝑎(𝑡) is a scale factor that dictates how distances change over time (Friedmann 1922;

Friedmann 1924; Lemaı̂tre 1927; Robertson 1935; Walker 1937). The time, 𝑡 , is cosmological

proper time, that is time as measured by an observer for whom the Universe expands

uniformly; the spatial coordinates are co-moving coordinates, which are time-invariant in

a perfectly homogeneous, isotropic universe.

In order to model our observed Universe, another parameter is needed, the cosmological

constant, Λ, having dimensions (time)−2. The source of the cosmological constant—so called

dark energy—is not well understood, but it is required for models of the Universe to match

observations (Perlmutter et al. 1997; Riess et al. 1998). With the cosmological constant,

the Friedmann equation, which, using general relativity, links 𝑎(𝑡), ^, and 𝑅0, the starting

radius of curvature, is (︃
�̇�

𝑎

)︃2

=
8𝜋𝐺

3
𝜌 (𝑡) − ^

𝑅2
0𝑎(𝑡)2

+
Λ

3
, (1.7)

where 𝜌 (𝑡) is the energy density of the Universe (Friedmann 1922; Friedmann 1924). This

relationship describes the expansion (or contraction) of the Universe in terms of spatial

4



curvature, energy density, and the cosmological constant. Although very important in

cosmology, the Friedmann equation does not contain enough information to fully describe

how the scale factor, 𝑎(𝑡), evolves with time, since the energy density, 𝜌 (𝑡), is also an

unknown. A second important equation, the fluid equation, can be derived from the first

law of thermodynamics and is expressed as

�̇� + 3
�̇�

𝑎
[𝜌 (𝑡) + 𝑃 (𝑡)] = 0, (1.8)

where 𝑃 (𝑡) is pressure. This equation uses the adiabatic nature of the Universe’s expansion

to derive a relationship between its scale factor and its energy density (Robertson 1933).

By combining the Friedmann equation and the fluid equation, an equation describing the

acceleration of the Universe’s expansion over time can be derived:

�̈�

𝑎
= −

4𝜋𝐺
3

[𝜌 (𝑡) + 3𝑃 (𝑡)] +
Λ

3
. (1.9)

Although this acceleration equation fully describes the Universe’s expansion over time

if values of 𝜌 and 𝑃 are known, the Friedmann equation and the fluid equation are a

set of two independent equations with three unknowns, 𝑎(𝑡), 𝜌 (𝑡), and 𝑃 (𝑡), so another

equation is needed to solve for these unknowns. This remaining equation is an equation

of state, a relationship between energy density and pressure. While equations of state are

complicated in general, an energy component of the Universe can be modeled as a dilute

gas on cosmological scales, so its equation of state is

𝑃 = 𝑤𝜌 , (1.10)

where 𝑤 is a dimensionless number, with 𝑤 ≤ 1. However, the exact value of 𝑤 is

dependent on the contents of the Universe (Wainwright and Goode 1980). Using the
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Friedmann equation, the fluid equation, and the equations of state of a universe’s various

components along with appropriate boundary conditions, the evolution of a universe’s

energy density, scale factor, and pressure is fully described.

The energy density, 𝜌 , of the Universe and the cosmological constant, Λ, can be

represented as dimensionless density parameters Ω𝜌 and ΩΛ by

Ω𝜌 ≡ 8𝜋𝐺𝜌0

3𝐻 2
0

(1.11)

ΩΛ ≡ Λ

3𝐻 2
0

, (1.12)

where 𝜌0 is the energy density evaluated at the present epoch. A third density parameter

for spatial curvature, Ω^ , is then defined by

Ω𝜌 + ΩΛ + Ω^ = 1. (1.13)

Except for the addition needed to cancel dimensions, 𝐻−2
0 , these parameters are of forms

similar to that of parts of the Friedmann Equation. Due to the Universe’s expansion,

distances are dependent on time. The proper distance, or ruler distance, between two

points can be found using the Friedmann–Lemaı̂tre–Robertson–Walker metric using a

fixed time, 𝑡 . However, this cannot be measured directly on cosmological scales. Therefore,

a more common distance measure is the co-moving distance, which is the proper distance

multiplied by 1 + 𝑧 for an infinitesimal co-moving distance 𝛿𝐷𝐶 ; this redshift correction

accounts for expansion. To calculate the total line-of-sight co-moving distance, these

infinitesimal contributions are integrated over such that

𝐷𝐶 = 𝐷𝐻

∫ 𝑧

0
[Ω𝜌 (1 + 𝑧)3 + Ω^ (1 + 𝑧)2 + ΩΛ]−1/2 𝑑𝑧′, (1.14)
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where 𝐷𝐻 is the Hubble distance. Since co-moving distance accounts for Hubble flow, it is

a fundamental distance measure in cosmology (Hogg 1999).

Currently, the most widely accepted cosmological model is the ΛCDM model. This

model describes a flat universe dominated by cold dark matter, baryons, and a cosmological

constant. The energy densities of these components are denoted Ω𝑐 , Ω𝑏 , and ΩΛ. These

are related to the previously discussed energy density, Ω𝜌 , by Ω𝜌 = Ω𝑐 + Ω𝑏 (Spergel et al.

2003). This model will be further discussed later in this chapter.

1.2 Inflation

In its most basic form, the widely accepted hot big-bang paradigm of the Universe is not

without its shortcomings and fails to explain the flatness problem, the horizon problem,

and the origin of the energy density fluctuations that produced the Universe’s large-scale

structure. The flatness problem is that while the Universe is nearly flat today, extrapolating

back in time leads to a universe that was much, much flatter in the past, with

|1 − Ω | ≲ 1 × 10−55 (1.15)

at the Planck time, where Ω = Ω𝜌 + ΩΛ is the overall energy density. This would make our

Universe an extremely unlikely occurrence, since the tiniest deviation would have resulted

in a closed universe that collapsed on itself in the distant past or an open universe with a

density far lower than what is observed at the present (Dicke and Peebles 1979; Guth 1981).

The horizon problem stems from the homogeneity and isotropy of the Universe on large

scales. The cosmic microwave background (CMB), the oldest light visible in the Universe

(further discussed in the next section), is very nearly homogeneous and isotropic (Smoot

et al. 1992), yet under the standard hot big-bang paradigm, opposite points on the surface of
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last scattering would not be causally connected, much less in thermal equilibrium (Rindler

1956; Guth 1981). This would make the CMB’s homogeneity and isotropy an extreme

coincidence. Finally, the hot big-bang paradigm takes energy density fluctuations as an

input parameter to predict the large-scale structure of the Universe, but it does not offer

an explanation as to their origin; thus, another theory is required.

A solution to these three perceived shortcomings of the standard big-bang paradigm

is inflation. Inflation hypothesizes that there was a period in the early Universe when

its expansion was accelerating outwards, �̈� > 0. For inflation, the acceleration equation,

Equation (1.9), results in 𝑃 < −𝜌/3 when �̈� > 0 and an equation of state parameter𝑤 < −1/3.

Most inflation theories attribute this negative pressure to a positive cosmological constant,

Λ𝑖 , with 𝑤 = −1. During this inflationary epoch, the energy density was dominated by a

cosmological constant, so the Hubble parameter 𝐻𝑖 remained fixed during this epoch, and

the scale factor grew exponentially over time (Starobinskiı̌ 1979; Guth 1981; Linde 1982;

Albrecht et al. 1982).

With negative pressure, |1 − Ω | decreases over time. Since the Universe expanded

exponentially during inflation,

|1 − Ω(𝑡) | ∝ 𝑒−2𝐻𝑖𝑡 , (1.16)

so the difference between Ω and unity decreased exponentially over time. After dozens of

e-foldings of inflation, even a universe with fairly-strong initial curvature could reach the

observed flatness of our current Universe. During inflation, the Universe’s horizon size

grows exponentially. Extrapolating back to before the massive growth in horizon size from

dozens of e-foldings of inflation results in a very small horizon size before inflation began,

which is in casual contact, solving the horizon problem (Guth 1981). Finally, inflation offers

an explanation for the origin of the energy density fluctuations that provided the seed for
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the formation of large-scale structure in the Universe. Due to inflation’s rapid expansion

of space, the pre-inflation universe was small enough for quantum fluctuations to affect its

energy density. Thus, inflation predicts that these random quantum fluctuations seeded

the Universe’s large-scale structure. As the Universe expanded and gravity took over as

the dominant force on large scales, regions with higher density coalesced into filaments,

and regions of lower density became voids (Bond et al. 1996).

1.3 Cosmic microwave background

Approximately 13.8 billion years ago (Planck Collaboration VI 2020), the expansion his-

tory of the Universe began with inflation, and the primordial quark–gluon fluid quickly

condensed into a baryon-containing plasma. For the next ∼380 000 years, the Universe

expanded and cooled, with electrons binding to protons to form the first atoms—neutral hy-

drogen and some helium—toward the end of this period, a process known as recombination

(Peebles 1968).1 Prior to recombination, the primeval plasma was opaque to electromag-

netic radiation due to Thomson scattering off of the abundant free electrons resulting in

a short mean-free-path length for photons. However, the free-electron density rapidly

decreased during recombination, increasing the mean-free-path length of photons to be

greater than the Hubble length, 𝐻−1, allowing photons to free stream. This decoupling

created a surface of last scattering. The photons free streaming from this surface are

known as the CMB, which contains an imprint of the Universe prior to decoupling, with

density perturbations being the primary source of CMB anisotropy. At larger angular

scales, these density perturbations produced CMB anisotropy through the Sachs–Wolfe

and integrated Sachs–Wolfe effects, which result from the redshifting and blueshifting

of photons due to gravitational potentials (Sachs and Wolfe 1967). At smaller angular

1The “re” portion of this name is a misnomer, which is kept for historical reasons.
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Figure 1.1: A schematic overview of the evolution of the Universe is shown. Shortly after inflation,

the first baryons and atomic nuclei form. This is followed by the first atoms during recombination

as the Universe expands and cools. Decoupling happens shortly thereafter, which creates a surface

of last scattering, the CMB. Next, matter coalesces into the first stars, which reionize the Universe.

Galaxies then form, and the Universe continues to expand through to the present. Based in part

on a figure in Barkana and Loeb (2001) and a figure by Wayne Hu.

scales, the anisotropy results from acoustic oscillations of the photon–baryon fluid prior

to decoupling. The CMB marks the surface of the sphere visible to a particular observer;

it has a co-moving radius equal to the co-moving distance traveled by light since the

Universe became transparent. As a product of the finite speed of light, it does not imply

that the Universe has a center. Over the next several-hundred-million years, this neutral

hydrogen—as well as dark matter—coalesced under the influence of gravity into the first

stars, which reionized the Universe (Barkana and Loeb 2001). This reionization has caused

additional Thomson scattering in the subsequent millennia, which has left an additional

imprint in the CMB. As the Universe has continued to expand and cool through to the

present, CMB photons have been redshifted such that the blackbody temperature of the

CMB has decreased to its present value of 2.73 K (Fixsen 2009), which results in peak

emission at millimeter wavelengths. A schematic overview of this history is shown in

Figure 1.1.

The CMB was first detected as an antenna temperature excess by Penzias and Wilson

(1965) and determined to be consistent with predictions for a hot big-bang cosmology

(Alpher and Herman 1948; Dicke et al. 1965). An important advance was then made

by the Cosmic Background Explorer (COBE) satellite mission, launched in 1989, which
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Figure 1.2: CMB temperature anisotropy as measured by the Planck satellite (Planck Collabo-

ration I 2020) are shown in a Mollweide projection in Galactic coordinates. The monopole and

dipole components have been subtracted, and masked regions have been inpainted.

made a definitive detection of CMB anisotropy (Smoot et al. 1992) and showed that the

CMB is—or is nearly—a perfect blackbody (Mather et al. 1990; Fixsen et al. 1996). As

COBE had low angular resolution, ground-based and balloon-borne experiments such

as MAT/Toco (Torbet et al. 1999), BOOMERanG (Melchiorri et al. 2000), and MAXIMA

(Hanany et al. 2000) made improved measurements at smaller angular scales on patches of

the sky throughout the late 1990s. The Wilkinson Microwave Anisotropy Probe (WMAP)

satellite mission (Bennett et al. 2013), launched in 2001, made the first detailed full-sky

maps of the CMB, and the Planck satellite mission (Planck Collaboration I 2020), launched

in 2009, improved upon these maps in angular resolution and sensitivity and increased

coverage to higher frequencies. A map of CMB temperature anisotropy, as measured by

Planck, is shown in Figure 1.2. In the past two decades, ground-based and balloon-borne

experiments (e.g., Filippini et al. 2010; Carlstrom et al. 2011; Swetz et al. 2011; Bischoff et al.

2013; Harrington et al. 2016; BICEP2 Collaboration et al. 2018) have continued to make

improved measurements of the CMB and millimeter sky in both sensitivity and angular

resolution.
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In order to derive useful information from the CMB anisotropy, the information con-

tained in a sky map must be reduced to a more concise form. In particular, the statistics

of the anisotropy are what is of interest to cosmology. To start, a map can be converted

from pixel space to frequency space by expressing its anisotropy in terms of spherical

harmonics, 𝑌𝑚
ℓ (�̂�),

Δ𝑇 (�̂�) ≡ 𝑇 (�̂�) −𝑇0 =
∑︂
ℓ𝑚

𝑎ℓ𝑚𝑌
𝑚
ℓ (�̂�), (1.17)

where 𝑇 (�̂�) is the temperature in direction �̂�, 𝑇0 is the CMB monopole temperature, 𝑎ℓ𝑚

are coefficients, and the summation is over ℓ ∈ Z+ and 𝑚 ∈ [−ℓ , ℓ]. Furthermore, since

temperature contains no imaginary component, 𝑎∗ℓ𝑚 = 𝑎ℓ (−𝑚) . Based on the cosmological

principle, rotational invariance is assumed, so the imaginary phase component of the 𝑎ℓ𝑚

coefficients can be dropped and

⟨𝑇 (�̂�)𝑇 (�̂�′)⟩ =
∑︂
ℓ𝑚

𝐶ℓ𝑌
𝑚
ℓ (�̂�)𝑌 −𝑚

ℓ (�̂�′) =
∑︂
ℓ

𝐶ℓ

(︃
2ℓ + 1

4𝜋

)︃
𝑃ℓ (�̂� · �̂�′) =

∑︂
ℓ

𝐷ℓ𝑃ℓ (�̂� · �̂�′), (1.18)

where 𝑃ℓ are Legendre polynomials and the 𝐶ℓ—or, alternatively, the 𝐷ℓ—coefficients

constitute an angular power spectrum (Weinberg 2008). This spectrum contains a wealth

of information to which cosmological models can be fit, generally using Markov Chain

Monte Carlo techniques (Lewis and Bridle 2002). However, there is a fundamental limit to

the precision of such measurements, since we only have one sky to observe.2 There is a

finite number of multipole moments at each multipole, ℓ , with the lowest ℓ , corresponding

to the largest angular scales, having the fewest moments. This restriction is known as the

cosmic variance limit.
2For this discussion, methods for measuring the CMB at other locations, such as that proposed by

Deutsch et al. (2018), will not be considered.
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1.3.1 𝚲CDMmodel

As previously mentioned, the ΛCDM model, which assumes a flat universe dominated

by cold dark matter, baryons, and a cosmological constant, is presently the most widely

accepted cosmological model. This model contains six independent parameters, which can

be used to derive a variety of other parameters of cosmological interest. Although various

choices for the independent parameters exist, one choice is to use the physical baryon

density, Ω𝑏ℎ
2, the physical cold dark matter density, Ω𝑐ℎ

2, the Hubble constant, 𝐻0, the

curvature perturbations for the pivot scale 𝑘0 = 0.05 Mpc−1, 𝐴𝑠 , the scalar spectral index,

𝑛𝑠 , and the optical depth due to reionization, 𝜏 (Spergel et al. 2003; Planck Collaboration VI

2020).3 The effects of these parameters on the CMB’s temperature angular power spectrum

and 𝐸-mode polarization angular power spectrum, which will be discussed in the next

section, are shown in Figure 1.3. As can be seen, different parameters have different effects

on the angular power spectra, although there are degeneracies, so best-fit values for ΛCDM

parameters can be determined from the CMB angular power spectra. From the independent

parameters, other parameters of cosmological significance such as the age of the Universe,

𝑡0, the dark energy density, ΩΛ, and the density of matter fluctuations averaged over a

sphere with radius 8ℎ−1 Mpc−1, 𝜎8, can be derived. In the standard six-parameter ΛCDM

model, some parameters such as the tensor-to-scalar, 𝑟 , and the sum of the three neutrino

masses,
∑︁
𝑚a , are held fixed, although these parameters can be allowed to vary in extended

models.

The sum of the neutrino masses is extremely small but is known to be non-zero

from results of neutrino oscillation experiments (Fukuda et al. 1998; Ahmad et al. 2001).

Neutrinos come in three flavors, a𝑒 , a` , and a𝜏 , which correspond to the leptons that result

from their interactions. Additionally, neutrinos have three possible mass states, denoted

a1, a2, and a3, and neutrinos in each mass state interact as the three neutrino flavors
3Note that 𝐻0 and ℎ both refer to the Hubble constant, just in different units.
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Figure 1.3: The effects of the ns , As , H0, Ωbh2
, Ωch2

, and τ ΛCDM parameters on the CMB temper-

ature (T T ) and E-mode polarization (EE) angular power spectra are shown. For each parameter,

the T T and EE spectra are plotted in separate panels with the parameter set to 0.50, 0.75, 1.00,

1.25, and 1.50 times its fiducial value with the other ΛCDM parameters held constant. The fidu-

cial values are from the Planck 2018 results (Planck Collaboration VI 2020), and the spectra were

simulated with CAMB (Lewis et al. 2000).
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with different probabilities. In the Sun, electron neutrinos, a𝑒 , are produced, which are

primarily in the a1 mass state. These neutrinos gain a tiny amount of additional mass

when interacting with electrons, transitioning to mass state a2. Thus, measurements of

solar neutrinos can be used to produce a signed mass difference, Δ𝑚2
sol, which constrains

the mass difference between a1 and a2. A second mass difference constraint, Δ𝑚2
atm, results

from measurements of neutrinos produced in Earth’s upper atmosphere from its interaction

with cosmic rays. These neutrinos are primarily muon neutrinos, a` , which are mostly

in mass state a3. This second mass difference, between a3 and a2, is more than an order

of magnitude larger than that between a1 and a2. However, its sign is unknown, which

allows for two different neutrino mass state orderings, which are known as the normal

hierarchy and the inverted hierarchy (Maltoni et al. 2004); an overview of these hierarchies

is shown in Figure 1.4. In the normal hierarchy, a3 is the heaviest mass state, while in the

inverted hierarchy, it is the lightest mass state. Thus, the neutrino mass states in the normal

hierarchy are ordered, from lightest to heaviest, a1, a2, a3, while in the inverted hierarchy

they are ordered a3, a1, a2. This, combined with the Δ𝑚2
sol and Δ𝑚2

atm mass difference

measurements, produces a different lower-limit prediction for
∑︁
𝑚a for each hierarchy.

Therefore, a precise measurement of
∑︁
𝑚a may help to determine which hierarchy is

correct, although this depends on the mass of the lowest-mass state.

1.3.2 Polarization

The initial source of the electromagnetic radiation in the CMB is thermal emission, which

is unpolarized. However, the CMB is actually polarized, albeit weakly. This polarization is

due to Thomson scattering (Thomson 1903; Jackson 1998) of photons off of free electrons,

and a schematic overview of Thomson scattering is shown in Figure 1.5. Polarized radiation

incident on an electron induces motion along the radiation’s polarization axis, which, in

turn, causes some of the radiation to be scattered, primarily in the direction perpendicular
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Figure 1.4: A schematic overview of the normal and inverted neutrino mass hierarchies is shown.

The relative orderings of the three neutrino mass states in the two hierarchies are shown, along

with the neutrino flavors that each mass state interacts as. The two hierarchies predict differ-

ent neutrino mass sums, so a precise measurement of the sum of the neutrino masses may help

determine which hierarchy is correct.

to both the direction of incidence and the polarization axis. While this scattered radiation

is polarized, the source radiation was also polarized, so it alone does not explain the source

of CMB polarization. If, instead, the incident radiation is unpolarized but still only from a

single direction, this radiation induces motion in the plane perpendicular to the direction

of incidence; this scatters radiation primarily in the same plane, which is polarized. While

this converts a fraction of the incident unpolarized radiation into polarized radiation, it is

not a realistic case, since incident radiation would be expected from all directions. However,

since the scattering does not depend on the direction in which the radiation is traveling

along the incident axis, incident radiation from just one direction is simply an extreme

case of quadrupolar anisotropy. If unpolarized radiation is incident on a free electron in

two perpendicular axes in equal amounts, the scattered radiation is unpolarized, but if the

radiation intensity on these axes differs, polarization is induced.
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Figure 1.5: A schematic overview of Thomson scattering is shown. When polarized radiation is

incident on an electron, it induces movement of the electron along the polarization axis, which

scatters a fraction of the radiation primarily perpendicular to both the direction of incidence and

the polarization axis; for unpolarized radiation, the induced movement and scattering is along

both axes of the plane perpendicular to the direction of incidence. When the intensity of unpo-

larized incident radiation from multiple directions forms a quadrupole anisotropy, this produces

a quadrupole moment in the induced movement of the electron, which causes the scattered radi-

ation to be linearly polarized. Based on figures in Hedman (2002).
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Since temperature anisotropy are a spin-0 field, the spherical harmonics discussed

previously can fully describe it. Polarization anisotropy, however, are a spin-2 field, so

the non-trivial choice of which basis functions to use must first be made before it can

be described using spherical harmonics. The basis functions generally used to describe

polarization are the Stokes parameters, where 𝑄 is used to describe vertical and horizontal

linear polarization, 𝑈 is used to describe linear polarization along the diagonals, and 𝑉 is

used to describe circular polarization (Born and Wolf 1959). Since these basis functions

describe linear polarization in terms of a global direction reference, they depend on the

coordinate system orientation, but there is no obvious choice for a coordinate system for

describing polarization of cosmological significance, since the Universe is isotropic. Thus,

alternative basis functions are necessary.

The standard linear polarization decomposition used for CMB analysis is the 𝐸–𝐵

decomposition, which characterizes linear polarization in terms of a scalar, curl-free𝐸-mode

component and a pseudoscalar, divergence-free 𝐵-mode component (Seljak and Zaldarriaga

1997; Kamionkowski et al. 1997). A schematic representation of this decomposition is

shown in Figure 1.6. The 𝐵-mode component changes sign under a parity transformation,

but the 𝐸-mode component does not. The naming of the components is derived from an

analogy to electric (𝐸) and magnetic (𝐵) fields. Furthermore, these components are defined

to be non-local, so a spot on the sky with zero polarization can still have non-zero 𝐸-mode

or 𝐵-mode values, and a uniformly-polarized region can have 𝐸-mode and 𝐵-mode values

of zero. The directions are defined in terms of the direction of the polarization magnitude

gradient. More specifically,

𝐸 (𝜽 ) =
∫

𝑑2˜︁𝜽 𝜔 (︂˜︁\ )︂ 𝑄𝑟

(︂
𝜽 +˜︁𝜽 )︂ (1.19)

𝐵 (𝜽 ) =
∫

𝑑2˜︁𝜽 𝜔 (︂˜︁\ )︂𝑈𝑟

(︂
𝜽 +˜︁𝜽 )︂ , (1.20)
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where

𝑄𝑟

(︂
𝜽 +˜︁𝜽 )︂ = 𝑄

(︂
𝜽 +˜︁𝜽 )︂ cos

(︂
2˜︁𝜙)︂ −𝑈 (︂

𝜽 +˜︁𝜽 )︂ sin
(︂
2˜︁𝜙)︂ (1.21)

𝑈𝑟

(︂
𝜽 +˜︁𝜽 )︂ = 𝑄

(︂
𝜽 +˜︁𝜽 )︂ sin

(︂
2˜︁𝜙)︂ +𝑈

(︂
𝜽 +˜︁𝜽 )︂ cos

(︂
2˜︁𝜙)︂ (1.22)

are Stokes parameters redefined in terms of radial and tangential directions, 𝜔 (˜︁\ ) is a

weight defined as

𝜔 (˜︁\ ) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1/˜︁\ 2 ˜︁\ > 0

0 ˜︁\ = 0,
(1.23)

𝜽 is the direction of the point on the sky in question, ˜︁𝜽 is the direction of a nearby point

on the sky, ˜︁\ is the angular distance between 𝜽 and ˜︁𝜽 , and ˜︁𝜙 is the direction from 𝜽 to ˜︁𝜽
(Zaldarriaga 2001). Circularly-polarized emission, which is expected to be many orders of

magnitude smaller than linearly-polarized emission from theoretical predictions for the

CMB (Inomata and Kamionkowski 2019), is still described by the Stokes 𝑉 parameter in

the 𝐸–𝐵 decomposition.

With a mechanism for producing linear polarization, Thomson scattering of photons

off of free electrons with quadrupolar anisotropy in the incident radiation, and a basis with

which to describe this polarization, the 𝐸–𝐵 decomposition, what remains is the source of

these quadrupolar anisotropy. The acoustic oscillations that created the density perturba-

tions responsible for the CMB temperature anisotropy also created velocity perturbations,

which are out of phase from the density perturbations. The velocity gradients resulting

from these velocity perturbations create quadrupolar anisotropy, which, due to Thomson

scattering, produce linear polarization. Since these polarization anisotropy are sourced

from the same scalar perturbations as the temperature anisotropy, the quadrupoles are

aligned with the direction of the polarization magnitude gradient, resulting in pure 𝐸-mode
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Figure 1.6: A schematic representation of E- and B-mode polarization is shown. Linear polariza-

tion forms E-modes when it is curl-free, while it forms B-modes when it is divergence-free. The

designations are derived from an analogy to electric (E) and magnetic (B) fields.

polarization. An overview of this process is shown in Figure 1.7.

An alternative source of quadrupolar anisotropy is from tensor perturbations, gravita-

tional waves in particular. As a gravitational wave propagates, it squeezes and stretches

space-time, which redshifts and blueshifts the photons contained in the affected space. This

directly creates quadrupolar anisotropy. An overview of this effect is shown in Figure 1.8.

Crucially, these gravitational waves do not need to be aligned with the scalar density or

velocity perturbations. Thus, if a gravitational wave were to intersect the surface of last

scattering it could create either 𝐵-mode polarization or 𝐸-mode polarization in the CMB,

depending on its alignment, which is shown in Figure 1.9.

Scalar perturbations produce only 𝐸-mode polarization, while both vector and tensor

perturbations can produce 𝐵-mode polarization. Since vector perturbations—vortices—are

not expected to be present (Seljak and Zaldarriaga 1997), a detection of primordial 𝐵-mode

polarization would be convincing evidence of tensor perturbations. As the only expected
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Figure 1.7: An overview of how acoustic oscillations result in CMB polarization is shown. Shown

in the top panel group, acoustic oscillations produce density perturbations in the primordial

plasma, which result in temperature perturbations at the surface of last scattering. These oscil-

lations also produce velocity perturbations that are out of phase from the density perturbations,

which result in velocity gradients (that are in phase with the density perturbations). The primary

source of CMB polarization is from Thomson scattering resulting from quadrupolar anisotropy

sourced by these velocity gradients. This is shown in the middle panel group. The bottom panel

group shows the result if these perturbations are parallel to the surface of last scattering in right

ascension and constant in declination. The polarization magnitude gradient is parallel to the

perturbation direction, and the resulting linear polarization is pure E-modes, which are either

parallel to or perpendicular to the polarization magnitude gradient. Also shown is the polariza-

tion direction necessary for pure B-modes, although B-modes are not sourced by the discussed

scalar perturbations.
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Figure 1.8: Quadrupolar anisotropy caused by gravitational waves is shown. As a gravitational

wave squeezes and stretches space-time, it redshifts and blueshifts photons, creating quadrupolar

anisotropy. The arrow denotes the direction of travel of the gravitational wave.

E-modes B-modes

Figure 1.9: Gravitational waves with propagation directions parallel to the line of sight are shown

above a grayscale gradient representing CMB temperature fluctuations on the surface of last scat-

tering. The polarization magnitude gradient is aligned with the temperature gradient but since

the orientations of the gravitational waves are independent, the gravitational waves can produce

either E-modes or B-modes, depending on their alignment with the temperature fluctuations and

the surface of last scattering.
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source of tensor perturbations is gravitational waves and the only expected source of

gravitational waves is inflation, a detection of primordial 𝐵-mode polarization would be

convincing evidence of inflation. However, not all 𝐵-mode polarization is primordial.

As shown in Figure 1.10, gravitational lensing can convert 𝐸-mode polarization into 𝐵-

mode polarization; the reverse is also true, but this is not a concern, since primordial

𝐵-mode polarization, if it exists, is much weaker than its 𝐸-mode counterpart and would

consequently have no significant effect on the scientific interpretation of the 𝐸-mode

power spectrum. Due to the prevalence of galaxies and large-scale structure between our

telescopes and the CMB and due to the weak primordial𝐵-mode signal, gravitational lensing

of 𝐸-mode polarization into 𝐵-mode polarization must be corrected for, particularly at the

smaller angular scales where it is most prevalent. However, extragalactic gravitational

potentials are not the only foregrounds obscuring the CMB, as will be discussed in the

next section.

1.3.3 Foregrounds

Although of immense astrophysical interest, our Milky Way galaxy sits between us and

the CMB, obscuring our view and manifesting itself as a significant foreground at the

millimeter and submillimeter wavelengths used for CMB observations. As an example,

Figure 1.11 shows the sky as measured by the Planck satellite’s 353 GHz frequency band

in temperature, where the sky is dominated by Galactic thermal dust emission (Planck

Collaboration III 2020). This emission is concentrated along the Galactic plane, and toward

the Galactic center in particular, but there are no regions of the sky that are completely

free of contamination. Synchrotron, free–free, and spinning dust emissions also contribute

to the Galactic temperature foreground, which exceeds the CMB’s brightness at many

frequencies. Synchrotron is emitted by high-energy electrons following Galactic magnetic

fields, free–free is emitted by optically-thin interstellar plasma, and spinning dust emission,

23



U
n

l
e
n

s
e
d

Potential

Temperature

L
e
n

s
e
d

𝐸-mode polarization 𝐵-mode polarization

Figure 1.10: An overview of CMB gravitational lensing is shown. The top row shows temperature

and E-mode polarization anisotropy for a flat sky patch, as well as a (greatly-exaggerated) grav-

itational potential; this input sky patch has no B-mode polarization. The bottom row shows the

temperature, E-mode polarization, and B-mode polarization anisotropy when the gravitational

potential lenses the input sky patch. Due to the lensing, a fraction of the E-mode polarization is

converted into B-mode polarization. Based on a figure in Hu and Okamoto (2002); simulations

were performed using Pixell (Næss et al. 2021).
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Figure 1.11: The submillimeter sky as measured by the Planck satellite’s 353 GHz frequency band

(Planck Collaboration III 2020) is shown in a Mollweide projection in Galactic coordinates with a

logarithmic colormap. The map is smoothed with a 0.5° FWHM Gaussian window function.

sometimes referred to as (part of) anomalous microwave emission, is likely due to electric

dipole radiation from rapidly spinning dust grains (Planck Collaboration XXV 2016).

Fortunately, the spectral emission profiles of these foreground components differ from that

of the CMB, allowing for them to be separated, similar to how a color photograph allows

isoluminant objects of different colors to be differentiated between, a task that would be

impossible in grayscale. The spectral emission profiles of the various Galactic temperature

foregrounds are shown in Figure 1.12. The foreground emission minimum is near 100 GHz,

with synchrotron, free–free, and spinning dust emission dominating at lower frequencies

and thermal dust emission dominating at higher frequencies.

Galactic emission is also observable in linear polarization, as can be seen in the map of

polarization magnitude and linear polarization direction made using the WMAP satellite’s

K-band channel (Bennett et al. 2013) and shown in Figure 1.13. This view is dominated

by synchrotron emission, since the emissions due to free–free and spinning dust have

negligible polarization (Planck Collaboration XXV 2016). Thermal dust emission is also

polarized, due to the tendency of dust grains to align with magnetic fields. The spectral
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Figure 1.12: An overview of the spectral dependence of CMB temperature foregrounds is shown.

Galactic synchrotron, free–free, and spinning dust emissions are significant at lower frequencies,

while Galactic thermal dust emission is significant at higher frequencies. Data are from a PySM3
(Thorne et al. 2017) fiducial simulation at NSIDE = 64; the plotted foreground bands display the

difference between 10% and 20% sky cuts using the Planck 2015 Galactic plane masks (Planck

Collaboration I 2016).

emission profiles of polarized Galactic foregrounds are shown in Figure 1.14. With the lack

of polarized free–free and spinning dust emission, the foreground minimum is shifted to

somewhat lower frequencies. However, the ratio of Galactic foreground emission to CMB

emission is higher in linear polarization than it is in temperature.

In addition to these diffuse Galactic foregrounds, there are also extragalactic fore-

grounds to consider. A diffuse component that must be considered at higher frequencies is

the cosmic infrared background (CIB), which contains the dust emissions of unresolved

high-redshift galaxies (Planck Collaboration XXX 2014). Various point sources, both Ga-

lactic and extragalactic, must also be considered, with the strongest sources generally

masked out of maps prior to higher-level analysis. Galaxy clusters also contribute through

the Sunyaev–Zel′dovich effect (Zeldovich and Sunyaev 1969). As the CIB and Sunyaev–

Zel′dovich effect are only very weakly polarized, they do not need to be considered for CMB
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Figure 1.13: The K-band sky as measured by the WMAP satellite (Bennett et al. 2013) is shown

in a Mollweide projection in Galactic coordinates. Polarization magnitude is shown with a log-

arithmic colormap, while a line-integral convolution is used to show polarization direction. The

map is smoothed with a 5° FWHM Gaussian window function.
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Figure 1.14: An overview of the spectral dependence of CMB polarized foregrounds is shown.

Emission due to Galactic synchrotron dominates at lower frequencies, while emission from Galac-

tic thermal dust dominates at higher frequencies. Polarized emissions from free–free and spinning

dust are negligible. Data are from a PySM3 (Thorne et al. 2017) fiducial simulation at NSIDE = 64;

the plotted foreground bands display the difference between 10% and 20% sky cuts using the

Planck 2015 Galactic plane masks (Planck Collaboration I 2016).
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polarization measurements. Point sources can be polarized, but they only contribute at

smaller angular scales and only do so weakly (Datta et al. 2019). Finally, for ground-based

observations, the contributions of Earth’s atmosphere must be considered. Fortunately,

the atmosphere does not have significant linear polarization at millimeter wavelengths

(Keating et al. 1998), so it is more of a concern for temperature and circular polarization

observations. Atmospheric circular polarization will be further discussed in Chapter 8.
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Chapter 2

Cosmology Large Angular Scale

Surveyor

The Cosmology Large Angular Scale Surveyor (CLASS) is an array of millimeter-wave

telescopes that observe the polarization of the CMB on large angular scales (ℓ ≳ 2)

from a high-altitude site in the Atacama desert of northern Chile. This location near the

equator allows for ∼70% of the sky to be observed on a daily basis. The sky is observed in

frequency bands centered near 40 GHz, 90 GHz, 150 GHz, and 220 GHz, which straddle the

polarized foreground minimum (Eimer et al. 2012; Essinger-Hileman et al. 2014; Harrington

et al. 2016). The high altitude of the site, approximately 5200 m above sea level, places

the telescopes above a significant fraction of the Earth’s atmosphere, which reduces the

detrimental effects of atmospheric emission on the observations. Furthermore, the dryness

of the site reduces the effects of water-vapor emission. The location of the site and a photo

of it are shown in Figure 2.1.
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CLASS

(a) Site location on map (b) Site as of February 2021

Figure 2.1: The CLASS observing site is located at an approximately 5200 m elevation in the

Atacama desert of northern Chile. This location near the equator allows for approximately 70%

of the sky to be observed on a daily basis.

2.1 Science goals

The primary science goals of CLASS are two-fold, to detect or place an upper limit on the

𝐵-mode signal of primordial gravitational waves and to measure the optical depth due

to reionization, 𝜏 , to near the cosmic variance limit (Watts et al. 2015; Watts et al. 2018).

CLASS aims to achieve these goals by targeting the largest angular scales on the sky, ℓ ≳ 2,

while also observing at near the spectral minimum of polarized CMB foreground emission.

An overview of the frequency and angular scale coverage of various current ground-based

and balloon-borne CMB experiments, including CLASS, is shown in Figure 2.2. As can be

seen, CLASS is one of the only suborbital experiments to target the largest angular scales

and is the only one to do so at near the foreground minimum. Targeting the largest angular

scales allows CLASS to constrain the effects of reionization on the CMB, since these are the

angular scales most affected by reionization. The gravitational waves caused by inflation

would leave a 𝐵-mode imprint on the CMB polarization during both recombination and

reionization. However, the imprints left during recombination and reionization occur

30



2 10 100 1000

ℓ range

20

40

100

200

400

F
r
e
q

u
e
n

c
y

r
a
n

g
e

(
G

H
z
)

ACT

PIPER

SPT

Simons Array

EBEX

Spider

BICEP

CLASS

10
−6

10
−4

10
−2

D
B

B

ℓ
(
μK

2
)

r = 0.1

r = 0.01

Lensing

Reionization Recombination

90
◦

10
◦

1
◦

0.1
◦

Angular scale ∆θ ≈ 180
◦

/ℓ

10 10
3

10
5

Foregrounds (μK
2
)

Dust

Synchrotron

Minimum

LensingInflation

Figure 2.2: A comparison of the frequency and angular scale coverage of various current ground-

based and balloon-borne CMB experiments is shown. The bottom-left panel shows the frequency

and angular scale coverage of the experiments, while the right panel shows an overview of the

frequency dependence of polarized CMB foregrounds, and the top panel shows the angular scale

dependence of the inflationary B-mode signal for different values of the tensor-to-scalar ratio, r ,

as well as that of gravitational lensing. As can be seen, CLASS is unique in its position covering

the largest angular scales while also straddling the CMB foreground minimum. Based on a figure

by Duncan Watts.

at different angular scales, producing two different peaks in the 𝐵-mode angular power

spectrum. As the reionization peak only affects ℓ ≲ 10, targeting the largest angular scales

allows CLASS to constrain this peak.

The other crucial measurement that can only be made at the largest angular scales

is that of the optical depth due to reionization, 𝜏 . As is shown in Figure 2.3, the ΛCDM

parameters𝐴𝑠 and 𝜏 have significant degeneracy in temperature and in 𝐸-mode polarization

for ℓ ≳ 10. Thus, breaking this degeneracy involves measuring 𝐸-mode polarization on the
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Figure 2.3: The effects of the As and τ ΛCDM parameters on the CMB temperature (T T ) and

E-mode polarization (EE) angular power spectra are shown, with a focus on the largest angular

scales. For each parameter, the T T and EE spectra are plotted in the top and bottom rows, re-

spectively, with the parameter set to 0.50, 0.75, 1.00, 1.25, and 1.50 times its fiducial value with the

other ΛCDM parameters held constant. As can be seen, these two parameters are mostly degener-

ate in the T T spectrum but can be disentangled using the low-ℓ EE spectrum. The fiducial values

are from the Planck 2018 results (Planck Collaboration VI 2020), and the spectra were simulated

with CAMB (Lewis et al. 2000).

largest angular scales, ℓ ≲ 10. As 𝜏 is currently the least-constrained ΛCDM parameter,

CLASS can make an important contribution by making an improved measurement.

By making an improved measurement of 𝜏 , CLASS can also contribute beyond cos-

mology by helping to constrain the sum of the neutrino masses,
∑︁
𝑚a . When ΛCDM is

extended to include
∑︁
𝑚a , there are degeneracies between

∑︁
𝑚a , the clustering amplitude at

8ℎ−1 Mpc−1 (𝜎8), and the physical cold dark matter density (Ω𝑐ℎ
2). These degeneracies can

be reduced with an improved measurement of the primordial co-moving curvature power

spectrum amplitude, 𝐴𝑠 . Since 𝐴𝑠 and 𝜏 are also degenerate, particularly in temperature,
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an improved measurement of 𝜏 from the polarization data helps to break this degeneracy,

which results in an improved measurement of 𝐴𝑠 . This improved measurement of 𝐴𝑠 in

turn helps to break the degeneracies involving
∑︁
𝑚a , leading to an improved measurement

of it (Allison et al. 2015; Watts et al. 2018).

2.2 Instrument design

The CLASS telescope array currently consists of a Q-band receiver with a center frequency

near 40 GHz, a W-band receiver with a center frequency near 90 GHz, and a dichroic

G-band receiver with center frequencies near 150 GHz and 220 GHz. These receivers were

deployed in 2016, 2018, and 2019, respectively. A second W-band receiver is also being

assembled. The receivers and associated optics are placed on alt-azimuth mounts, which

additionally each contain a third axis for rotating around the boresight pointing direction.

This boresight axis allows for the relative polarization angle between the telescopes and

the sky to be changed. Two co-pointed receivers are placed on each mount, with the

first mount containing the Q-band receiver and the existing W-band receiver. The second

mount contains the G-band receiver and will contain the second W-band receiver, once it

is deployed (Harrington et al. 2016).

The CLASS telescopes use an optics design based on a combination of warm reflective

optics and cryogenic refractive optics. Starting from the sky, light passes through a

forebaffle before reflecting off of a variable-delay polarization modulator (VPM) as the first

primary optical element. This VPM, which will be described in further detail below, serves

as a fast front-end polarization modulator, which switches the polarization sensitivity of

the system at 10 Hz. The light then reflects off of two monolithic aluminum mirrors and

is directed through an ultra-high-molecular-weight polyethylene (UHMWPE) vacuum

window and into the cryogenic receiver. Once in the receiver, the light passes through a
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cold stop and two refractive lenses, which focus the light into smooth-walled feedhorns

(Eimer et al. 2012). In the case of the Q- and W-band receivers, the lenses are made from

high-density polyethylene (HDPE), while the G-band receiver features silicon lenses. The

feedhorns direct the light onto orthomode transducers, which direct the two orthogonal

linear polarization states through on-chip band-defining filters and into separate transition-

edge-sensor (TES) bolometers (Dahal et al. 2018). The cryogenic receivers also each

feature a set of filters in the optical path, primarily for reducing thermal loading due to

infrared radiation (Iuliano et al. 2018). A majority of these filters serve as radio-transparent

multilayer insulation (RT-MLI), which is described in further detail in Section 5.1. An

overview of this optics design is shown in Figure 2.4.

The CLASS cryostats utilize a Cryomech PT415 two-stage pulse tube cryocooler1 in

combination with a Bluefors 3He/4He dilution refrigerator.2 The first pulse-tube stage is

cooled to below 60 K, while the second is cooled to below 4 K. The dilution refrigerator

cools the cryostat’s two coldest stages, one to approximately 1 K and the second to below

100 mK. The focal plane is mounted to the 100 mK stage, while one lens each is mounted

to the 1 K and 4 K stages. The stages are all horizontally cantilevered (Iuliano et al. 2018).

The focal plane measures the bolometric power of the incoming radiation using feedhorn-

coupled TES bolometers, which are constructed using a molybdenum–gold bilayer that

can be tuned to a specific superconducting transition temperature. As these bolometers

are biased to be at a temperature near the middle of their superconducting transition,

minute changes in incoming power have a significant effect on the electrical resistance of

the detector. Superconducting quantum interference devices (SQUIDs) are used to read

out the detectors via time-division multiplexing and to amplify their signals (Dahal et al.

2018). This readout is controlled by and the signal is digitized by Multi-Channel Electronics

1Cryomech, Inc., Syracuse, NY; https://www.cryomech.com/
2Bluefors Oy, Helsinki, Finland; https://bluefors.com/
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Figure 2.4: An overview of the optics design of the CLASS telescopes is shown. Starting from

the sky, light passes through a forebaffle before reflecting off the VPM, which serves as the first

optical element. Light then reflects off the primary mirror and the secondary mirror before passing

through the vacuum window and entering the cryostat. It then passes through a stop and two cold

lenses, as well as various filters, before being directed via feedhorns onto the OMTs connected to

the TES detectors.
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(MCE) units (Battistelli et al. 2008).

VPMs utilize a flat movable mirror placed behind a linearly polarizing array of parallel

wires to induce a varying phase delay between polarization states perpendicular to and

parallel to the direction of the array wires. When combined with detectors sensitive to linear

polarization, modulating the mirror position, and thus the distance between the mirror

and the wire array, results in the modulation of one linear polarization state, instrument

Stokes 𝑈 in the case of CLASS, into circular polarization, Stokes 𝑉 , and vice versa (Chuss

et al. 2012). Instrument Stokes parameters are defined relative to the coordinate system

of the telescope’s detectors. An overview of this mechanism is shown in Figure 2.5.

This modulation increases polarization measurement stability by utilizing phase-sensitive

detection and allows for the measurement of large angular scale modes on the sky (Miller

et al. 2016). The CLASS VPMs utilize a 60 cm aluminum-honeycomb flat mirror mounted

onto a mirror transport mechanism (MTM) utilizing cross-leaf rotary flexures made from

tempered spring steel, which is driven by voice-coil actuators (Harrington et al. 2018). The

MTM keeps the mirror parallel to the wire array throughout its throw, and the voice-coil

actuators provide a non-contact force. The VPMs are designed to operate for in excess

of one billion cycles, and the voice-coil actuators and spring steel flexures provide the

necessary durability. An additional voice coil–flexure system is used with a reaction mass to

cancel out vibrations. However, the array–mirror distance needs to be precisely controlled,

which is challenging given the control input delay inherent to voice-coil actuators. This

led to the development of custom control electronics, which are described in Section 3.2.

The CLASS observing strategy involves scanning in azimuth while keeping the altitude

angle fixed at 45°. The telescopes scan in 720° sweeps in azimuth before switching direction.

Originally, these scans were performed at 1 ° s−1, but the speed has since been increased to

2 ° s−1, which was enabled in part by a reduction in vibrations. The process used to find

and fix these vibrations is described in Section 3.1. The boresight rotation angle is stepped
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Figure 2.5: The mechanism by which the VPM modulates polarization is shown. Incident light

that is polarized parallel to the wire array reflects off of it, while light that is polarized perpen-

dicular to the wire array passes through it and is reflected off of the flat mirror that sits behind

the wire array. Changing the array–mirror distance, d , affects the phase delay between the or-

thogonal polarization axes. Depending on the distance, the polarization can be unaffected, linear

polarization can be converted into circular polarization and vice versa, or a partial conversion can

take place. Modulating the array–mirror distance therefore also modulates the polarization of

the incident light. Based on a figure in Harrington et al. (2018).

on a daily basis in 15° increments from −45° to +45°. Since a VPM only measures one linear

Stokes parameter at a time, this boresight rotation is necessary to fully measure linear

polarization on the sky, but it also serves as a crucial cross-check against systematic errors.

Since the daytime sky is transparent in the millimeter-wave regime, CLASS observes day

and night throughout the year, aiming for a high overall observing efficiency (Appel et al.

2019).
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Chapter 3

Bespoke Instrumentation Electronics

3.1 Vibration measurement

3.1.1 Hardware design

Shortly after first light, in May 2016, it became apparent that vibrations were negatively

affecting telescope performance. Excessive vibrations were causing the VPM to turn off,

particularly with high wind, and were causing focal plane heating. These end effects

provided little illumination as to the sources of the vibrations and were dependent on

too many factors to provide an immediate indication as to whether a change helped or

hurt the vibrations. The failure of early attempts to fix the vibrations demonstrated that

comprehensive measurements of the vibrations were needed in order to understand them,

such that they could be reduced, or ideally, eliminated. At the time, the vibrations could

only be measured indirectly, via the VPM and mount encoders. These measurements

are problematic, since they only provide insight into a few fixed locations, and it was

unclear whether or not they provided accurate representations of the vibrations in question.

Therefore, a dedicated system to directly measure the vibrations was needed.

The spectrum produced by performing a discrete Fourier transform on a time series of
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acceleration measurements shows the frequencies and intensities of vibrations. Thus, a set

of continuously-recording accelerometers, with appropriate bandwidth, were needed to

directly measure the telescope’s vibrations. Ideally, these sensors would be both small and

low cost, such that it would be feasible to deploy many sensors at once to simultaneously

measure vibrations at various points on the telescope. Precision calibration of the sensors,

both in intensity and direction, was not necessary. Unfortunately, available accelerom-

eter modules mostly fell into two categories: precision sensors that offered continuous

readout but were prohibitively expensive or battery-powered data loggers that did not

provide continuous readout. The battery-powered data loggers contained the ideal sensor,

accelerometers built using microelectromechanical systems (MEMS); similar MEMS-based

accelerometers are also found in smartphones, which is why they are widely available and

very inexpensive. A new packaging and readout method for these sensors was therefore

needed.

MEMS-based accelerometers are manufactured in small, surface-mount packages and

are designed to be read out using circuitry collocated on the same printed circuit board.

Most modern accelerometers provide a digital readout interface using either the Serial

Peripheral Interface (SPI) bus or the Inter-Integrated Circuit (I2C) bus. However, both

buses were designed for only short-distance communications, which is troublesome for

the desired accelerometer readout system. Fortunately, various integrated circuits are

available to extend the operating distance of the I2C bus, so it was chosen for this reason

as well as its need for fewer signaling lines than SPI. There are existing buses that were

designed for long-distance communication, such as RS-485, but these would require a

microcontroller at each sensor to provide protocol conversion, which would increase

complexity. The STMicroelectronics LIS3DSH three-axis digital MEMS accelerometer was

chosen;1 it provides 16-bit data output at up to 1.6 kHz. A later revision of the sensor

1LIS3DSH datasheet: https://www.st.com/resource/en/datasheet/lis3dsh.pdf
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module design uses an Analog Devices ADXL355 three-axis digital MEMS accelerometer

instead,2 which is a sensor with 20-bit data output and one-sixth the readout noise density.

I2C was originally developed by Philips Semiconductor in 1982 and was first standard-

ized a decade later. For its physical layer, it uses two bidirectional open-drain lines, one as

a clock line and one as a data line; both lines have pull-up resistors connected. The bus

speed is up to 100 kbit s−1 for standard mode or up to 400 kbit s−1 for fast mode; arbitrary

lower speeds are allowed. Nodes are either controllers or peripherals and have either a

7-bit or 10-bit address.3 The maximum allowed bus capacitance is 400 pF, which limits

maximum cable length; this is set by a combination of the 3 mA maximum drive current

and the rise time requirements determined by the bus speed.

In order to extend the range of I2C, the maximum allowable bus capacitance needs to

be increased, which can be achieved by using higher drive currents. The P82B715 I2C bus

extender was chosen for this purpose.4 By placing one device on each end of the cable,

the maximum allowable bus capacitance is increased to 3000 pF. The device works using

unidirectional analog current amplification to increase the drive current by a factor of

ten. As Ethernet or telephone cable usually has a capacitance of 50–70 pF m−1, this allows

for cable lengths in excess of 30 m. However, the capacitances of different cables add, so

the maximum cable length would depend on the number of sensors connected. To avoid

this issue, PCA9510A I2C bus buffers are used on the central readout module,5 between

each bus extender and the main I2C bus. These buffers isolate each cable capacitance from

the rest of the system, so the number of devices no longer affects the maximum cable

length. In the original revision, telephone cable with 6P4C modular connectors was used

to connect the sensor modules to the readout module, but this proved to be problematic

2ADXL355 datasheet: https://www.analog.com/media/en/technical-documentation/data-
sheets/adxl354 adxl355.pdf

3I2C-bus specification: https://www.nxp.com/docs/en/user-guide/UM10204.pdf
4P82B715 datasheet: https://www.ti.com/lit/ds/symlink/p82b715.pdf
5PCA9510A datasheet: https://www.nxp.com/docs/en/data-sheet/PCA9510A.pdf
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Figure 3.1: An overview of the accelerometer system is shown. The sensor modules contain an

accelerometer and an I
2
C bus extender and connect to the readout module via shielded Category

5e cable. The readout module contains sets of I
2
C bus extender, bus isolator, and address transla-

tor chips for interfacing with the sensor modules. Finally, a microcontroller and a USB-to-serial

converter are used to read out the sensors and communicate with the readout computer over USB.
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Figure 3.2: The accelerometer system readout and sensor hardware are shown, with a U.S. quarter

for scale. The sensors are connected to the readout module using Category 5e cable and 8P8C

modular connectors.

for longer cable runs. Thus, the cabling was switched to shielded Category 5e cables with

8P8C connectors, a cable type that is most commonly used for Ethernet.

As mentioned previously, each node on an I2C bus has an address. While different

devices generally have different addresses, identical devices almost always have the same

address or the choice between a small subset of addresses. The LIS3DSH accelerometer

that was chosen only supports two addresses, something that is common among I2C

sensors; furthermore, the address is set by tying one of the sensor’s pins either high or

low, so setting two sensor modules to have different addresses would require assembling

them differently or using some sort of jumper. To avoid this issue, LTC4316 I2C address

translators were used, which allow I2C addresses to be transparently altered in real time.6

These address translators are placed between the main I2C bus and each bus buffer such

6LTC4316 datasheet: https://www.analog.com/media/en/technical-documentation/data-
sheets/4316fa.pdf

42

https://www.analog.com/media/en/technical-documentation/data-sheets/4316fa.pdf
https://www.analog.com/media/en/technical-documentation/data-sheets/4316fa.pdf


that when identical sensors, with identical addresses, are connected to each cable, they

can be accessed using different addresses.

The final consideration that needs to be taken into account in choosing how many

sensors to allow is their data rate. A combination of the sensor data rate and the I2C bus

bandwidth limits the maximum number of sensors. In the case of the telescope, frequencies

up to 100 Hz are of the most interest. Taking the Nyquist frequency into account, this

requires a minimum sampling rate of 200 Hz. As the two closest sampling rates supported

by the LIS3DSH accelerometer are 100 Hz and 400 Hz, 400 Hz was chosen. Sampling three

16-bit numbers, one for each of the three accelerometer axes, at 400 Hz results in a raw data

rate of 19.2 kbit s−1. For the LIS3DSH, each data read requires an additional three bytes of

overhead for addressing and register selection, bringing the data rate up to 28.8 kbit s−1. As

using I2C’s 100 kbit s−1 standard mode is preferable due to its looser rise time requirements,

this limits us to three accelerometers per bus. This results in a bus bandwidth utilization

of 86.4%, not counting pauses between transmissions. In practice, fully saturating the bus

does not tend to be a good idea, and the pauses are significant enough that the bus speed

was raised to 130 kbit s−1 to comfortably support three accelerometers.

The remaining portion of the vibration measurement system is the computer interface

and readout. For this, an FTDI FT230X USB-to-serial converter chip was used in conjunction

with an STMicroelectronics STM32F030 32-bit ARM microcontroller. The microcontroller’s

two I2C buses are used to read three accelerometers each, allowing the readout module to

read six accelerometers at once. Four hundred times a second, the microcontroller reads

all six sensors, computes a checksum of the data, packetizes it using consistent overhead

byte stuffing (Cheshire and Baker 1999), and sends it to the host computer via the FT230X

USB-to-serial interface. The firmware also includes support for hot swapping in different

accelerometers, allows for remote reset of the readout system, and implements a watchdog

timer, which resets the readout system if it hangs, to ensure reliability. Finally, a script
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running on the host computer timestamps the data and logs it to disk.

Once design and assembly of the prototype accelerometer system were completed,

it was deployed to the field for testing. This testing turned up issues with longer cable

runs, which motivated the switch from telephone cable to shielded Ethernet cable and an

increase in the signaling voltage from 3.3 V to 5 V.7 Once the revised design was produced,

it was deployed to replace the initial prototype. A dozen accelerometer modules were

affixed to various locations on the telescope using double-sided adhesive tape and were

connected to a pair of readout modules using pre-terminated shielded Category 5e cables.

The locations where accelerometer modules were installed are shown in Figure 3.3. With

the accelerometer modules installed, data were collected both during normal observations

and during targeted tests.

3.1.2 Analysis

Initial ideas to reduce vibrations were implemented and then evaluated using data from the

accelerometer system and by looking to see if the issues that prompted the improvement

attempts, focal-plane heating and VPM shutoffs, improved. Stiffing portions of the elevation

axis and the support plate underneath the boresight-axis bearing by welding additional

bracing to the telescope mount had little effect on either the vibrations or the symptoms,

and bracing the bottom of the column that attached the azimuth axis to its encoder reduced

the vibrations at the accelerometer on the column but did not improve the symptoms.

Re-tuning the control loop for the azimuth servo motors led to a significant reduction in

vibrations throughout the telescope, but it did not eliminate all the symptoms. Additional

analysis of the accelerometer data and focal-plane temperature data determined that the

focal plane heating correlated with the azimuth scanning direction, and the source of

the vibrations was localized to the vicinity of the secondary azimuth servo motor. At

7This involved adding a voltage regulator to each sensor module, since the accelerometer requires 3.3 V.
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Figure 3.3: The locations where accelerometers modules were installed on the telescope are

shown. The modules were attached using double-sided adhesive tape, and two readout modules

were used to support the dozen sensors.
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Figure 3.4: The correlation between the secondary-azimuth-servo vibration and the focal-plane

temperature for a one-hour period is shown. The top panel shows the focal-plane temperature,

the middle panel shows the vibrations as measured by the accelerometer installed on the sec-

ondary azimuth servo, and the bottom panel shows the azimuth velocity. Note the clear correla-

tion between negative azimuth velocity and increased vibrations and the less obvious—but still

noticeable—correlation between the increased vibrations and an increase in focal-plane tempera-

ture.

one point, the accelerometer module attached to this motor came loose in a way that

amplified the vibration signal to the extent that it was clearly visible in the accelerometer

time streams; this is shown in Figure 3.4. Once the accelerometer module was reattached

properly, additional data were taken. By placing the accelerometer time stream data in

azimuth-angle and scan-direction bins and taking Fourier transforms of the binned data,

it was determined that the vibrations were dependent on azimuth angle in addition to

azimuth scan direction.

The three components that could have contributed to the vibrations seen at the sec-

ondary azimuth servo motor were the motor itself, the gearbox that increased its torque and

drove the primary azimuth-axis ring gear, and the shaft coupling that connected the motor

to the gearbox. Since the coupling was the easiest and cheapest item to replace, replacing

it was the first remedy attempted. The original coupling contained a torque-limiting slip
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clutch, and this was replaced with a simpler flexible shaft coupling.8 Additional data were

collected while the telescope was scanning after the replacement, which showed that the

fix was successful. Both the azimuth-angle and azimuth-scan-direction correlations in

the accelerometer data were eliminated, as was the focal-plane-heating effect. Although

this fix, as well as the previously discussed mitigations, significantly reduced the observed

vibrations and reduced focal-plane heating, the VPM would still turn off at times, particu-

larly when it was windy at the observing site. Additional hardware changes to improve

the VPM performance are discussed in the next section.

The strongest vibration lines while the telescope is stationary are at 29.3 Hz and 57 Hz.

Laboratory measurements using the accelerometer system confirmed that these vibrations

originate with the pulse-tube cryocooler system, with the 57 Hz vibration line coming

from the helium compressor and the 29.3 Hz vibration line coming from the cold-head-

remote-motor-and-rotary-valve assembly. While scanning, there are additional vibration

lines that result from interactions with the main azimuth-axis ring gear, which contains

270 teeth, or one every 4/3°; this produces vibrations at the scan frequency divided by the

tooth spacing, e.g., at 0.75 Hz for a 1 ° s−1 constant-velocity azimuth scan, and at higher

multiples of this frequency. A combination of the vibration reductions enabled by the

accelerometer system, the VPM control system improvement discussed in the next section,

and the more symmetric mass distribution on the telescope resulting from a second receiver

being installed on the mount eventually allowed azimuth scan speeds to be increased from

1 ° s−1 to 2 ° s−1, which potentially helps with recovery of large angular scales.

8There is additional over-torque protection in the form of limits on the servo motor drive current.
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3.2 VPM control hardware design

While the original Q-band VPM worked, it did not do well with external disturbances,

partly since it was operating above the resonance frequency of its spring system and

partly because its controller did not have enough computing resources to run sophisticated

control algorithms. To improve this, the flexures were stiffened to raise the resonance

frequency above the 10 Hz operating frequency for subsequent VPMs, and new control

electronics were designed, the latter of which is described here. Commercially-available

motion controllers are normally used to control systems that are much easier to predict

than the coupled-spring system used in the VPM and thus do not have enough computing

power to run the comparatively complex algorithms needed to operate the VPM with

disturbance rejection. Thus, custom control hardware was needed.

In addition to providing copious amounts of processing power, the control hardware

needs to be able to read the VPM’s four quadrature encoders, control its two voice-coil

actuators, and provide an Ethernet interface for control input and data output. Thus, the

electronics can be divided into two main components, a logic board and a voice-coil-driver

board. An initial prototype for the logic board was built around a BeagleBone Black9

single-board computer, which contains a Texas Instruments AM3358 processor and 512 MB

of DDR3 RAM. The BeagleBone Black was chosen over alternatives such as the Raspberry

Pi10 due to the AM3358 processor’s extensive suite of hardware peripheral interfaces,

including three dedicated quadrature encoder inputs, and its two programmable real-time

unit (PRU) coprocessors, one of which is used to implement a fourth quadrature encoder

input. Other peripherals used include Ethernet, I2C, SPI, UART, and GPIO pins. After

the initial prototype, the logic board was transitioned to the Octavo Systems OSD3358

system-in-package, which integrates the critical components of the BeagleBone Black into

9https://beagleboard.org/black
10https://www.raspberrypi.org/
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Figure 3.5: An overview of the VPM control system hardware requirements is shown. The con-

troller needs to be able to drive the voice-coil actuators, read the position encoders, check for

vibrations, enable synchronous recording of the encoder positions, and communicate with a con-

trol server.

a single package. Switching from the BeagleBone Black to completely-custom hardware

was necessary because the BeagleBone Black does not expose all of the AM3358 processor’s

pins needed for the quadrature encoder inputs, while the OSD3358 does. Furthermore,

using the OSD3358 system-in-package instead of copying the equivalent discrete layout

from the BeagleBone Black greatly reduces the design complexity. In addition to the

OSD3358, the logic board contains four pairs of four-channel RS-422 differential receivers

and drivers, one pair for each of the four quadrature encoders; an interface to the voice

coil driver board; JTAG and UART (via USB) debug interfaces; a microSD card slot for

firmware; an I2C bus (with bus extender) for an external accelerometer;11 and an Ethernet

PHY, which is Precision Time Protocol capable (for potential future use). The logic board

uses a four-layer PCB.

The voice-coil-driver board contains two H-bridge drivers, one for each coil. Each driver

consists of a Texas Instruments DRV8701P gate driver,12 four Infineon BSC010N04LSI

11This interface is identical to that used for CLASS’s vibration measurement system.
12Datasheet: https://www.ti.com/lit/ds/symlink/drv8701.pdf
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MOSFETs,13 and an Infineon TLI4970-D025T4 Hall-effect current sensor.14 Each coil driver

is designed for roughly 400 W of output power, limited by the amount of bulk capacitance,

although the VPM draws considerably less power than this. The driver board also contains

a 5 V step-down voltage regulator for powering the logic board and encoders and includes

full reverse-polarity protection for its input power connection. Due to the large current

requirements, the coil driver PCB uses 70 µm thick copper layers,15 which are twice the

standard thickness.

The logic board and voice-coil-driver board are connected using a flexible flat cable

(FFC) for control signals and terminal blocks and wire for power. The entire system is

packed into a compact extruded-aluminum enclosure with the help of five additional

PCBs, which route electrical signals to and from connectors and serve as faceplates and

mechanical supports. The logic board is supported by these additional PCBs, while the

driver board is screwed to the top of the enclosure. One faceplate contains a terminal

block for the 12 V input power, an Ethernet port for networking, and four additional 8P8C

modular connectors for routing encoder signals from the RS-422 drivers to the mount

control computer via shielded Category 5e cable; the terminal block is connected to the

driver board via wire, while the other connectors are soldered directly to the logic board.

An additional PCB connects to the other end of the encoder output cables and contains

termination resistors for the RS-422 signals and a 78 pin D-subminiature connector for

attaching to the appropriate input card on the mount control computer. The opposite

faceplate contains four 15-pin D-subminiature connectors, one for each encoder; two

terminal blocks, one for each voice coil actuator; and an 8P8C modular connector for

attaching an external accelerometer over I2C; the two terminal blocks are connected to the

driver board via wires, while the other signals are connected to the logic board via PCBs.

13Datasheet: https://www.infineon.com/dgdl/?fileId=db3a3043353fdc16013552d84dc147dc
14Datasheet: https://www.infineon.com/dgdl/?fileId=5546d4625607bd1301562bdf09d8339f
15More commonly expressed in archaic units as “2 oz copper.”
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Figure 3.6: An overview of the VPM control hardware design is shown. It is based around two

major PCBs, one for the control logic and one for the voice-coil drivers. Both of these subsystems

interface with the VPM itself.

All of the components in the system are rated for industrial-temperature-range operation,

rated to work between at least −40 ◦C and 85 ◦C.

On the firmware side of the design, a version of the Das U-Boot boot loader is stored

on a microSD card and is loaded by the processor on boot. U-Boot is commonly used for

embedded systems and has an abundance of options for loading the main device firmware.

In this case, it is configured to load a firmware image off of the telescope site’s central

server via a Network File System (NFS) mount. Loading the main firmware over the

network instead of using local storage allows the firmware to be quickly changed during

development and to be much more easily upgraded in the field. The device’s firmware

is built using Texas Instrument’s TI-RTOS real-time operating system and written in
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Figure 3.7: The assembled VPM control electronics are shown. Besides the logic board and the

voice-coil-driver board, additional PCBs are used to hold connectors, route electrical signals, pro-

vide mechanical support, and serve as faceplates. This allows for the electronics to be assembled

into a compact extruded-aluminum enclosure.

C. After initializing the hardware, the firmware listens over TCP for commands and

sends telemetry via UDP. The main control loop is implemented using a timer-driven

hardware interrupt, while the networking stack is managed using the RTOS’s scheduler.

As mentioned previously, one of the processor’s two PRUs is used to implement the fourth

quadrature encoder input; the runtime of this program, written in assembly, is completely

deterministic, taking the exact same number of clock cycles to run each iteration.16 The

second PRU loads the encoder count into memory for the main processor to access, since

memory access is not deterministic. Additionally, it monitors the driver board’s error and

overcurrent outputs and is used to implement limits on the encoders such that if either

driver has an error or any encoder limit is exceeded, both voice coil outputs are immediately

16The PRUs use a pipeline-free architecture, so all instructions that do not require bus access are executed
in exactly one clock cycle. The firmware is then built without bus access and structured such that each
branch of conditionals has the same number of instructions by adding no-ops to the shorter branch to
ensure each iteration takes the same number of clock cycles.
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disabled and an error is thrown. Disabling both the mirror and reaction axes at the same

time if one of the axes encounters an error is necessary to avoid potentially-damaging

vibrations.

The new control electronics provide vastly more processing power than the previously

used commercial motion controller, such that computational power is no longer a constraint.

Since the firmware is also completely custom, a nicer interface can be used between the

control hardware and the external telescope control software. Furthermore, the use of

custom electronics allows for a more compact all-in-one control solution that is easier to

install and interface with. Should the MCE sync box be eliminated, the Precision-Time-

Protocol-capable hardware will allow the controller to directly record the VPM encoder

positions, eliminating the need for external logging.

3.3 Diode thermometry readout electronics

The forward voltage drop of a silicon diode is temperature dependent. Thus, such diodes

can be used as thermometers by biasing them with a constant current and measuring the

forward voltage drop. Such diode-based sensors are used for most thermometry within

the CLASS cryostats. These diodes are each biased with a 10 µA current supplied using an

LM234 constant-current source17 operating in a temperature-compensated configuration.

The forward voltages are digitized using Linear Technology LTC2449 24-bit analog-to-

digital converters (ADCs).18 As each ADC has 16 input channels, two are used to support

the 24 input channels of each of CLASS’s diode readout boxes. Readout is facilitated

by an STMicroelectronics STM32F030F4 microcontroller,19 which reads data from the

ADCs and sends it out over Ethernet to a readout computer via a WIZnet W5500 TCP/IP

17Datasheet: https://www.st.com/resource/en/datasheet/lm234.pdf
18Datasheet: https://www.analog.com/media/en/technical-documentation/data-sheets/

2444589fc.pdf
19Datasheet: https://www.st.com/resource/en/datasheet/stm32f030f4.pdf
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embedded Ethernet controller.20 The data are sent via UDP packets; this allows for seamless

resumption of data logging if either the diode readout box or the readout script running

on the readout computer is restarted, since the readout box’s microcontroller stores the

destination for the UDP packets in non-volatile memory. A previous version of this

instrument is described in detail in Gothe (2015). Unfortunately, the previous version

injected noise into the detectors, likely due to its use of a USB interface. The revised

version, shown assembled in Figure 3.8, kept the same measurement circuit but switched

the microcontroller and communications interface. It also utilizes a completely new

circuit board layout that eliminated the previous design’s excessive wiring and switches

from primarily using through-hole components to using surface-mount components for

everything except for the connectors.

3.4 Optics cage warm thermometry and heaters

It can be useful to monitor and record the temperatures of the various telescope components

located in the telescope’s optics cage, such as the VPM, primary and secondary mirror,

and the exterior of the pulse-tube cold head. To this end, a digital thermometry system

was designed and installed. This system was designed around the Texas Instruments

TMP107 digital temperature sensor,21 which has a resolution of 0.016 ◦C and an accuracy

of ±0.4 ◦C. It communicates using a bidirectional one-wire interface that allows for up to

32 sensors to be daisy-chained together and addressed based on their position in the chain.

The daisy-chaining greatly simplifies installation over alternatives such as thermocouples,

which require each sensor to be wired individually. To further simplify installation, the

CLASS thermometry modules were designed to use pre-terminated telephone cable with

6P4C modular connectors. Each of CLASS’s thermometry modules contains a temperature

20Datasheet: https://wizwiki.net/wiki/doku.php?id=products:w5500:datasheet
21Datasheet: https://www.ti.com/lit/ds/symlink/tmp107.pdf
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(a) Outside (b) Inside

Figure 3.8: The cryogenic diode thermometry readout electronics are shown. The left panel

shows the outside of the readout box, which contains a power connector, a power status LED,

an Ethernet connector, and a 50-pin D-subminiature connector, for connecting the diode sensors.

The right panel shows the inside of the box, with the readout circuit board mounted to the inside

of the box’s lid and wires running from the power connector to a terminal block on the circuit

board; the Ethernet connector, D-subminiature connector, and power status LED are all soldered

directly to the circuit board.
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sensor, a bypass capacitor, and two 6P6C modular connector jacks, which are all surface-

mount components installed on the top side of the printed circuit board (PCB), leaving the

bottom of the PCB flat. The bottom of the PCB contains a copper pour, which isn’t covered

with solder mask. This pour is connected to the top of the PCB using a large via, which also

serves as a mounting hole. On the top of the PCB, this via is connected to the ground lead of

the temperature sensor using a high-thermal-conductivity low-capacitance surface-mount

capacitor, which thermally connects the copper pour on the bottom of the PCB to the

temperature sensor but keeps it effectively isolated electrically. This connection—combined

with the exposed copper on the flat bottom of the PCB—allows the temperature sensor to

be thermally sunk to the surface it is connected to. These sensors have been installed in the

optics cages primarily using thermally-conductive double-sided adhesive tape, although

a mounting screw and thermal compound can also be used. Assembled sensor modules

are shown in Figure 3.9. The sensors communicate via a simple serial protocol. Originally,

a readout module with a USB-to-serial interface chip was used, but this has since been

replaced with a readout module utilizing a microcontroller and Ethernet interface with

UDP data transmission, similar to that used by the diode readout box described in the

previous section. This readout module is powered via an 802.3af power-over-Ethernet

(PoE) module.

With an accurate, reliable method of measuring the temperature inside the optics cage,

it makes sense to heat the inside of the cage to regulate its temperature, since improved

thermal stability could potentially help increase the stability of the CMB observations.

However, the detectors are sensitive to radio-frequency interference (RFI), so a heater

control system must be designed with this in mind. To this end, a heater control system

was designed using variable zero-crossing solid-state relays to power 800 W positive tem-

perature coefficient (PTC) fan heaters. A pair of DBK Cirrus 80 (FGC2001) heaters22 were

22Datasheet: https://datasheets.dbk-worldwide.com/EN/Datasheets/PTCFanHeaters/DBKITM
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Figure 3.9: Assembled temperature sensor modules are shown with a U.S. quarter for scale. Note

the exposed copper pour on the bottom of the sensor module, which allows the sensor to be

thermally sunk to what it is attached to.

installed in each side of the optics cage on the first telescope mount, using a combination

of machined aluminum parts and 3D-printed plastic parts, with each heater pair controlled

by a Power-io HMA-3V50E variable relay23 and with the heater fans controlled by a single

Power-io IO-OAC-280 non-variable zero-crossing solid-state relay.24 A third variable relay

was included to allow for a forebaffle heater to be installed in the future. Both the heaters

and the fans use 120 V single-phase AC power, and fuses are included for overcurrent

protection. A Moxa ioLogik E1241 input/output module25 is used to control the relays via

an Ethernet interface. The assembled heater control system box is shown in Figure 3.10.

As solid-state relays are used, there are no mechanical contacts, which could produce RFI

when switched. The relays also only switch on or off when the AC power waveform is

at zero potential, further reducing the risk of RFI. The relays and control electronics are

also all installed in a grounded metal enclosure. Despite the RFI mitigations and despite

Cirrus%2080 eng.pdf
23Product page: https://www.power-io.com/products/hma.htm
24Product page: https://www.power-io.com/products/oac.htm
25Datasheet: https://www.moxa.com/getmedia/d8e9f25e-8831-4541-b6f4-092f4527a17a/moxa-

iologik-e1200-series-datasheet-v2.2.pdf
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Figure 3.10: The assembled optics cage heater control box is shown. The components are

mounted on a pair of DIN rails in a metal enclosure.

the lack of RFI detected, this heating system was never used due to RFI concerns. Thus, a

heater control loop was not developed, and no heating system was installed on the second

telescope mount once it was deployed.
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Chapter 4

A 3D-printed Broadband

Millimeter-wave Absorber

The ongoing development of increasingly sensitive cosmic microwave background (CMB)

telescopes requires commensurate improvements in the control of systematic errors. One

such source of error is from stray light, which needs to be controlled and terminated

through the use of millimeter-wave absorbers, both under ambient conditions and within

cryogenic receivers (Eimer et al. 2012; Harrington et al. 2016). Since the field is moving

towards the use of multichroic detectors with wide frequency bands in a shared optical path

(Abitbol et al. 2017), broadband absorbers are required. Per this application, the frequency

range from 30 GHz to 230 GHz is of interest, since it covers the CMB emission peak as

well as synchrotron and thermal dust foregrounds. The maximum allowable reflectivity

is dependent on where in the instrument the absorbers are used and is often difficult to

quantify precisely; in general, lower reflectivity is better, but this must be considered in

the context of cost, volume, and thermal design constraints. Broadband millimeter-wave

absorbers should also prove useful in W-band radar applications or, more generically, as

Except for some minor changes, this chapter was previous published as Petroff et al. (2019).
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terminations or glint reduction media in an optical bench.

In recent years, additive manufacturing in the form of 3D printing has become increas-

ingly common, in particular fused filament fabrication (FFF).1 FFF-based printing works by

extruding a plastic filament through a heated nozzle mounted on a CNC stage such that an

object is built up layer-by-layer (Jones et al. 2011). This allows for rapid prototyping and

allows for the manufacturing of easily-customized designs and one-off parts. In this work,

this ease of customization is applied to the fabrication of millimeter-wave absorbers. 3D

printing has been previously used for manufacturing free-space electromagnetic absorbers

(Sanz-Izquierdo and Parker 2014; Kronberger and Soboll 2016; Ren and Yin 2018). To

the best of our knowledge, however, only comparatively narrowband, resonator-based

absorbers have been previously produced with such techniques.

Graded-index absorbers generally take the form of an array of pyramidal structures

(Emerson 1973). In the limit where the wavelength is similar to or greater than the feature

size, the pyramids form a smooth gradient in effective permittivity, greatly reducing

reflections. In the limit where the wavelength is smaller than the feature size, the pyramids

cause the incident light to reflect off the absorber structure multiple times, with some

radiation absorbed at each interaction. Since these two limits are governed by the feature

pitch and the wavelength, it can be helpful to use the parameterization 𝑝/_𝑔, where 𝑝 is

the pitch and _𝑔 = _0/
√︁
𝜖′𝑟 is the wavelength in the absorber material as a function of the

free-space wavelength, _0, and the real component of the absorber material’s dielectric

function, 𝜖′𝑟 ; this parameterization can be derived from the antenna theory analogue of a

graded-index absorber (Chuss et al. 2017).

While a periodic pyramidal structure makes for an effective absorber, it is not well

suited for FFF-based printing. When sliced into layers for FFF-based printing, each pyramid

slice is disconnected from the others in a given layer. Thus, the filament extrusion process

1This is also referred to by the phrase “fused deposition modeling” and trademarked acronym FDM.

60



Table 4.1: Comparison between types of low-profile graded-index absorbers, specifically cast

(or injection molded) pyramid arrays, foams with conductivity gradients, and the 3D-printed ab-

sorber presented in this work.

Absorber type

Property Cast Foam 3D-printed

Cryogenic compatibility yes no yes

Easily customized no no yes

Reflectivity very low low low

must be stopped and the filament retracted for each and every pyramid slice; this procedure

prevents the creation of sharp points, since small amounts of plastic can be drawn back into

the nozzle, and possibly causes stringing—thin strands of plastic stretched over gaps—that

must be manually removed after the print is finished. Furthermore, prints are generally

weakest along their layer lines, making points liable to break off. To avoid these issues,

a geometric approximation of a space-filling curve is used, which fills the plane with a

continuous wedge.

In this chapter, we demonstrate that 3D printing allows for the rapid production of

broadband millimeter-wave absorbers. These easily customizable absorbers can achieve

adequate performance for stray light termination at low cost and as a thermal plastic—not

a foam—they can be used cryogenically. The fabricated absorbers are not intended to

serve as extremely low reflectivity calibration targets, such as pyramidal array (Bai et al.

2017) and cone-shaped (Houtz et al. 2017) targets that have been detailed in the literature.

Furthermore, due to the intended use case, only a low power regime has been evaluated.

A comparison between the fabricated absorbers and other common types of low-profile

graded-index absorbers is presented in Table 4.1.
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4.1 Space-filling curves

A space-filling curve is a curve that passes through every point of a two-dimensional region

with positive Jordan measure, in this case area (Sagan 1994).2 This type of mathematical

monster was first described by Peano (1890). Shortly thereafter, Hilbert described another

such curve but also described an iterative sequence of geometric approximations to his

curve (Hilbert 1891). Importantly, this type of geometric approximation can be physically

realized.

Space-filling curves are self-similar (Sagan 1994). Thus, absorbers created from different

order geometric approximations of space-fillings curves will exhibit similar behavior. In

this work, a Hilbert curve, which fills a square, is primarily used. However, other shapes are

possible. For example, an absorber designed around a generalized Gosper curve (Gardner

1976; Fukuda et al. 2001), which roughly fills a regular hexagon, was also prototyped, since

it allows one to more easily cover a circle with absorber tiles. For 𝑛 > 2, all electromagnetic

absorbers with 𝑛-fold rotational symmetry have no net polarization response (Mackay

1989). Although a Hilbert curve has only 1-fold symmetry—or 2-fold symmetry in the

case of the loop variant, the Moore curve—geometric approximations of the Hilbert curve

have asymptotically equal numbers of uniformly distributed horizontal and vertical line

segments (Moon et al. 2001); thus, they should not show a net polarization response in

reflectivity, unlike 2-fold symmetric absorbers created from sets of parallel wedges.

To create an absorber, a wedge was modeled such that the peak of the wedge follows the

centerline of a geometric approximation of the Hilbert curve. The wedge then extends down

such that the halfway points between segments of the curve form troughs. Furthermore,

only a shell is printed, leaving the inside hollow, to reduce printing time and save on

2For such a curve, the Lebesgue covering (topological) dimension is equal to the Hausdorff (fractal) di-
mension. Thus, a space-filling curve is not a fractal in the purest sense, since a fractal requires the Hausdorff
dimension to be strictly greater than the geometric dimension (Sagan 1994; Mandelbrot 1977).
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material use. A rendering of a second-order Hilbert curve absorber model can be seen in

Figure 4.1.

A similar procedure can also be followed to create absorbers from other space-filling

curves with appropriate symmetry, although this still only allows for a few different

shapes. To create custom-shaped absorbers, a solid geometry intersection operation can

be performed between the existing, square Hilbert curve absorber model and an extrusion

of the desired absorber shape, e.g., a circular absorber can be created by computing the

intersection between a cylinder and a Hilbert curve absorber model. By scaling the model’s

dimensions, it is easy to adjust the size and pitch of the absorber’s features.

4.2 Material selection

Two different material candidates were tested, a commercially available carbon-loaded

conductive polylactic acid (PLA) filament3 and a high impact polystyrene (HIPS) filament

custom extruded4 from a commercially available carbon-loaded conductive HIPS pellet.5

The PLA has the advantage of being an off-the-shelf filament, and PLA is generally easier to

print than HIPS. However, since the carbon-loaded HIPS comes in pellet form, it can easily

be mixed with normal HIPS pellets during filament extrusion to control the conductivity

and dielectric properties of the resulting filament. It may thus be desirable to find a source

of carbon-loaded PLA pellets—or pulverized PLA to mix with a powdered additive—to

maintain this advantage and combine it with the ease of use of PLA.

The complex relative dielectric functions of the carbon-loaded PLA filament, the carbon-

loaded HIPS, plain PLA,6 and plain HIPS7 plastics were characterized using a pair of

3Proto-pasta Conductive PLA; ProtoPlant, Inc., Vancouver, WA; https://www.proto-pasta.com/
4Filabot EX2 filament extruder; Triex LLC, Barre, VT; https://www.filabot.com/
5PS-715; Modern Dispersions, Inc., Leominster, MA; http://www.moderndispersions.com/
6Ingeo Biopolymer 4043D; NatureWorks LLC, Minnetonka, MN; https://www.natureworksllc.com/
7Avantra 8130; PMC Polymer Products, Inc., Stockertown, PA; http://pmcpolymerproducts.com/
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filled rectangular waveguide sections8 for each material, which each form a Fabry-Pérot

resonator; the waveguide section thicknesses were nominally chosen such that the thinner

and thicker sections would constrain the real, 𝜖′𝑟 , and imaginary, 𝜖′′𝑟 , components of the

dielectric function, respectively (Wollack et al. 2008). To fill the waveguide sections, the

plastic samples were heated until soft and then compressed, eliminating air bubbles; excess

material was then removed, and the sections were lapped flat. Using a modeling approach

described in existing literature (Wollack et al. 2008), the dielectric functions were extracted

from scattering parameters measured from 22 GHz to 40 GHz using a vector network

analyzer (VNA)9 calibrated with Thru-Reflect-Line (TRL) standards, sampled at 801 points.

The results of these measurements are summarized in Table 4.2. These measurements

target the lower range of the absorber’s response, which, in viewing the absorber as a

lossy adiabatic structure, has the highest sensitivity to the magnitude of the dielectric

function and to the geometry. In practice, the dielectric function for a dilute non-magnetic

conductively-loaded thermal plastic is anticipated to be a weak function of frequency

(Sihvola 1999) as has been observed in dielectric mixture systems (Wollack et al. 2008)

analogous to those employed here.

Of the materials tested, the carbon-loaded HIPS is the best candidate for an absorber,

since it is an absorptive dielectric that is not too reflective. As 𝜖′′𝑟 increases, increasing the

loss, 𝜖′𝑟 also generally increases, increasing the reflectance; thus, a compromise must be

made between these two parameters. The carbon-loaded PLA is much more conductive

and behaves like a poor metal, making it too reflective for this application. Without carbon

loading, the HIPS is a low-loss dielectric, which makes it potentially useful in millimeter-

wave optics applications, while the PLA is a relatively lossy dielectric, with properties

similar to that of nylon.

8WR28; broad-wall 0.280”, guide height 0.140”
9Agilent PNA-X; Keysight Technologies, Inc., Santa Rosa, CA; https://www.keysight.com/
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Table 4.2: Dielectric function measurement results for bulk plastic samples in waveguide section

fixtures are presented. The observed relative statistical error of the dielectric function for the

average of each set of samples is < 0.01 for the real component and < 0.12 for the imaginary

component. The systematic error due to calibration errors and sample preparation variation is

estimated to be < 2 % for the real component and < 10 % for the imaginary component.

Material ϵ′r ϵ′′r

Avantra 8130 HIPS 2.49 0.003

Ingeo 4043D PLA 2.80 0.03

PS-715 Conductive HIPS 7.7 2.1

Proto-pasta Conductive PLA 15. 15.

4.3 Electromagnetic modeling

A small unit cell of the absorber was modeled in the ANSYS HFSS software package,10 which

performs an electromagnetic finite element analysis (FEA). Periodic boundary conditions

were implemented using a pair of perfect electric conductor (PEC) planes and a pair of

perfect magnetic conductor (PMC) planes around the unit cell. A second-order Hilbert

curve was used as a unit cell for the absorber, since it has greater symmetry than a first-

order curve—and thus should have lower residual polarization response—while having

reduced simulation complexity when compared to higher-order curves. The simulation

setup is shown in Figure 4.1. Reflectivity at normal incidence was simulated.

Different wall thicknesses, including a solid cross section, were simulated for the

conductive HIPS, as were orthogonal polarizations. Additionally, the conductive HIPS was

simulated with varying degrees of conductivity. Possible wall thicknesses are quantized

by the diameter of the 3D printer’s extrusion nozzle, 0.5 mm in this case. Unless otherwise

noted, a double nozzle diameter wall thickness, with a thickness of 1 mm and manufactured

with two parallel passes of the printer’s extrusion nozzle, and a 3:1 wedge height to wedge

width aspect ratio was used (before truncation due to nozzle diameter). A 2:1 aspect ratio

was also tried; since this affects 𝑝/_𝑔, it should result in a somewhat different frequency

10ANSYS HFSS 19.1; ANSYS, Inc., Canonsburg, PA; https://www.ansys.com/
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Figure 4.1: The unit cell used in simulations, a second-order Hilbert curve, is shown. Periodic

boundary conditions were established by using perfect electric conductors (PECs) for the front

and back faces of the bounding prism and perfect magnetic conductors (PMCs) for the left and

right faces of the bounding prism. The top face of the prism was used as a wave port, and the

bottom face was set as a PEC.

5 mm

14.5 mm

1 mm

0.5 mm

1 mm

3 mm

15 mm

Wedge height

Wedge width

Wall thickness

Nozzle diameter

Figure 4.2: A cross section of the absorber wedge is shown, labeled with the dimensions used for

the measured prototype, which utilizes a double wall printed with a 0.5 mm nozzle. Due to the

nozzle diameter, the wedge tip is truncated.
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Figure 4.3: The results of FEA reflection simulations of absorber variants (solid) are shown against

the baseline simulation of the geometry and material used for the fabricated prototype (dashed).

Each simulation was performed from 1 GHz to 60 GHz at an interval of 1 GHz. The reflectance is

shown as a function of frequency for six absorber variants.

response. Finally, a simulation was performed without wedge tip truncation to evaluate

how the geometry performs when it is not limited by manufacturing constraints. To

constrain the design space, a fixed height for the absorber was used.

A cross section of the simulated model, including dimension labels, is shown in Fig-

ure 4.2; the aspect ratio refers to this wedge cross section, not the unit cell shown in

Figure 4.1. The single wall width simulation used a 0.5 mm thick wall, while the triple

wall width simulation used a 1.5 mm thick wall. To simulate orthogonal polarization, the

PEC and PMC boundaries were switched to the opposite walls from what is shown in Fig-

ure 4.1. Simulations were performed from 1 GHz to 60 GHz at an interval of 1 GHz. Higher

frequencies were omitted from simulations to reduce the computation time required; since

the reflectivity levels off for higher frequencies, the frequency range simulated is enough

to evaluate the relative performance of the simulated absorber variants. The results of

these simulations are shown in Figure 4.3.
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The simulation data show good polarization symmetry, which supports the choice of

unit cell. The equal mix of conductive HIPS and plain HIPS shows slightly better perfor-

mance than the conductive HIPS alone, but it was decided that this marginal improvement

was not worth the extra effort in filament manufacturing, so a mix was not used for proto-

typing. The solid-cross-section simulation results were quite similar to the double-wall

simulation results, so the double wall was used, as this reduces printing time and material

usage without negatively affecting the reflectivity. The single wall and 2:1 aspect ratio

simulations show better performance at some frequencies but are worse at others and are

more inconsistent across a range of frequencies, so these design variations were not used

for the prototype absorber. The similarity of the reflectivities of the geometry and material

variants is expected, since adiabatic graded-index absorbers are relatively insensitive to

their exact geometry and dielectric function (Janaswamy 1992; Holloway et al. 1997).

When the wedge tip was not truncated, reflectivity was significantly decreased, showing

that the flatness of the wedge tip that results from manufacturing limitations is a factor

that limits performance. If the physical dimensions of the absorber are scaled up, the

relative size of the tip truncation will decrease, since the diameter of the nozzle tip—and

thus the absolute size of the tip truncation—remains constant. Due to this decrease in

the relative size of the tip truncation, scaling up the absorber size should improve the

reflectivity beyond what would be expected from the shift due to the change in 𝑝/_𝑔.

However, this potential increase in performance must be weighed against the increase in

absorber thickness.
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4.4 Fabrication

To prepare a solid model for an absorber, a script was written to procedurally generate

the model to meet specific design parameters using a solid modeling scripting library.11

With the solid model in hand, G-code instructions for the 3D printer were generated using

slicer software.12 The solid model generation code, the resulting solid models, and the final

G-code have been made available (Petroff 2018).

This G-code instruction file was then used to print the absorber prototype on a LulzBot

TAZ 6 FFF 3D printer13 with a 0.5 mm diameter extrusion nozzle. The tested absorber

prototype was manufactured using carbon-loaded HIPS and is a fifth-order Hilbert curve

with a square footprint of 160 mm by 160 mm and a total height of 14.5 mm; a double wall

and 3:1 aspect ratio were used. A cross section of the tested absorber is shown in Figure 4.2.

The prototype absorber is shown in Figure 4.4, and a detailed view of the prototype is

shown in Figure 4.5. An alternative realization of the absorber geometry is shown in

Figure 4.6.

4.5 Measurement

The fabricated absorber prototype was measured using a VNA coupled to a free-space

quasi-optical setup. This setup is described in detail in previous literature (Chuss et al.

2017). Measurements were taken in two waveguide bands, from 63 GHz to 115 GHz and

from 140 GHz to 215 GHz; in terms of 𝑝/_𝑔, this is 2.9 to 5.3 and 6.5 to 10.0. The results are

shown in Figure 4.7. While the simulations were performed with a PEC backing behind

the absorber, no such conductive backing was used when performing the measurements;

however, the power transmitted through the absorber was less than −50 dB, so the effect

11CadQuery v1.2.0, https://github.com/dcowden/cadquery
12Cura v2.6.1, https://github.com/Ultimaker/Cura
13Aleph Objects, Inc., Loveland, CO; https://www.lulzbot.com/
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Figure 4.4: The prototype carbon-loaded HIPS Hilbert curve absorber is shown. The footprint of

the absorber is a 160 mm square.

Figure 4.5: A detailed view of the prototype absorber is shown. Layer lines from the 3D printing

process are visible.
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Figure 4.6: An alternative realization of the absorber geometry is shown. Due to the geome-

try’s size, it will likely not perform well at millimeter wavelengths. While the material’s dielectric

properties have not been measured, the imaginary component is likely too low for good electro-

magnetic performance; it is edible, however.

of the backing or lack thereof is insignificant. There is good agreement between the

measurements and electromagnetic simulations, providing additional validation of the

choice of unit cell used for the simulations. Furthermore, prototypes have been successfully

used cryogenically at 60 K for stray light absorption, surviving dozens of thermal cycles,

and have been successfully cooled using liquid nitrogen for use as cold loads.

4.6 Conclusions

A broadband graded-index absorber was designed around a geometric approximation of the

space-filling Hilbert curve and was 3D-printed using FFF. Its reflectance was then measured

in the frequency range 63 GHz to 215 GHz and found to be better than −20 dB at normal

incidence, which is suitable for the stray light absorption application being considered;

evaluation at oblique incidence is left for future work. The use of a space-filling curve

overcomes the limitations imposed by FFF while also providing additional mechanical

robustness when compared to a traditional tiled pyramid design. With a single 3D printer,
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Figure 4.7: Reflectance measurement results (solid) are shown along with reflectance values

predicted by electromagnetic simulation (dashed).

one absorber can be fabricated per day, but this production rate can be easily scaled up by

parallelizing fabrication across multiple 3D printers. To extend the concept from stray light

absorbers to cryogenic calibration targets, the reflectivity needs to be further reduced, and

the thermal gradient caused by plastic’s poor thermal conductivity needs to be addressed,

such as through the use of a thermalizing core, which could be made by adding a metal

insert into holes left in the bottom of the 3D print or by filling the currently hollow interior

with an epoxy designed to have higher thermal conductivity.

The absorber could be further refined by using a smaller extrusion nozzle on the 3D

printer, allowing for a sharper peak to the wedge, which should improve performance. Since

additive manufacturing allows for rapid prototyping, multiple wedges profiles could be

easily tried and their performances compared. The use of a multi-material FFF printer could

allow for different amounts of carbon loading to be used for the outer and inner walls of

the absorber to decrease reflection or to potentially create a gradient in the carbon loading,

something that would be difficult to accomplish with more traditional manufacturing

techniques. Moving away from FFF, a selective laser sintering (SLS) [stereolithography

(SLA)] 3D printer could be used with carbon powder or stainless steel powder mixed in

with the nylon powder [resin] to further extend the ease of customization of the absorbers,
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including for covering curved surfaces, by utilizing a more traditional pyramidal absorber

structure. The fine resolution of SLA 3D printers is also well suited for the creation of

extremely low reflectivity calibration targets.
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Chapter 5

Design of Assorted Hardware

5.1 XPS foam infrared absorbing filters

Polystyrene is almost completely transparent at millimeter wavelengths while being

almost completely opaque in the infrared regime, making it an ideal candidate for an

absorptive infrared filter; the main issue with the material on its own is reflection. Extruded

polystyrene (XPS) foam1 is a very-low-density form of polystyrene; due to its low density,

its refractive index is very close to one, resulting in almost no reflection. In vacuum, each

filter absorbs almost all of the incoming infrared power, heats up, and then reradiates the

power, half on one side of the filter and half on the other. Thus, stacking a set of these

filters creates a radio-transparent multilayer insulation (RT-MLI) (Choi et al. 2013), which

allows the incoming infrared power to be greatly attenuated with very little in-band loss.

Unfortunately, much of the commercially-available XPS foam contains additives that are

emissive in the millimeter. Three different brands of XPS foam insulation were tested,2 but

all were found to be emissive. Fortunately, a source of non-emissive XPS foam, intended

1This is normally sold at home improvement stores as insulation.
2Owens Corning FOAMULAR 150, Lowe’s / Kingspan GreenGuard XPS, DiversiFoam CertiFoam 15
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for use with the construction of model airplanes, was located.3 As all three emissive

samples were different colors and since the foam insulation sourced in Japan by Choi et al.

(2013) was not emissive, a fire-retardant additive is a likely source of the emissivity. The

non-emissive model airplane foam was found to burn more easily than the emissive foam

insulations, giving further credence to this theory.

The model airplane foam is delivered as an approximately 6 mm thick sheet, with a

skin layer on each side, and has a density of approximately 36 kg m−3 when the skin layers

are included; its cell size was measured to be 200 µm to 300 µm. Using an end mill designed

for cutting foam,4 the skin layer and approximately 2 mm of foam were removed from

each side of the foam sheet by milling in a spiral pattern using a CNC milling machine.5

The milling machine was also used to cut the filters into a circle of the necessary diameter.

As polystyrene is a rigid plastic, XPS foam machines more easily than foams made from

more malleable plastics such as polyethylene. A sheet of XPS foam insulation was used as

a machining bed, which was milled flat prior to beginning the filter machining process;

filters were affixed to the bed using double-sided adhesive tape. The milling machine

was used since it was available, having been previously used to machine plastic lenses

and absorptive filters of the Q-band and W-band receivers. However, a CNC router and a

vacuum-table bed would have made the machining process easier.6 Each machined filter

is 2 mm thick. With the skin layers removed, the foam has a density of approximately

31 kg m−3. These filters are then stacked on nylon threaded rods, with laser-cut acetal

plastic spacer rings between filters, for use in the CLASS cryostats. The machining process

and a completed filter stack are shown in Figure 5.1.

3Model Plane Foam, https://www.modelplanefoam.com/; manufactured by R. L. Adams Plastics, Inc.,
https://www.goadams.com/

4Amana Tool HSS1614, https://www.amanatool.com/hss1614-high-speed-steel-hss-foam-
cutting-straight-v-flute-1-2-dia-x-1-1-4-x-1-2-shank-router-bit.html

5Tormach PCNC 1100 Personal CNC Mill, https://tormach.com/
6The rotary stage used on the milling machine prevented the use of a vacuum table.
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(a) Machining filter (b) Assembled filter stack

Figure 5.1: XPS foam filters. On the left, the machining process of the XPS foam filters is shown.

An assembled filter stack is shown on the right.

5.2 Photogrammetry

In order to align the CLASS warm optics to the cold optics within the cryostat, the

positions of the VPM and mirrors with regard to the cryostat position need to be accurately

measured. For this, CLASS uses photogrammetry. Coded optical alignment targets are

placed throughout the optics cage, and precision uncoded optical targets are installed in

known positions on the cryostat and mirrors. A scale bar is also installed in the optics

cage. Using a calibrated camera, a set of several hundred photos is taken, and the coded

and uncoded targets are identified using computer vision algorithms. The identification

number of a coded target can be directly determined from a single image, which helps with

the next step. A bundle adjustment is then run, which estimates camera lens parameters,

the position of the camera for all of the photos, and the positions of all of the optical targets

using trigonometry. Finally, the arbitrary scale of the photogrammetry reconstruction is

set to a physical scale via measurements of targets on the scale bar.

For final measurements in the field, a Geodetic Systems V-STARS N photogrammetry

system is used.7 However, the optics also needed to be aligned prior to shipping the

7Geodetic Systems, Inc., Melbourne, FL; https://www.geodetic.com/
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optics cage, to ensure that the optics could be adjusted into the proper locations. As the

V-STARS system belongs to a collaborator in Chile, it could not be used for this purpose,

and acquiring a second copy of the system was prohibitively expensive. Thus, a new

system was needed, so an AICON Scanreference system,8 which is an order of magnitude

less expensive than the V-STARS system, was purchased. Unfortunately, the camera used

with this system has a fairly narrow field of view, necessitating a larger number of optical

targets and a larger number of photos to complete the reconstruction. Furthermore, the

software provided with the system is slow, and the reconstruction will completely fail if it

encounters any sort of error.

Although the system required a large number of coded targets to complete a recon-

struction of the optics cage, it only included 149 magnetic coded targets and digital files

from which an additional 192 coded targets could be printed. Unfortunately, the magnetic

coded targets were too small to work reliably at the distances required to photograph the

optics cage, leaving only the digital files, which could be used to print appropriately-sized

targets. As the 192 printable targets were not enough, the manufacturer was asked to

provide files for the remaining targets. Instead of providing the files, they attempted to sell

a multi-thousand-dollar software package for creating them. Fortunately, some research

turned up an expired patent that described the ring coding system used for the optical

targets (Thielbeer 1997). The patent contains all of the details needed to generate the

ring codes for the coded targets, except for the exact parameters and numbering scheme

used. This missing information was fairly straightforward to figure out—the targets are

14-bit with no restrictions on the number of transitions from black segments to white

segments and are ordered by increasing binary value. Scripts to generate the ring codes

and to generate a set of printable targets were then written using this information. With

the output of these scripts, appropriately-sized stickers with all 516 possible coded targets

8Hexagon DEU01 GmbH, Braunschweig, Germany; https://www.scanreference.com/
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were produced. This enabled the pre-shipment optics alignment to be completed.

5.3 3D-printed anti-reflective layer

When light encounters a boundary between materials with differing refractive indices, a

fraction of the light is reflected, as dictated by the Fresnel equations. When transitioning

between vacuum or air, with a refractive index of ∼1 and a material with a higher index,

such as the ∼1.58 of high-impact polystyrene (HIPS) plastic in millimeter wavelengths,

a layer with an index equal to the square root of the index of the higher-index material

can be used to reduce reflections. When the thickness of the lower-index layer is equal to

a quarter wavelength of the incident light, reflections are eliminated due to destructive

interference. As the thickness and index diverge from a quarter wavelength of the incident

light’s wavelength and the square root of the index of the substrate, respectively, the

reflection increases. If portions of the substrate material are removed from a layer with

feature sizes that are sub-wavelength, a metamaterial layer is created with an effective

refractive index that is between that of the substrate material and air, which is sometimes

referred to as a simulated dielectric. This allows for the creation of anti-reflective layers

without the need for a separate material, and such layers are used for the anti-reflective

layers on the CLASS lenses, created using subtractive machining.

While such metamaterial anti-reflective layers are commonly constructed using subtrac-

tive machining, it should also be possible to create such layers using additive manufacturing.

To evaluate the feasibility of such a technique, a prototype was developed to be manu-

factured using extrusion-based fused filament fabrication 3D printing for use at Q band.

This prototype was modeled via a transfer matrix method as a solid HIPS-plastic layer

of a given thickness sandwiched between two layers of lower index of a given thickness,

with the entire stack surrounded by vacuum. An optimization to minimize reflection was
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then run over the frequency range of the CLASS Q-band receiver, with the thickness of

the solid plastic core and the thicknesses and indices of the metamaterial layers as free

parameters. This optimization determined the optimal thicknesses of the metamaterial

layers and solid layer to be 1.7 mm and 2.5 mm, respectively. The target index for the

metamaterial layers was 1.17, which is less than the square root of the index of the solid

layer due to interactions between the three layers.

To produce the prototype, a flat, solid substrate was first printed in the shape of

a square out of HIPS plastic. On top of this, a metamaterial anti-reflective layer was

printed using a 0.25 mm diameter extrusion nozzle; this layer consisted of a single-nozzle-

width meander in the form of a geometric approximation of a Hilbert curve. Once an

initial prototype was printed, it was imaged with a flatbed scanner with a black material

placed behind the white, semi-translucent prototype. This allowed the fill fraction of the

metamaterial layer to be estimated using an image lightness thresholding algorithm, which

was necessary to account for manufacturing tolerances. This fill fraction measurement

was used to iteratively adjust the printed pattern in order to reach the desired fill fraction.

The thicknesses of the samples were also verified using calipers and adjusted as needed.

Once the final manufacturing parameters were determined, two larger samples were

produced. These were then solvent-welded together using methyl ethyl ketone in order

to create a sample with anti-reflective layers on each side, with care being taken to mask

the metamaterial layers to avoid damaging them with the solvent. Originally, attempts

were made to directly print a prototype with anti-reflective layers on each side, but these

attempts were unsuccessful since the material layer would not stick well enough to the

3D printer’s print bed, causing the print to fail. The completed prototype is shown in

Figure 5.2.

The performance of the prototype was tested using the fielded CLASS Q-band receiver

during the period of time when the optics cage was removed to facilitate upgrades to the
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Figure 5.2: A completed prototype with a 3D-printed anti-reflective layer is shown. Note that

the basic unit cell of the Hilbert curve meander is smaller than the ∼7 mm wavelength of the

high-frequency band edge of the CLASS Q-band receiver.
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receiver and to facilitate deployment of the first W-band receiver on the same mount. The

lack of the optics cage allowed a flat mirror to be installed in front of the receiver window

to direct the beam toward zenith, as shown in Figure 5.3. The receiver window was necked

down using an aluminum plate with a 5 cm diameter circular aperture in the center, to

allow for measurement of the small prototype.

Data collection started with observations toward zenith, and an Eccosorb HR-25 ab-

sorber sheet9 backed by aluminum-foil-covered cardboard was then installed in front of the

window aperture. The 3D-printed filter was then chopped twice between the window aper-

ture and the Eccosorb sheet, and the same was done for a 1.02 mm thick sheet of plain HIPS,

as a control. The Eccosorb sheet was then removed, and its aluminum-foil-covered back

was chopped twice in front of the window, with it pushed flush against the aperture plate

each time, to ensure it was parallel to the plate. By analyzing the time streams recorded

during this process for detectors located near the center of the focal plane, the reflectivity

of the filter can be determined. The Eccosorb sheet approximates zero reflectance, while

the aluminum sheet approximates 100% reflection back into the cryostat, so the reflectance

of the filter can be calculated as

𝑅filter =
𝑀filter −𝑀aluminum

𝑀Eccosorb −𝑀aluminum
, (5.1)

where the 𝑀 values are the detector data values in arbitrary units corresponding to the

subscript labels. This measurement showed the filter reflectance to be ∼0.5%, which is

considerably larger than the predicted ∼0.001%, although this can easily be attributed

to manufacturing uncertainties and experimental error. The reflectance of the non-anti-

reflective-coated reference sheet was measured to be 17.5%, which is close to the 17.4%

expected reflectance. A formal error analysis was not performed.

9Datasheet: https://www.laird.com/sites/default/files/2021-01/RFP-DS-HR%20092815.pdf

81

https://www.laird.com/sites/default/files/2021-01/RFP-DS-HR%20092815.pdf


To measure the emissivity, a different procedure was used. Data collection again started

with observations toward zenith, and the filter was chopped twice in front of the window

aperture. The Eccosorb sheet was then also chopped twice in front of the window aperture.

The Eccosorb sheet approximates a blackbody with 100% emissivity and temperature equal

to the ambient temperature, 𝑇ambient, approximately 270 K, while the sky temperature, 𝑇sky,

is approximately 12 K in band. Assuming the filter is also at ambient temperature, the

filter’s emissivity can be calculated as

Yfilter =

(︃
𝑀filter −𝑀sky

𝑀Eccosorb −𝑀sky

)︃ (︃
𝑇ambient −𝑇sky

𝑇ambient

)︃
. (5.2)

The emissivity was measured to be ∼13%. This is a bit higher than would be expected

given the bulk properties of HIPS, suggesting that the additional emissivity might be due

to the fact that the basic unit cell of the Hilbert curve pattern is only a factor of a few

smaller than the wavelength. As the fabrication method did not allow for a smaller pattern,

this suggests that the developed technique may be more useful for longer wavelengths,

such as at K band.

Additional measurements of the prototype were made using a VNA coupled to a free-

space quasi-optical setup, similar to that described in Chuss et al. (2017). This measurement

placed the average in-band reflectance for the CLASS Q-band telescope at ∼0.05%, showing

that the anti-reflective layers performed well. The measurement also allowed for simulation

parameters to be fit to the data, resulting in a dielectric function of 1.25+0.04i and a

thickness of 1.71 mm for the metamaterial layers and a dielectric function of 2.49+0.06i

and a thickness of 2.49 mm for the solid layer. The thicknesses matched the designed

values, but the refractive index of the metamaterial layers, 1.12, was lower than expected.

Additionally, the loss was significantly higher than expected, suggesting that the HIPS

used to produce this prototype had higher loss than the HIPS sample measured in Table 4.2,
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Figure 5.3: The CLASS Q-band receiver is shown installed on the telescope mount in the Atacama

desert, without the optics cage installed. A flat mirror has been installed in front of the receiver

window to direct the beam toward zenith.

which was from a different material supplier, or that the methyl ethyl ketone solvent used

to assemble the prototype had a detrimental effect.

5.4 Silicone-based broadband absorber

Polyurethane-foam absorbers, such as Eccosorb HR, quickly degrade when installed at

the CLASS observing site due to ultraviolet (UV) exposure and must additionally be

protected from the occasional snowstorm, motivating the development of an alternative

broadband millimeter-wave absorber. Such an alternative should ideally be flexible, for

ease of installation on the curved forebaffles of the CLASS telescopes, and needs to be able

to be produced more quickly than the 3D-printed absorber described in Chapter 4, in order

to produce enough to cover the forebaffles in a reasonable amount of time. To this end,

development of a carbon-loaded cast silicone absorber was explored. Silicone—particularly

with carbon loading—is UV resistant. Additionally, it is flexible, and there is no concern

that the carbon loading will wash out of the material.

83



To produce such an absorber, a pyramidal design with a 5 mm base length and a 10 mm

height was chosen. A casting mold was then manufactured using a Formlabs Form 2

stereolithography (SLA) 3D printer out of Formlabs standard clear photopolymer resin.10

Smooth-On Mold Star 15 silicone11 was mixed with approximately 5% carbon black by

volume, poured in the mold, vacuum degassed, allowed to cure, and then removed from the

mold. This initial prototype was measured at Q band using a VNA coupled to a free-space

quasi-optical setup, similar to that described in Chuss et al. (2017). The reflectance started

at −6 dB at 34 GHz and decreased to −14 dB by 50 GHz. As the reflectance of the initial

prototype was a bit high, a second prototype was produced with 10% carbon black by

volume. The reflectance for the second prototype started at −8 dB at 34 GHz and decreased

to −17 dB by 50 GHz. Based on these measurements, the absorber is expected to perform

well at W band but would likely need a larger pyramid size for better performance at

Q band. To test the durability of the absorber, a prototype was secured to the roof of a

shipping container at the CLASS observing site, in direct sun. After 29 months, it showed

no signs of degradation. The mold used to produce the absorbers and a prototype absorber

are shown in Figure 5.4. Despite quicker production times than the 3D-printed absorber

design and reasonable performance, development of this absorber was not pursued further,

since producing enough of the absorber to cover the entirety of the CLASS forebaffles

would have still taken an unreasonable amount of time and effort.

5.5 3D-printed dog-leg absorber geometry

Based on a concept presented in Wollack et al. (2014), an absorber geometry with a dog-leg

feature was developed for use with SLA-based 3D printing. This geometry is based on a

pyramidal geometry, but the region along the base of the pyramids is replaced with a dog-

10Formlabs, Inc., Somerville, MA; https://formlabs.com/
11Datasheet: https://www.smooth-on.com/tb/files/MOLD STAR 15 16 30 TB.pdf
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(a) Mold (b) Absorber

Figure 5.4: On the left, the mold used to cast the silicone absorber prototypes is shown. On

the right, a prototype absorber is shown after 29 months installed in direct sun at the CLASS

observing site; although it is a bit dusty, it shows no signs of degradation.

leg feature, which hides the base of the slot from view. When the absorber is operated in the

geometric limit, this feature should reduce the absorber’s reflectance, since light reaching

the base of the pyramids must bounce and be absorbed multiple times. A prototype was

produced using a Formlabs Form 2 SLA 3D printer out of Formlabs durable photopolymer

resin, proving the feasibility of the concept; this prototype is shown in Figure 5.5. The

prototype survived testing with liquid nitrogen, suggesting that it can handle cryogenic use.

For such a geometry to be used as a broadband absorber, an SLA-compatible photopolymer

resin that is also a lossy dielectric needs to be developed, but the development of such a

resin has been left for future work.
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Figure 5.5: A 3D-printed prototype of a dog-leg geometry for a broadband absorber is shown. The

dog-leg feature prevents single-bounce reflection off of the region at the base of the pyramidal

structures.

5.6 Smooth-walled rectangular-to-circular waveguide

transition

Abruptly transitioning from one waveguide cross-section to another, such as from a rectan-

gular waveguide to a circular waveguide, produces reflections. Thus, a transition geometry

is needed to minimize such reflections. The simplest transition is to linearly interpolate

from one cross-section to another, but this is not optimal, as it leads to either unnecessarily-

high reflectance for a fixed transition length or an unnecessarily-long transition for a fixed

maximum reflectance. One common approach is to use a stepped Chebyshev transformer,

which uses multiple transition steps, each of which is a quarter wavelength long, to mini-

mize the magnitude and ripple of the frequency-dependent reflectance in the frequency

band of interest (Wollack 1995). While this works well for transitions manufactured using

subtractive machining of aluminum or copper, a smooth, non-stepped transition is prefer-

able for use with SLA-based 3D printing as it avoids abrupt overhangs. As photopolymer

resins are poor conductors, the waveguide parts are copper plated after printing.
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In order to produce a smooth transition, the generalized-superellipse method of Cogol-

los et al. (2018) was extended to work with rectangular-to-circular waveguide transitions.

A generalized superellipse is defined parametrically using the equation

(︃
𝑥

𝑘𝑥

)︃𝑚
+
(︃
𝑦

𝑘𝑦

)︃𝑛
= 1, (5.3)

where 𝑘𝑥 and 𝑘𝑦 are the semi-radii of the superellipse, |𝑥 | ≤ 𝑘𝑥 and |𝑦 | ≤ 𝑘𝑦 are dimensions

along the 2D plane, and𝑚,𝑛 ∈ R+ control the curvature. A planar transition between two

microstrips of differing widths is constructed by taking one quadrant of the superellipse,

where 𝑘𝑥 is equal to the length of the transition and 𝑘𝑦 is equal to the difference between

the widths of the two microstrips, and forming a taper profile where the taper edge follows

the superellipse. This can be extended to transition from one rectangular waveguide cross-

section to another by using two different superellipses, one for each waveguide dimension,

as was done in Cogollos et al. (2018). It can be further extended to a rectangular-to-

circular waveguide transition by first also parameterizing the waveguide cross-section

as a generalized superellipse, with 𝑚 = 𝑛 = ∞ and 𝑚 = 𝑛 = 2 for the rectangular

and circular ends, respectively. To transition from a circular waveguide to a rectangular

waveguide, the two superellipses for the rectangular-to-rectangular waveguide transition

are supplemented with a third superellipse to set the transition profile of the squareness

parameter, with 𝑘𝑥 = 𝑘𝑦 = 1. This gives final parametric equations for the transition

surface of

𝑥 (𝑢, 𝑣) =
[︃
𝑤

2
+
(︃
𝑑 −𝑤

2

)︃
(1 − 𝑢𝑚𝑥 )1/𝑛𝑥

]︃
|cos 𝑣 |𝛼 cos 𝑣

|cos 𝑣 | + 𝜖
(5.4)

𝑦 (𝑢, 𝑣) =
[︃
ℎ

2
+
(︃
𝑑 − ℎ

2

)︃
(1 − 𝑢𝑚𝑦 )1/𝑛𝑦

]︃
|sin 𝑣 |𝛼 sin 𝑣

|sin 𝑣 | + 𝜖
(5.5)

𝑧 (𝑢, 𝑣) = 𝑙 · 𝑢, (5.6)
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where

𝛼 = (1 − 𝑢𝑚𝑠 )1/𝑛𝑠 + 𝜖 , (5.7)

𝑢 ∈ [0, 1], 𝑣 ∈ [−𝜋 ,𝜋), 𝑤 is the width of the rectangular waveguide, ℎ is the height of the

rectangular waveguide, 𝑑 is the diameter of the circular waveguide, 𝑙 is the length of the

transition, and 𝜖 = 0.001 is a small number to avoid numerical issues; 𝑛𝑥 , 𝑚𝑥 , 𝑛𝑦 , 𝑚𝑦 , 𝑛𝑠 ,

and𝑚𝑠 are parameters to optimize over.

A transition with length 1.234_𝑐 from a rectangular waveguide with dimensions 0.392_𝑐

and 0.784_𝑐 , e.g., a WR10 waveguide, to a circular waveguide with diameter 0.919_𝑐 was

designed with 40% fractional bandwidth; _𝑐 denotes the center wavelength. The diameter of

the circular waveguide was chosen to have an identical cut-off frequency of the TE10 mode

as the rectangular waveguide. The transition was parametrically modeled in the ANSYS

HFSS software package,12 which performs an electromagnetic finite element analysis (FEA),

and a genetic-algorithm optimization was performed to find parameters that minimized

the maximum in-band reflectance. This resulted in generalized-superellipse curvature

parameters of 𝑚𝑥 = 1.378 and 𝑛𝑥 = 1.033 for the broad-wall transition, 𝑚𝑦 = 1.393 and

𝑛𝑦 = 0.5659 for the narrow-wall transition, and 𝑚𝑠 = 1.171 and 𝑛𝑠 = 0.6149 for the

squareness-parameter transition. The in-band reflectance was below −35 dB across the

entire band; this compares favorably to a linear transition of the same length, which only

has in-band reflectance below −22 dB across the entire band. A wire-frame rendering

of the optimized transition is shown in Figure 5.6. This design has yet to be fabricated,

although smooth-walled copper-plated SLA-printed waveguide components should work

at frequencies up through at least W band.

12ANSYS HFSS 2019 R1; ANSYS, Inc., Canonsburg, PA; https://www.ansys.com/
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Figure 5.6: A wire-frame rendering of the optimized rectangular-to-circular waveguide transition

is shown. Note the smooth walls and the non-linear nature of the transition.
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Chapter 6

Single-track Absolute Rotary

Color Optical Encoder

Measuring absolute angular position is traditionally done using either a Gray code or a

quadrature encoder with an additional index track, both of which are commonly read

using either optical or magnetic sensors. Gray codes allow for instantaneous measurement

but require a large number of tracks for high resolution, e.g., twelve tracks to achieve 0.1°

resolution for a rotary encoder. Since the value of only one track changes at a time with

a Gray code, Gray codes are resistant to sensor read errors; read errors caused by track

segment transitions only result in a misread of the adjacent position instead of a position

elsewhere on the encoder track (Gray 1947). Indexed quadrature encoders require only

two tracks but need to first be rotated to find an index mark before outputting an absolute

angular position.

However, particularly-space-constrained applications only have room for a single track.

Single-track Gray codes are a particular class of Gray codes that allow multiple sensors to

be placed at different positions on a single track instead of using multiple tracks with one

sensor per track, as is done with a traditional Gray code, but single-track Gray codes still
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require at least as many sensors as a traditional Gray code (Hiltgen et al. 1996). Naively

using a colored track allows this binary coding scheme to be extended to base-𝑛, where 𝑛 is

the number of colors used, thereby reducing the number of read heads required. However,

in order to maintain Gray code’s resistance to position errors resulting from track segment

transitions, only a subset of color transitions can be used, necessitating the use of a color

graph. While rare, color has been previously used for optical encoders (Iafolla et al. 2020),

but the representation of color as a graph is a novel concept.

6.1 Color graph

When a color sensor crosses the boundary between two adjacent track segments that

are different colors, the sensor measures a mixture of the two colors. For example, if

one segment is blue and the other is yellow, the sensor will measure green during the

transition; if green is also a color used on the encoder track, this would introduce a read

error. Thus, only transitions between blue and green and then between green and yellow

can be allowed if Gray code’s resistance to read errors resulting from transitions is to be

maintained.

These color transitions can be quantified by using a Euclidean chromaticity plane, e.g.,

the CIE 1931 𝑥𝑦 plane. At its 1931 meeting, the Colorimetry Committee of the Commission

Internationale de l’Éclairage (CIE) established a set of three reference primary colors, 𝑋 , 𝑌 ,

and 𝑍 , which form a linear color space that establishes both chromaticity and luminance.

This volume is then projected via

𝑥 =
𝑋

𝑋 + 𝑌 + 𝑍
(6.1)

𝑦 =
𝑌

𝑋 + 𝑌 + 𝑍
(6.2)
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to form the 𝑥𝑦 chromaticity plane (Fairchild 2013). When two isoluminant colors are mixed

on this plane, the resulting color is on the line that connects the two source colors.

On this plane, the entire color gamut visible to a typical human observer can be plotted,

as is shown in Figure 6.1, with the boundaries formed by monochromatic light and the line

of purples. Thus, a three-color method such as the red, green, and blue (RGB) primaries,

used for additive color applications such as emissive digital displays, or the cyan, magenta,

yellow, and black (CMYK) primaries,1 used for standard process color printing, cannot be

used to represent the entire visible gamut. RGB additive primaries form a triangle in the

gamut with one primary forming each corner, while CMYK subtractive color, of particular

interest since a color encoder track is printed via this method, forms a hexagon with three

corners formed by the primaries and the other three corners formed by equal mixtures of

two different primaries. This printable gamut is plotted in Figure 6.1.

Since the result of mixing two colors is on the line between the two colors, encoder

track segment transitions fall on this line. In order to prevent read errors from being caused

by transitions, the midpoint of said line needs to be closer to its two endpoints than any

other color used on the encoder track. Thus, an equilateral triangular grid is overlayed

on the printable gamut, and adjacent nodes of the grid are used to select colors for the

encoder track. To maximize robustness, the grid’s offset and orientation and the node

selection should be done such that the grid’s scale can be maximized, thus maximizing the

distance between adjacent nodes.

A graph consisting of the corners and center of a regular hexagon with adjacent nodes

connected was chosen for creating a 0.1° resolution encoder. This seven-color graph is

plotted on the 𝑥𝑦 plane in Figure 6.1, and the values of the seven colors are shown in

Table 6.1.
1Black ink is a special case.
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Figure 6.1: A chromaticity diagram showing the visible gamut, the CMYK printable gamut, the

encoder colors graph, and the valid color transitions is presented. The Specification for Web

Offset Publications (SWOP) color profile is used for the CMYK range boundary as it describes a

fairly generic CMYK process. The numbers along the edge of the horseshoe shape refer to the

wavelength of monochromatic light in nanometers. As the full visible gamut is much larger than

what can be printed on paper or displayed on a computer monitor, the colors used here are for

visualization purposes only.
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Table 6.1: The colors that comprise the color graph are presented. The number refers to the

encoder color ID, x and y are CIE 1931 chromaticity coordinates, and the CMYK color values are

expressed as percentages, derived using Y = 38 (CIE 1931 Y , not CMYK Y ).

No. x y C M Y K

1 0.227 0.470 99 0 76 0 ■
2 0.381 0.514 49 0 100 0 ■
3 0.189 0.314 100 0 21 0 ■
4 0.343 0.359 31 22 24 0 ■
5 0.497 0.404 12 54 83 0 ■
6 0.305 0.204 76 100 0 30 ■
7 0.459 0.248 22 100 4 20 ■

Read-head positions

Ticks

Encoder track

Figure 6.2: A visualization of the encoder track is shown. The arrows denote the relative positions

of the six read heads, the ticks below them denote the track divisions that correspond to the

encoder resolution, and the colored boxes at the bottom show the encoder track. Note that the

first colored box is 11 ticks wide, and the next five colored boxes are each 5 ticks wide. This

segment pattern then repeats but with different colors.

6.2 Generating an encoder track

In order to minimize the encoder’s size, the read heads are placed as close together as

allowed by the restriction that only one sensor changes at a time; this results in sensors

spaced by the number of track divisions that is equal to the number of sensors. For a

0.1° resolution encoder, six read heads were used with the aforementioned color graph.

With this information, a repeating track segment pattern needs to first be constructed;

the number of divisions in this pattern must be equal to the number of read heads times

the read head spacing, in this case 36 divisions. Numerous such patterns can be trivially

constructed; the pattern used was 11–5–5–5–5–5, since this maximizes the width of the

smallest segment, which in turn minimizes the chance of a read head measuring an adjacent

segment. A visualization of this track pattern is shown in Figure 6.2.

With a segment pattern and color graph in hand, the encoder pattern can then be
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Pattern: [11, 5, 5, 5, 5, 5]

Color sequence: [2, 5, 2, 4, 6, 3, 4, 2, 5, 2, 4, 1, 4, 7, 4, 1, 2, 5, 4, 1, 4, 3, 4, 6, 3, 1, 4, 5, 7, 6, 7, 4, 1, 2, 4,

7, 6, 3, 1, 2, 1, 4, 3, 1, 3, 1, 2, 1, 2, 4, 2, 5, 2, 5, 2, 1, 2, 5, 7, 5, 4, 6, 3, 6, 3, 4, 3, 6, 7, 5, 7, 4, 5, 4, 5, 2, 5, 2,

1, 3, 4, 7, 4, 2, 1, 3, 4, 6, 3, 6, 4, 7, 5, 4, 3, 1, 4, 2, 1, 3, 6, 3, 1, 2, 4, 1, 3, 4, 5, 4, 3, 4, 6, 4, 6, 4, 2, 1, 4, 7, 5,

4, 7, 4, 3, 4, 3, 6, 3, 6, 7, 4, 5, 7, 6, 7, 5, 7, 6, 7, 4, 6, 4, 6, 4, 1, 2, 4, 3, 1, 4, 3, 6, 4, 1, 3, 4, 2, 4, 2, 1, 2, 1, 2,

4, 1, 2, 5, 7, 6, 7, 5, 4, 7, 4, 7, 5, 7, 6, 4, 1, 4, 6, 3, 4, 5, 7, 5, 2, 1, 2, 1, 4, 3, 6, 7, 6, 3, 1, 2, 5, 2, 1, 4, 3, 6, 4,

6, 3, 6, 7, 6, 4, 2, 1, 2, 4, 2, 1, 2, 4, 6, 3, 4, 6, 4, 7, 4, 1, 2, 1, 3, 1, 3, 6, 7, 6, 4, 7, 5, 7, 6, 3, 1, 3, 4, 1, 3, 4, 3,

1, 4, 1, 4, 2, 4, 2, 4, 3, 6, 7, 6, 4, 1, 4, 7, 6, 7, 5, 4, 1, 4, 1, 4, 5, 4, 1, 2, 5, 2, 5, 7, 5, 4, 1, 2, 1, 4, 7, 6, 7, 6, 4,

2, 5, 2, 5, 4, 3, 6, 7, 4, 1, 3, 1, 3, 1, 4, 7, 5, 2, 1, 2, 5, 4, 1, 3, 6, 4, 1, 2, 5, 7, 5, 2, 5, 2, 1, 4, 5, 2, 5, 7, 5, 2, 1,

3, 4, 2, 4, 6, 4, 7, 4, 6, 3, 1, 2, 4, 6, 7, 4, 2, 1, 2, 1, 3, 4, 6, 4, 1, 4, 7, 4, 3, 4, 5, 2, 5, 7, 6, 4, 6, 7, 6, 3, 6, 4, 1,

3, 1, 2, 5, 7, 5, 7, 6, 3, 6, 4, 2, 4, 5, 2, 4, 2, 4, 1, 3, 1, 4, 1, 3, 4, 3, 4, 2, 4, 5, 7, 4, 2, 4, 3, 4, 6, 4, 2, 4, 7, 4, 1,

4, 6, 4, 5, 4, 6, 7, 5, 2, 5, 2, 4, 5, 4, 7, 4, 6, 4, 1, 3, 6, 4, 7, 6, 7, 5, 2, 1, 4, 5, 4, 5, 7, 6, 3, 6, 7, 6, 7, 5, 2, 5, 4,

3, 1, 2, 1, 3, 1, 4, 1, 2, 4, 7, 5, 2, 4, 2, 1, 4, 5, 7, 5, 4, 1, 3, 6, 7, 6, 3, 6, 3, 4, 7, 6, 4, 5, 7, 4, 1, 3, 6, 3, 6, 3, 1,

2, 5, 7, 4, 5, 7, 5, 2, 5, 4, 2, 5, 7, 5, 7, 4, 5, 2, 4, 1, 3, 1, 2, 4, 2, 4, 1, 2, 4, 3, 6, 7, 5, 4, 1, 3, 4, 3, 6, 3, 4, 5, 4,

1, 4, 3, 1, 3, 4, 7, 5, 2, 4, 3, 1, 4, 6, 7, 5, 7, 5, 2, 4, 2, 4, 5, 4, 3, 4, 1, 4, 5, 7, 4, 2, 5, 4, 6, 4, 1, 2, 5, 4, 5, 4, 6,

7, 6, 3, 4, 7, 6]

Figure 6.3: The generated 0.1° encoder track values are shown. Color sequence numbers refer to

the colors shown in Figure 6.1 and Table 6.1. As the track is cyclic, the start position of the track

is arbitrary.

generated. This was done by performing a random walk on the color graph. After each

step, the entries in the list of colors corresponding to the read heads at each division were

compared to ensure that there were no repeated codes. If a repeated code was found,

an exhaustive search was performed with the other possible colors to try to continue. If

continuing was not possible, the last color step was removed, and a second exhaustive

search was performed. If progress was still not possible, the process was restarted. After

𝑂 (108) iterations, a valid cyclic encoder track was found; this track is presented in Figure 6.3.

Searches were performed with either one fewer sensor or with a color graph consisting of

one fewer color, but no valid tracks were found. Although no tracks were found for such

configurations, their existence has not been ruled out.
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6.3 Prototype design and construction

A prototype sensor was designed and constructed using six identical ams TCS34725 RGB

color sensor integrated circuits2 connected via a Texas Instruments PCA9548A I2C mul-

tiplexer3 to an STMicroelectronics STM32L031F6 microcontroller.4 To reduce the circuit

board size, the color sensors were placed on the backside of the PCB, while the rest of the

components were placed on the front.

Since the color sensors have a wide field of view, ∼120° FWHM, some sort of optics are

needed to reduce this. An illumination source also needs to be installed near the sensors.

For the prototype, both of these problems were solved by two additional PCBs. First, a

spacer PCB with a circular cutout for each color sensor was used to clear the vertical

height of the color-sensor chips. Then, a second PCB with a small drill hole centered above

each color sensor was created to serve as an aperture stop to restrict the field of view;

LEDs were also mounted to this PCB close to each aperture to illuminate the encoder track.

Both PCBs were designed with castellated edges to allow them to be soldered to the main

PCB after the color sensors were installed, both for mechanical attachment and to carry

power to the LEDs. Matte-black solder mask was also used on all three PCBs to reduce

problematic reflections. The assembled prototype can be seen in Figure 6.4.

Firmware was written for the microcontroller to read out the six color sensors and

output the current absolute position via a UART serial interface. First, the RGB values are

read from the sensors. Then, these RGB values are converted to 𝑋𝑌𝑍 values by applying

calibration matrices, and then the 𝑋𝑌𝑍 values are converted to 𝑥𝑦 chromaticity values.

An individual calibration matrix was created for each sensor by measuring printed patches

of the seven encoder-track colors and then fitting the matrix using these RGB data and the

2Datasheet: https://ams.com/documents/20143/36005/TCS3472 DS000390 3-00.pdf
3Datasheet: https://www.ti.com/lit/ds/symlink/pca9548a.pdf
4Datasheet: https://www.st.com/resource/en/datasheet/stm32l031f6.pdf
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Figure 6.4: The assembled prototype sensor is shown with a printed test track. The yellow rectan-

gular components on the PCB are LEDs, and the untented vias in between them serve as apertures

for the color sensors.

fiducial 𝑥𝑦 values. Next, Euclidean distance is used to match each measured 𝑥𝑦 value to

the closest encoder track color; these distances are also summed and recorded as an error

estimate. Since the microcontroller has limited flash memory, only the track pattern and

color sequence are directly stored. To determine the angular position, all 3600 positions

are looped through and their color lists constructed on the fly until a match is found; if no

match is found, the read is reported as an error. Finally, the measured position and error

estimate are transmitted to a host system via a serial interface.

An encoder track was manufactured by printing the encoder track pattern onto matte-

white paper using an inkjet photo printer; toner-based printing processes were found to

introduce problematic reflections, necessitating the use of an inkjet printer. The track was

split into 20 segments in order to fit in the available page area. These strips were then

affixed to the outside edge of a ∼1.5 m diameter aluminum ring that is free to rotate, and

the assembled sensor was mounted adjacent to the ring. The mounted track and sensor

are shown in Figure 6.5.
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Figure 6.5: The fully assembled encoder prototype is shown installed in a position to read an

encoder track installed on the edge of a ∼1.5 m diameter ring.

6.4 Discussion

The rotating ring used for testing is part of a near-field calibration device for CLASS.

The calibrator needs to be able to slide into a thin slot on the telescopes, at the base of

the forebaffle, for certain measurements to be performed, which introduced significant

thickness constraints. Due to these constraints, the rotating ring only has 3.2 mm of

thickness available for an encoder track. Commercially-available absolute linear encoders

were considered for measuring the angular position, but almost all of the encoders that

were considered required tapes that were too tall to fit on the rotating ring, motivating

the development of this single-track encoder. Furthermore, these encoders were much

higher resolution than necessary, and the additional resolution resulted in tight alignment

tolerances, which were impractical to maintain due to how the ring is mounted.

The developed color optical encoder concept is far more forgiving to misalignment

than the previously-mentioned encoders, to the extent that it will even function when

carefully held by hand. The encoder concept can also be used for a linear encoder, simply

by dropping the cyclic requirement when generating the encoder track or by using just
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a portion of the existing encoder track. However, while the concept is sound, further

development is needed for the physical implementation to make it more practical. In

particular, proper optics should improve performance, and the seven colors used should be

optimized with the color sensors and printing process in mind. In the end, the plans for

motorizing and automating the calibration device were dropped, so further development

of the encoder concept was not pursued.
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Chapter 7

Control and Systems Software

In order for CLASS to perform CMB measurements, software and computing and net-

working equipment are necessary to perform observations, collect time-ordered data, and

package and transfer data for further analysis. To this end, this chapter describes the

architecture of the software used to control the telescopes, acquire data from the various

instruments, schedule observations, monitor the status of the instruments and observations,

create archival data packages, and transfer data packages to North America for analysis.

The telescopes operate at a high-altitude site in northern Chile located on Cerro Toco and

are connected to the internet via a facility in the nearby town of San Pedro de Atacama.

Data are then transferred to a data server located on the Johns Hopkins University campus

in Baltimore, Maryland for further analysis. The remainder of this chapter is structured as

follows. Section 7.1 gives an overview of the network and software architecture, Section 7.2

describes how this software is interfaced to some key subsystems, Section 7.3 details the

data packaging and transfer pipeline, and Section 7.4 outlines the web interface used to

monitor status and schedule observations. Finally, we present some lessons learned in

Section 7.5 and conclude in Section 7.6.

Except for some minor changes, this chapter was previous published as Petroff et al. (2020b).
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7.1 Network and software architecture

With multiple receivers and numerous housekeeping systems, more than a dozen computers

are used to operate CLASS. Networking and a cohesive software control suite are therefore

required to coordinate the operation of these systems such that science data can be collected,

transferred off-site, and later analyzed.

7.1.1 Network layout

The CLASS network is divided into two main components, the site network on Cerro Toco

and the supporting systems down the mountain in San Pedro de Atacama. These compo-

nents are connected using a wireless network link operating at 5 GHz. This approximately

43 km line-of-sight radio link is provided by two Ubiquiti AF-5X transceivers1 and is able

to sustain data rates in excess of 100 Mbps. The site end of the wireless link is located on

a tower ∼170 m from the telescopes, at the edge of a cliff and with a clear line-of-sight

to the San Pedro de Atacama end of the link. The site end of the link is powered via a

solar panel and batteries and is connected to the rest of the site network via a fiber optic

cable, providing complete electrical isolation, to protect against lightning damage. All

computers are powered via uninterruptible power supplies (UPSs) so that they remain

online during the brief power losses sustained while switching between the site’s two

generators. Similarly, the equipment in San Pedro de Atacama is powered with a UPS;

this UPS is capable of providing several hours of backup power, which is necessary due to

the frequency and duration of power outages at this location. An overview of the CLASS

network is given in Figure 7.1.

The San Pedro de Atacama portion of the network consists of a router, an analysis

computer, and a remote access computer. The analysis machine is used for doing prelim-

1Ubiquiti Inc.; https://www.ui.com/

101

https://www.ui.com/


Internet

San Pedro

de Atacama

Network

Ubiquiti AF-5X

Mount 1

Network

Control Room

Network

Ubiquiti AF-5X

Mount 1

Isolated

Network

Mount 2

Network

Mount 2

Isolated

Network

Copper Copper

Wireless Link

FiberFiber

Fiber

Cerro Toco Network

Figure 7.1: Network architecture overview. Network segments in San Pedro de Atacama and on

Cerro Toco are connected via a wireless link; other segments are connected via either copper or

fiber optic Ethernet cables.

inary analysis of data collected by the telescope. Additionally, it is used to store telescope

data once it is transferred down the mountain, until the data are copied to North America.

The Cerro Toco portion of the network consists of three major segments: the control

room, the first mount, and the second mount. The control room and mounts all use

managed Ethernet switches, which provide gigabit connectivity over both copper and fiber

optic cables, and are interconnected via fiber optic cables. Each mount has an additional

switch for communication between the mount computers and the mount servo motors,

which are isolated from the primary network. The radio link to San Pedro de Atacama

is connected to the control room switch. The mounts each contain two computers for

controlling the mount; two housekeeping computers, one for each cryostat; a star camera;

four servo motors, which are on an isolated network; and two VPM controllers, one

for each telescope. The control room contains a server rack with a central server,

a display and status computer, a command terminal, a star camera host computer, and

detector readout computers, one for each detector readout unit.2 Additionally, there are

2The detector readout units are on the mount and interface with the detectors; they are connected to
the readout computers via fiber optic cables.
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laptop computers that can be moved around as needed, to fulfill miscellaneous needs. A

Wi-Fi access point is also installed, although this is turned off during observations.

7.1.2 Software structure

CLASS’s software infrastructure is currently built around the Ubuntu 20.04 Linux distri-

bution3 and the Python programming language,4 specifically version 3.8. These releases

are both supported through at least 2025. Software is developed using the Git5 distributed

version control system. All machines run the Ubuntu 20.04 operating system, except for

the cryostat virtual machines that run Windows 7 for compatibility with vendor-provided

proprietary software and the mount computers that run the VxWorks6 real-time operat-

ing system (RTOS). With the exception of some C code required to interface with some

hardware and a few shell scripts, all control and data acquisition software running on the

Linux servers is written in Python. The control scripts are run as systemd7 services so

that they start on boot.

The basic software structure consists of Python scripts running each of the telescopes’

subsystems, with a central command script to coordinate operations. Since control and

data acquisition software is running on multiple computers on the network simultaneously,

a control and communications system for these distributed systems is required. The Pyro8

package, version 4, was chosen for this purpose. Each subsystem is operated by a separate

Python script, which includes a Pyro interface. These Pyro interfaces expose the scripts’

control function to the network. The command script is then able to call these exposed

functions as if they were local functions, with Pyro seamlessly taking care of all of the

3Canonical Ltd.; https://www.ubuntu.com/
4Python Software Foundation; https://www.python.org/
5https://git-scm.com/
6Wind River Systems Inc.; https://www.windriver.com/
7https://www.freedesktop.org/wiki/Software/systemd/
8https://pyro4.readthedocs.io/
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Figure 7.2: Software structure overview. Boxes represent various components or locations, and

arrows represent data or command flow. The software is structured around Python scripts, with

a web interface used for user interaction and dirfiles used for data recording.

network communications. Thus, subsystems are controlled by calling the command script,

which in turn uses Pyro to call a function on the corresponding subsystem.

Figure 7.2 contains an overview of the software structure. All subsystems write data

to the central server over the network, and a centralized database is used to store

metadata. A scheduler is used to execute preplanned observing routines, and a web

interface is used to monitor system statuses and control the scheduler. The standard

data format is the dirfile standard for time-ordered data.9 This filesystem-based, column-

oriented format has been used for previous cosmology experiments, including the Atacama

Cosmology Telescope (Switzer et al. 2008) and the EBEX (Milligan et al. 2010) balloon-borne

experiment. It is supported by its reference GetData implementation (Wiebe et al. 2015),

which includes the pygetdata Python bindings, and can be easily visualized using the Kst

plotting software.10

9http://getdata.sourceforge.net/dirfile.html
10KDE e.V.; https://kst-plot.kde.org/
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7.1.3 Scheduling

While a central command script is sufficient, and preferable, for testing, its use for regular

observations is highly inefficient and error-prone. Instead, a scheduling system is needed

so an observation can be planned in advance. For a survey experiment like CLASS, once

a reasonable observation strategy is found and tested, it will be used again and again.

Therefore, a scheduling system that facilitates running such preplanned observations needs

to be devised. One way to implement such a system would be to replace the command

script with a scheduler, calling the same Pyro functions as the command script. Although

this method has the appeal of being simple and straightforward, it has the disadvantage

of possibly producing different behavior than the command script, which would lead

to much confusion once a schedule is created using commands that were first tested by

hand using the command script. Therefore, the CLASS scheduler calls the command

script, to ensure the exact same behavior.11 The results of the commands are logged to a

database. A schedule entry is created using the arguments to the command script, exactly

what would be typed into the command terminal. These entries are combined with lines

containing a simple time delta syntax, relative to either the schedule’s start time or the last

time directive, as well as optional comment lines. An example of the scheduler syntax

can be seen in Figure 7.3.

7.1.4 Databases

While the science data are written to disk, it is helpful to keep various sorts of metadata in

a database for easy access and manipulation. For CLASS, metadata about chunks of science

data are stored in a database as well as a log of all commands executed and scheduler data.

11More specifically, it calls a symbolic link to the command script. The command script uses this
difference in the name of the script called to log the fact that the call was made by the scheduler. There
is also an additional mode that evaluates the command arguments but does not execute anything, which
allows command syntax to be verified.
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# This is a comment
MCEQ -autobias

# The following sets the commands after it to be run 2 minutes
# after the last time directive
/+2m
MCEQ -acqdata 50000000

# The following sets the commands after it to be run
# 2 days, 20 hours, 5 minutes, 30 seconds after the start time of the schedule
/2d20h5m30s
MCEQ -stop

Figure 7.3: Example of Scheduler syntax. Examples are shown of individual commands, com-

ments, and relative and absolute time deltas.

Metadata for the science data collected are entered into a database to facilitate both data

transfer and analysis. Therefore, a distributed database system is needed such that it can be

accessed locally at the telescope site, in San Pedro de Atacama, and in North America. Three

desirable properties for distributed computer systems, in this case a distributed database,

are consistency, availability, and partition tolerance. However, Brewer’s theorem states

that only two of the three can be achieved by any one system (Gilbert and Lynch 2002).

Consistency requires all copies of the database to return identical results when queried,

availability requires the database to always be accessible, and partition tolerance requires

the system to still function even if the network link between the different copies is severed.

For example, if a database system enforces both partition tolerance and consistency, the

database will be read-only, and thus only partially accessible, if the network link goes down,

since the link is needed to keep the different copies consistent. For CLASS, availability

and partition tolerance are the most important properties, since both the radio link to

the telescope site and the internet connection to North America might be unreliable, but

this should not stop data collection, which also involves adding metadata to the database.

Although this could in general lead to merging problems when the database system tries
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to restore consistency once a severed network link is reestablished, the software running

at CLASS’s three locations modify different database fields, so no conflicts will arise. Most

data are entered at the telescope site, with the software at the two auxiliary sites only

modifying fields pertaining to their local data storage locations.

To this end, the CouchDB database12 was chosen for handling metadata, with a server

at each location running a database server instance that hosts a full copy of the databases

to allow for fast, low-latency database queries. CouchDB is a NoSQL database that stores

data as JSON documents and is highly available and partition tolerant, with eventual

consistency. NoSQL databases differ from traditional SQL databases by not requiring a

fixed, predefined table structure; instead, each document can have any data keys it needs,

functioning more like a dictionary than a spreadsheet. Instead of using structured queries

to retrieve data, mapping and reduction functions are written and used; in the CouchDB

parlance, these are known as “views” and are written in JavaScript.

The CouchDB instance hosts databases to store commands executed, schedules, the

results of commands executed for schedules, and metadata about the science data products.

The commands database records commands executed by the command script along

with a timestamp and Git revision hashes for both the command script and the target

script; this logging happens regardless of how the command script was called—directly

or by the scheduler. Each commit in a Git repository has a unique 160-bit SHA-1 hash

(National Institute of Standards and Technology 2015) associated with it; since all of the

site software is contained in a Git repository, recording these revision hashes uniquely

identifies the exact version of the scripts that were executed, for future reference. The

schedules database contains schedules for use by the scheduler. Each entry contains

the actual schedule entered, a parsed copy of the schedule for use by the scheduler,

an ID number, descriptive tags, the schedule’s author, a start time, and a status field.

12Apache Software Foundation; https://couchdb.apache.org/
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Once the schedule finishes running, or fails, an end time is added. Failed schedules also

record the line that failed. These entries are created by the scheduler’s web interface and

are modified by it and the actual scheduler. The scheduler also records the results of

commands executed in a jobs database; each entry contains the command executed, a

timestamp, the command’s output, and if it failed. The final database contains metadata

for each packaged chunk of CLASS science data. In addition to these standard metadata,

which are also kept with the data packages, the database stores the location of the data

packages at each site: Cerro Toco, San Pedro de Atacama, and North America. Each site

only modifies the location field for itself, so synchronization issues after a network outage

are avoided. These location fields are used to facilitate data transfer and analysis.

7.2 Hardware interfaces

To capture data, a physical instrument is required. To record these data and to control

these instruments and other hardware, computer interfaces to the hardware are required,

as is software to use these hardware interfaces. Although the hardware of different CLASS

subsystems differs considerably, their software interfaces were designed to be similar,

using a Python script that interfaces either directly with the hardware or through vendor-

provided software to expose a Pyro control interface. Where custom electronics are used,

such as for cryogenic diode-based thermometry, warm thermometry in the telescopes’

optics cages, and for control of the telescopes’ VPMs, these are designed around an Ethernet

interface. While TCP is used for sending commands, UDP is used to stream data in a manner

that is robust to connectivity interruptions and equipment restarts. For equipment that uses

an RS-232 serial interface, such as AC resistance bridges (used for reading out ruthenium

oxide cryogenic thermometers), magnetometers, the diesel tank level sensor, and the

site weather station, Ethernet-to-serial converters are used to allow access over the site
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network; this simplifies operations, since the control scripts for these equipment can be run

from the central server.13 Along with scientific instruments, other site infrastructure,

such as the generators, can also be controlled remotely.

The only exceptions to this general control architecture are the cryostats. They are

controlled using a proprietary GUI software provided by their manufacturer, Bluefors,14

which only runs under the Windows operating system and does not provide much in

the way of a scriptable interface. Therefore, the cryostats are operated manually, with

the Remote Desktop Protocol used to access the GUI. However, as the cryostats only

need to be controlled when they are being cooled down or warmed up for maintenance,

not during normal operation, this lack of integration with the rest of the site operations

software does not impede observations.

7.2.1 Detectors

The telescopes’ transition edge sensor detectors (Denis et al. 2009; Dahal et al. 2020) are

read out via time-division multiplexing using Multi-Channel Electronics (MCE) units

(Battistelli et al. 2008) developed at the University of British Columbia.15 There is one

MCE per receiver and currently one or two receivers per telescope mount, although the

two mounts will eventually have two receivers each. The detectors are connected to the

MCE using a set of SQUID multiplexers at the focal plane and a SQUID amplifier series

array at the 4 K stage of the cryostat. The MCE is triggered using a frame pulse, delivered

with a clock signal over fiber optics from a sync box, one per telescope mount, which is a

device used to synchronize data collection by multiple MCEs and the telescope mount. The

frame pulse assigns a 32-bit ID number to the readout frame, which consists of a full focal

13A USB-to-serial interface is used instead for the weather station, since it is mounted on the outside of
the control room, a short distance from the central server.

14Bluefors Oy; https://bluefors.com/
15https://e-mode.phas.ubc.ca/mcewiki/index.php/Main Page
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plane readout, and delivers pulses to trigger reading out each detector. The frame pulse is

delivered at slightly over 200 Hz.16 The MCE, mounted on the cryostat, communicates with

a host computer in the control room via fiber optics and a PCI readout card. This host

computer uses MCE acquisition software (MAS) scripts, provided by the University

of British Columbia, to control the MCE and record data. A Pyro interface allows use of

these scripts over the network and also provides a routine for measuring 𝐼–𝑉 response and

applying appropriate detector biasing. Data are written to an NFS mount on the central

server.

7.2.2 Mount

Each telescope mount is controlled by an industrial mount computer running the Vx-

Works RTOS, which loads its software over the network at boot time. The mount com-

puter, also known as the antenna control unit (ACU), controls the mount’s four servo

motors, two for azimuth and one each for elevation and boresight angle, over an isolated

Ethernet network and also reads in various encoders and tiltmeters. The mount computer

also receives frame pulse information from the sync box over RS-485 (instead of the fiber

optics used for the MCEs) for synchronization with the MCE units and has a GPS receiver

to obtain precise timing information; as the MCEs only record frame pulse information

and not time, the mount’s timing information is also used to assign times to detector data

when the data are packaged. The mount’s position is determined using encoders that feed a

pointing model, and these data, as well as timing and status information, are written to an

NFS mount on the central server. The pointing model is derived from Moon and planet

observations (Xu et al. 2020), although the initial pointing model was constructed using star

camera observations processed using the Astrometry.net blind astrometric solver (Lang

16Running slightly fast is preferable to running slightly slow, since it ensures the recorded data chunks
are less than ten minutes in length. This simplifies the data packaging process, since it guarantees that a
data chunk only needs to be split once.
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et al. 2010).17 The mount computer exposes a Telnet interface and a TCP interface to the

site network. The Telnet interface allows for interactive control via a terminal and status

monitoring, while the TCP interface is used for scripted control of the mount. A Pyro

interface running on the central server translates this TCP interface into a standard

Pyro interface for the command script.

The mount monitor and control system, which is written in C++, implements the

programs used for scanning in azimuth, with sun avoidance to preclude the boresight

from coming within 20° of the Sun; sky dips, for atmospheric analysis; and drift scans of

planets and the Moon, which are used for pointing and beam analysis. The JPL DE430

ephemerides (Folkner et al. 2014) are used by the monitor and control system for tracking

the Moon, Sun, and planets. Parameters used by these programs are passed to the monitor

and control system via the Pyro interface.

7.2.3 Variable-delay polarization modulator

The VPM consists of a fixed wire array and a movable mirror, to modulate the incoming

polarization signal. The mirror is driven by a closed-loop motion control system. This

system consists of voice coils to actuate the mirror and encoders to measure its position. The

encoder signals are duplicated, with one copy going to the VPM controller and another

copy going to the ACU. The VPM controller, built around an industrial applications

processor and running a network-booted RTOS, uses this information to maintain proper

mirror position, while the ACU logs the encoder data. This duplication is necessary because

the VPM controller is not connected to the sync box, and the VPM encoder positions

need to be recorded synchronously with the detector data. A control script running on

the central server communicates with and configures this controller via TCP over

17The star camera consists of a networked machine vision camera in a waterproof enclosure that is rigidly
attached to the telescope mount.
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an Ethernet connection. Finally, a Pyro interface exposes a standard network interface for

VPM control.

7.3 Data pipeline

In order to measure the polarization of the CMB, data need to be acquired from the tele-

scopes’ detectors and various housekeeping systems, combined, packaged, and transferred

to North America for analysis. This packaging needs to happen in real time, to prevent

a backlog and maximize observing time; furthermore, the process should be lossless and

verifiable to prevent data loss and identify potential data corruption.

7.3.1 Acquisition

Data acquisition starts with scheduling an observation and acquiring data from hardware

instruments. As data are acquired, they are written as dirfiles on the central server, ei-

ther directly or using NFS mounts. These are structured with a directory for each computer

acquiring data, with subdirectories for each acquisition system. Individual dirfiles are

named using a timestamp formatted as %Y-%m-%d-%H-%M-%S, e.g., 2020-03-22-20-00-00.

Dirfiles consist of a directory that contains a plain-text format file and separate binary

files for each stream of time-ordered data. Additional derived fields can be defined as

linear combinations of existing fields, e.g., to scale raw data to SI units; aliases, e.g., to label

the location of thermometers without having to edit the acquisition code; and extracted

bit-fields, e.g., to combine multiple status flags in one raw data field.

Data are divided into ten-minute chunks as they are acquired. For asynchronous

housekeeping data, which are not acquired using the sync box, a new chunk is started

at clock-aligned intervals, e.g., at 00:00, 00:10, 00:20, etc., so the first data chunk in the

series will be less than ten minutes in length, e.g., six minutes if data collection started at
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twenty-four minutes past the hour. These divisions are done when the time in seconds

since the Unix Epoch18 modulo 600 seconds rolls over. Synchronous data are acquired in

arbitrarily-aligned chunks of approximately ten minutes in length.19 All timestamps are in

Universal Time, with asynchronous data using the computer’s NTP-synchronized system

clock in UTC and the mount using UT1, derived from GPS time; the detector data are not

acquired with timestamps, but they are synchronized with the mount data using the sync

box. The time is stored in the dirfiles as seconds since the Epoch.

7.3.2 Packaging

Once data are acquired, they must be packaged into a standard data product. The standard

CLASS data product is a clock-aligned ten-minute data chunk consisting of time-ordered

data, with one dirfile per mount for synchronous data and individual dirfiles for each

asynchronous data acquisition system. Synchronous data are combined in this data product,

since this can be done without altering any data or losing any information. Since the

dirfile format keeps each data field in a separate file and the GetData library does not

load the data until a specific field is read, this combining of data from multiple receivers

does not add any overhead when only one receiver’s data need to be read. Asynchronous

data are kept separate due to the losses inherent to resampling and interpolation. This is a

trade-off between making things simpler during analysis and preventing data loss, since

interpolation eventually needs to be done. A packaging script is run every ten minutes,

at 00:02, 00:12, 00:22, etc. It processes data from two data periods prior and before, e.g.,

the 00:32 run will only process data from the 00:10 period and before; this ensures that

the non-ten-minute-boundary-aligned synchronous data collection for the data period

has finished. For example, synchronous data collection might start at 00:19, which would

181970-01-01T00:00:00Z
19The chunks are 120 000 frame pulses long, or just under ten minutes, “redefining” the second as 200

frame pulses.
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include data in the 00:10 period; this collection would not end until 00:29, unlike the

asynchronous data collection, which would start a new data chunk at 00:20. Therefore, the

maximum delay, plus a few minutes of buffer, is used.

Synchronous

The detector and ACU data sampling on a given mount is synchronized, but the two

mounts are not synchronized with each other. An overview of the synchronous data

packaging process can be seen in Figure 7.4. The first step in packaging synchronous data

is to divide them into CLASS’s standard ten-minute data intervals. This process starts with

dividing each data chunk collected by the ACU into two parts, A and B, where seconds

since the Epoch modulo 600 seconds rolls over; the ACU data must be the first processed,

since they are the only synchronous data that contain timestamps, instead of just frame

pulse numbers. These divided chunks are then combined to form ten-minute chunks

aligned with the Epoch, with zero padding added before, after, and between chunks when

needed to form a full ten-minute chunk. The field containing the frame pulse number is

filled in with the appropriate values instead of zero padding like the rest of the fields; this

allows for easier synchronization with the detector data. A status field is also added to the

resulting dirfile that shows where the ACU data are valid, as opposed to where they are

zero-padded, stored in an 8-bit integer field.

Next, the detector data from each MCE unit on the mount are divided using the frame

pulse numbers recorded in both the MCE data and the now aligned ACU data. As with

the ACU data, these chunks are then combined to form aligned ten-minute chunks, again

with zero padding added before, after, and between chunks as needed; again, a status field

is added, but different bits in the 8-bit integer field are used. Care must be taken, since

the frame pulse counter occasionally rolls over.20 Finally, the raw data files in each of

20As the frame pulse is a 32 bit unsigned integer, this happens roughly every eight months. This counter
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the MCE dirfiles are moved into subdirectories in the ACU dirfile. The ACU dirfile

format file is altered to include the MCE dirfile format files as child fragments, which

prefix the MCE dirfile field names with the appropriate MCE name, and the data valid

status fields are combined using a bitwise or. After this process is complete, the resulting

dirfile can be treated as an asynchronous data chunk in the next step of the packaging

process.

The merged data are then compressed, with gzip compression used for the mostly

floating-point ACU data and FLAC compression21 used for the fixed-precision MCE data.

As FLAC was designed as an audio compression codec, it does not support the 32-bit data

recorded by the MCE, but GetData avoids this limitation by splitting each 32-bit integer

into two 16-bit integers and compressing the data as two separate channels. However,

this is still not optimal, since FLAC will treat these integers as smaller than 16 bits if the

most significant bits are never used. CLASS operates the MCEs in data mode 10, which

uses the lower 25 bits of the 32-bit integer to store low-pass-filtered detector data as a

signed integer and the upper 7 bits to store a flux jump counter as another signed integer.

Thus, when the flux jump counter is zero or positive, the upper half of the 32-bit integer

is treated as having fewer than 16 bits, often as having as few as 9–10 bits, but is treated

as having the full 16 bits when the flux jump counter is negative. Therefore, the data

packaging script removes the 7-bit flux jump counter from the combined data stream and

converts it to a separate 8-bit signed integer field, which is FLAC-compressed. The filtered

detector data that remain in the original 32-bit field is then treated as a 25-bit integer when

FLAC compression is applied. This scheme performs well on the CLASS data, reducing

disk space usage while still providing rapid decompression and data access.

also resets any time the sync box is power-cycled.
21Xiph.Org Foundation; https://xiph.org/flac/
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The process starts with misaligned synchronous data.

Aligned Period
00:00 00:10

ACU Data
A B C

MCE Data
a b c

ACU data are then split at the proper alignment based on timestamps...

Aligned Period
00:00 00:10

ACU Data
A2 B1 B2 C1

MCE Data
a b c

...and then joined to form aligned chunks.

Aligned Period
00:00 00:10

ACU Data
A2 + B1 B2 + C1

MCE Data
a b c

MCE data are then split at the proper alignment based on frame pulse numbers

in the ACU data...

Aligned Period
00:00 00:10

ACU Data
A2 + B1 B2 + C1

MCE Data
a2 b1 b2 c1

...and then joined to form aligned chunks.

Aligned Period
00:00 00:10

ACU Data
A2 + B1 B2 + C1

MCE Data
a2 + b1 b2 + c1

Figure 7.4: Overview of synchronous data packaging process. The procedure by which ACU

(mount) and MCE (detector) data are aligned and joined is shown.

116



Asynchronous

Asynchronous data are recorded to timestamped dirfiles in a directory structure based

on the computer recording the data. However, the final data product structure starts with a

timestamped directory, with subdirectories for different types of data, a hierarchy divorced

from the computer systems used to collect the data. Figure 7.5 contains an overview

of this structure. Therefore, the first step of the asynchronous data packaging process,

which includes the merged synchronous data, rearranges the asynchronous dirfiles

from their original structure to the final data product structure, in a new location. As

the vendor-provided software for operating the cryostats only records CSV files, these

data are converted to dirfiles at this step. While the dirfiles are originally recorded

uncompressed, at this stage they are compressed using the gzip compression format

to save space.22 Images from each of the telescope site’s monitoring cameras are also

packaged, since this provides a method of checking for bad weather or unusual site activity

should artifacts be found in the telescope data during analysis.

Next, the dirfiles are converted to uncompressed zip file23 archives. An uncompressed

zip file concatenates all of the files it contains together and then includes a file offset table

that allows for its contents to be located and read in a manner that allows for random reads.

Encapsulating the dirfile into a zip archive reduces the number of files in the data package

by more than an order of magnitude, which provides significant speed improvements for

data transfer and backup operations, due to the small size of many of the files contained in

the unencapsulated dirfiles.24 Finally, a JSON metadata file is created that contains basic

information about the data chunk, including the files included, their sizes, and SHA-1

checksums, for later verification; this file is saved in the root of the data chunk. The
22FLAC compression is not used for the asynchronous data, since many of the data fields involve floating

point numbers, which FLAC compression does not support.
23ISO/IEC 21320-1:2015
24Unfortunately, this extended dirfile functionality is only available as a patch, since the GetData

library has not received updates in some time.
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location of the data chunk on disk is then appended to the metadata information, and

this information is saved to the database.

7.3.3 Transfer

Once the data are packaged, they need to be transferred off the mountain to San Pedro de

Atacama and then to North America. Data integrity needs to be verified after each transfer,

and old data eventually need to be deleted from the central server to free up disk space.

Data are transferred from the telescope site’s central server to the analysis machine

in San Pedro de Atacama via the CLASS network’s radio link. A synchronization script

runs on the site’s central server every ten minutes, which transfers the data files using

rsync.25 This script uses a lock file to ensure only one copy of itself is running at a time,

and a certificate is used to authenticate with the analysis machine. A verification script is

also run every ten minutes on the analysis machine in San Pedro de Atacama. This script

checks each unverified data chunk on the machine against the local copy of the database

and sees if the data chunk has a local path assigned to it. If it does not have a local path,

the data chunk is verified against the database, and the chunk’s local path is added to

the database. If the verification fails, an error is thrown, and the local path is not added

to the database, so it is treated as if the data were never transferred. The corrupted data

might be fixed by rsync with the next synchronization run—else, manual intervention is

required to delete the corrupted data. If the data chunk already has a local path, the data

have already been verified, so the chunk is ignored. Since the synchronization script uses

rsync’s delayed updates feature, files do not appear until the transfer is complete, so issues

with incomplete transfers are mitigated. This process is repeated to transfer data from the

analysis machine in San Pedro de Atacama to a data server located in Baltimore.
25https://rsync.samba.org/
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%Y-%m-%d-%H-%M-%S

site

weather.zip

generator1.zip

images

camera1 %Y-%m-%d-%H-%M-%S.jpg

...

...

mount1

sync.zip

async

q band

diodes.zip

pressure.zip

...

w band

diodes.zip

pressure.zip

...

star cam.zip

temperature.zip

...

mount2

...

metadata.json

Figure 7.5: Overview of the CLASS data product structure. Solid boxes represent directories,

dashed boxes represent dirfiles, and dotted boxes represent other files. Only a subset of the

dirfiles and images are shown. The subdirectories in the async directory contain asynchronous

data associated with a specific receiver, while the sync.zip dirfile combines ACU data for a

given mount with detector data from both of its receivers.
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Archiving of data and deletion of old data

While a permanent copy of the data will be kept on the file server in Baltimore, the data

will not be permanently kept on disk on-site or in San Pedro de Atacama, as disk space

will need to be freed for new observations. On both the central server on Cerro Toco

and the analysis machine in San Pedro de Atacama, a script is run on a daily basis to free

up space by removing old data chunks that have already been transferred and verified,

to ensure a minimum amount of free disk space; as long as enough space is free, data

will not be deleted. When disk space needs to be freed, the database will be checked for

data chunks that have already been transferred to San Pedro de Atacama in the case of

the telescope site’s central server and transferred to North America in the case of the

analysis machine. Of these data chunks, data will be deleted in chronological order,

with the oldest data first, until enough free disk space is available; currently, this threshold

is set at 75% of the disk capacity. If this process is not able to free enough space, an error

will be thrown, and manual intervention will be required. The only existing copy of a

data chunk will never be automatically deleted.

Ensuring data integrity

A number of steps are taken throughout the data packaging and transfer process to ensure

data integrity. At each step in the process, data are not deleted until after the next step

in the process has finished. Updating the database with a data chunk’s location at a

new location is always the last step in the process, to avoid the possibility of the database

showing that the data are there when they are not actually there; if something goes wrong

in the transfer process, some or all of the data might be there, but the database will be

conservative and list the data as not being present.

As the last step in the packaging procedure, SHA-1 checksums are created for each

file and stored in the database. These checksums are unique, but repeatable, 160-bit
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cryptographic hashes based on the data; if even one bit in the source file changes, a

completely different hash will be generated, so transfer errors of either the data or the

checksums are easily detected. After each transfer step, new checksums are generated for

each file, and these checksums are compared to the copies stored in the database. If the

checksums match, the transfer was successful. If they don’t match, the transfer failed, and

data corruption occurred; in this case, the data are treated as if they were not transferred at

all, and an error is thrown. Along with being replicated across multiple locations, regular

offline backups are made of the CLASS CouchDB database that stores the science data

product metadata.

The primary CLASS data server located in Baltimore utilizes a ZFS file system.26 ZFS

provides strong data integrity guarantees, including against silent data corruption, by

making extensive use of checksums and through regular integrity checking. A RAIDZ2

configuration is used to protect against disk failures, and regular file system snapshots

are taken to protect against inadvertent data deletion, caused either by human error or

malware. Nightly backups are made to a replica data server, located in a different location,

to provide additional protection. These backups rely on ZFS’s ability to efficiently send

and receive file system snapshots and are configured in such a way that even if one of

the two servers is compromised by a malicious actor, it would be difficult to erase both

copies of the data. Finally, the data packages are additionally backed up to a cloud storage

provider. As of June 2021, CLASS has 22 TB of compressed data packages recorded to disk.

7.4 Web interface

A web interface is run on the CLASS site’s central server to provide status information,

facilitate execution of commands and scheduling of observations, and provide a wiki to

26https://openzfs.org/
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store site operations information and documentation. Except for the wiki, which uses

the MediaWiki software package,27 the interface runs using Python and the Django web

framework28 and uses the Bootstrap29 front-end framework.

The status display provides pertinent status information about the telescope systems,

including cryostat temperatures, pressures, and flows; available disk space; and site en-

vironmental conditions. A screenshot of the status display overview section can be seen

in Figure 7.6, which provides a color-coded dashboard for quickly evaluating the current

instrument health as well as sparklines (Tufte 2006) for evaluating how parameters have

changed over the past day. In addition to the overview, detailed pages are available for

each cryostat and mount. Here, data are graphed client-side using a JavaScript charting

library; multiple time ranges can be selected, and real-time updates are pushed using a

WebSockets connection for the shortest time range. A script continuously reads in house-

keeping data from the currently recording dirfiles and stores it in a day-long circular

cache; this cache is flushed to disk every ten minutes, so it will still contain data if the

caching script needs to be restarted. This caching script exposes a Pyro interface, which

the web interface back-end uses to access the data. The script additionally triggers the

pushing of the real-time updates over the WebSockets connection. Due to the packaging

process, only the currently recording dirfile is accessible, necessitating the cache, which

is also useful to improve performance. Although the web interface back-end could directly

cache the data, this is not done, since the web server runs multiple, simultaneous copies

of the back-end to maintain responsiveness; this would cause duplicate disk access and,

more importantly, cause duplicate real-time updates to be pushed. In addition to providing

information for the status display, the caching script also sends alerts30 for certain failures

27Wikimedia Foundation; https://www.mediawiki.org/
28Django Software Foundation; https://www.djangoproject.com/
29https://getbootstrap.com/
30These are currently sent to a channel in the Slack chat tool used by the CLASS collaboration, although

the destination of the alerts can be easily changed.
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Overview

Schedule #2026 is currently running.

Site

Burgermeister Disk Usage 77.5% 77.47%
74.41% Diesel Tank Level 69% 70.7%

68.6% Power

Air Tank Pressure 113.0 psi 117.1 psi
113.0 psi Air System Pressure 87.8 psi 92.4 psi

87.2 psi

Mount 1

State Point Power E-Stop Disengaged GPS

Sun Avoidance Azimuth Elevation Boresight Off

Receiver Q / Cryo 1

Focal Plane 42.1 mK 44.20 mK
41.69 mK 4K Ring 3.7 K 3.74 K

3.29 K Compressor [76.5 psi, 253.0 psi]

Median Detector Optical Loading 2.27 pW P1 Pressure 1.4×10 mbar-7 P5 Pressure 8.6 mbar

VPM

Receiver W1 / Cryo 2

Focal Plane 38.6 mK 38.82 mK
37.21 mK 4K Ring 3.6 K 3.79 K

3.52 K Compressor [80.5 psi, 252.9 psi]

Median Detector Optical Loading 3.79 pW P1 Pressure 2.0×10 mbar-6 P5 Pressure 10.4 mbar

Cold Trap Level 37.8 cm 38.5 cm
36.1 cm VPM

Mount 2

State Point Power E-Stop Disengaged GPS

Cold Trap Level 15.5 cm 15.5 cm
12.4 cm

CLASS Status

Figure 7.6: Web status interface. This screenshot shows an example view from the web status

interface overview section, which allows one to quickly evaluate instrument health.

that require immediate attention, such as a cryostat warming up, although in some cases

alerts are directly triggered by the corresponding hardware interface script instead. The

status display also provides access to results from automated preliminary analysis scripts,

which are run every morning on the analysis machine in San Pedro de Atacama, and to

current views from the various site observation cameras, either as static images updated

once per minute or as live video.

The scheduler interface provides an easy-to-use, graphical method for scheduling

observations on the telescopes. Login credentials are required to access and use the

scheduler interface. The main screen shows the currently running schedule if one is

running, the next pending schedule if no schedule is currently running but one is pending,

or the last schedule run if none are currently running or pending. Figure 7.7 shows this

interface. A sidebar provides a list of recent schedules and their status information, with

a link to a complete history of schedules. When viewed, each schedule can be displayed

either in the raw form it was entered in, with basic syntax highlighting, or in a parsed
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form. Status, start time, title, author, schedule number, and tagging information are also

displayed. If a schedule completed, the end time is shown. If a schedule failed to complete,

the failure time and failed command are displayed. Pending schedules can be edited, and

pending or running schedules can be canceled. An interface for adding new schedules is

also accessible from the main screen. This prompts a user to enter metadata including a

title, start time, and, optionally, tags; a date and time picker is provided to assist the user

with start time entry. The author field is automatically filled in with the user’s name, but

can also be edited.31 Then comes a box for entering the schedule; basic syntax highlighting

is provided. Any time in the editing process, the user can switch between the edit box

and a verification tab, which verifies the syntax of the entered schedule; lines containing

incorrect syntax are highlighted. Once finished, the schedule can be submitted and will

be run by the scheduler. Previously-run schedules also provide a button for opening

the new schedule interface with its fields pre-filled with data from the previous schedule.

This interface for adding schedules can be seen in Figure 7.8. A separate interface is also

provided for executing, and displaying the results of, commands outside the context of

a schedule. This interface is normally locked out while a schedule is running to prevent

accidental execution of commands, but it can be unlocked if necessary. Additionally, it

displays a list of recently run commands and shows in real-time which other users have

the command interface open, to encourage communication.

7.5 Lessons learned

Some parts of the architecture described above were different when the first CLASS

telescope was deployed in 2016, and other parts should have been done differently in

hindsight or would be done differently without certain hardware interface restrictions.

31The username of the user that entered the schedule is also recorded to the database as a separate field
but is not displayed.
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CLASS Scheduler

New Schedule

Schedules

#2048: Running

Started at 2020-11-23T14:25:03Z

#2047: Completed

Finished at 2020-11-23T14:04:59Z

#2046: Completed

Finished at 2020-11-22T14:04:44Z

#2045: Completed

Finished at 2020-11-21T14:04:29Z

#2044: Completed

Finished at 2020-11-20T14:05:29Z

#2043: Completed

Finished at 2020-11-19T14:04:59Z

#2042: Completed

Finished at 2020-11-18T14:05:29Z

#2041: Canceled

Canceled at 2020-11-17T14:08:18Z

Entry Upload View Cancel

Schedule #2048 Running
Author: Jullianna Denes Couto

Start time: 2020-11-23T14:25:03Z

Offset Time Command

0:00:00 2020-11-

23T14:25:03Z

Burgermeister Wifi_Power -off

0:00:00 2020-11-

23T14:25:03Z

Mount1 -set "Telescope -Operator scheduler"

0:00:00 2020-11-

23T14:25:03Z

MCEQ -stop

0:00:00 2020-11-

23T14:25:03Z

MCEW1 -stop

0:00:00 2020-11-

23T14:25:03Z

VPM1 -stop-motion

0:00:00 2020-11-

23T14:25:03Z

VPM2 -stop-motion

0:00:00 2020-11-

23T14:25:03Z

Mount1 -submit-cmd "scriptAbort"

Parsed Source

Figure 7.7: Web-scheduler-interface main screen. The main screen of the web scheduler interface

is shown in this screenshot, displaying the currently running schedule.

New Schedule

Author

Matthew Petroff

Tags

Enter tags, separated by commas

Comment

Start Time

2020-11-25 23:00

Schedule

Enter optional comment

Start now (30 seconds after submission)

Edit Validate

#------------------------------------------#
#------------------------------------------#
#       Begin Mount1 schedule             #
#------------------------------------------#
#------------------------------------------#

Burgermeister Wifi_Power -off
Mount1 -set "Telescope -Operator scheduler"

1
2
3
4
5
6
7
8
9

Figure 7.8: Web-scheduler new-schedule interface. This screenshot shows a new schedule being

written; metadata can be added, the start time can be adjusted, and the schedule can be validated

before it is submitted to be run.
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Other changes have been incremental updates, such as transitioning from Python 2 to

Python 3.32 One lesson that was learned is that interfacing with instruments over Ethernet

with a control script running on the central server is easier and more reliable than

running a control script on another computer and writing data over NFS, since the former

is a “pull” configuration, while the latter is a “push” configuration; “pull” configurations

are less likely to run into issues if network connectivity is temporarily lost or if the

central server needs to be rebooted. With this insight, thermometry data recording

was transitioned from using USB interfaces to using Ethernet interfaces, which improved

reliability. Ideally, this transition would be extended to its logical conclusion, using a

single server to operate the telescopes and all the instruments. Unfortunately, limitations

with the MCE interfaces and cryostat interfaces prevent this. MCE interface limitations

additionally hamper improvements to data acquisition synchronization. Without these

limitations, the detector, pointing, and VPM encoder data acquisition hardware could be

configured to receive time information over the network via the precision time protocol

standard, which allows for sub-microsecond time distribution. Data frames could then

be synchronized with the start of GPS time seconds, as long as the data acquisition rate

is limited to an integer number of samples per second, allowing for the elimination of

the dedicated synchronization hardware that is currently used. Another lesson learned is

that a large number of small files makes data transfer and backup operations much slower

than they would otherwise be. This led to a transition from standard dirfiles to dirfiles

encapsulated in zip files, which reduced the number of files stored on disk by more than

an order of magnitude and significant performance improvements for data transfer and

backup operations. In hindsight, it would have also likely been better if the data packages

were based on hour-long chunks instead of ten-minute chunks for the same reason, but

32Although Python 3 was fairly well established when software development started in 2014, Python 2
was originally used, since, at the time, the GetData library did not yet support Python 3.
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the current data package chunking scheme is too ingrained to change now for what would

be a more incremental improvement.

7.6 Conclusions

The current CLASS control and systems software architecture has been described. This

architecture is based around Python scripts, with dirfiles used to record data and the Pyro

library used for network-based control interfaces. Data are packaged into ten-minute long

chunks, which are aligned with the start of the hour. Scheduling and status monitoring are

performed using a web interface. Throughout, there is a focus on ensuring data integrity. It

is our hope that our documenting of the CLASS software architecture here can help inform

software development for future experiments. The CLASS software architecture has been

successful at fulfilling its intended purpose and has proven to be sufficiently reliable.
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Chapter 8

A First Detection of Atmospheric

Circular Polarization at Q Band

In the presence of Earth’s magnetic field, molecular oxygen in the atmosphere experiences

Zeeman splitting of its magnetic dipole transitions. This produces polarized emission in

the millimeter-wave regime, primarily circular polarization, which manifests as a fore-

ground for polarization-sensitive ground-based cosmic microwave background (CMB)

experiments such as the Cosmology Large Angular Scale Surveyor (CLASS) (Eimer et al.

2012; Essinger-Hileman et al. 2014; Harrington et al. 2016). The effect of this foreground

has previously been discussed qualitatively by Keating et al. (1998) and quantified by

Hanany and Rosenkranz (2003) and Spinelli et al. (2011). However, previous attempts to

observe this foreground, such as by Mipol (Mainini et al. 2013), have not been successful

in detecting it.

Molecular oxygen has strong emission lines in the 50 GHz to 70 GHz range, as well as

a line at 118.8 GHz, which are in the frequency range of interest for CMB observations.

There are also water vapor and ozone emission lines near this frequency range, but unlike

Except for some minor changes, this chapter was previous published as Petroff et al. (2020c).
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diatomic oxygen, these molecules do not experience Zeeman splitting and thus do not

produce polarized emission (Liebe 1981). Zeeman splitting of molecular oxygen is generally

considered in the context of remote sensing of the temperature of the mesosphere, where

individual Zeeman-split emission lines can be resolved; pressure broadening obscures

individual lines at lower altitudes (Meeks and Lilley 1963).

Modeling of the polarized emission of Zeeman-split oxygen began with the seminal

works of Lenoir (1967) and Lenoir (1968), with further development of atmospheric emis-

sion models by Liebe (1981) and Liebe (1989), Liebe et al. (1992) and Liebe et al. (1993),

Rosenkranz and Staelin (1988), and others. Near the emission lines, both linearly and

circularly polarized emission have been detected from orbit (Schwartz et al. 2006; Kunkee

et al. 2008). Ground-based detections of linear polarization have also been made at the

emission lines, at 234 GHz (Pardo et al. 1995) and 53 GHz (Navas-Guzmán et al. 2015).

However, atmospheric remote sensing instruments generally do not observe polarization

at frequencies far from the emission lines.

As the circular polarization predicted by standard cosmological models is many orders

of magnitude smaller than that of the linearly polarized signal (Inomata and Kamionkowski

2019), CMB experiments are designed to be primarily sensitive to linear polarization, which

is itself an extremely faint signal (Hu and White 1997). For ground-based experiments, the

linearly polarized signal from Zeeman-split molecular oxygen is expected to be on the nK

level, roughly four orders of magnitude weaker than the corresponding circularly polarized

signal (Hanany and Rosenkranz 2003). As this is much fainter than can be detected with

current CMB instruments, and as the circularly polarized component is much stronger,

atmospheric Zeeman emission is primarily considered a CMB foreground at the largest

angular scales (ℓ ≳ 2), fixed in topocentric coordinates, due to potential circular-to-linear

polarization leakage as a result of instrument non-idealities (O’Dea et al. 2007). For linear

polarization, emission and scattering by ice crystal clouds in the upper troposphere is a

129



larger atmospheric contaminant (Pietranera et al. 2007; Takakura et al. 2019).

For large angular scales at Q band (∼30 GHz to ∼50 GHz), diffuse Galactic synchrotron

emission is expected to be the largest contributor to extraterrestrial circular polarization,

with circular polarization due to Faraday conversion of linear polarization induced by

Population III stars exceeding this contribution at smaller angular scales (King and Lubin

2016). Another possible source of Faraday conversion is via galaxy cluster magnetic fields,

at primarily small angular scales (Cooray et al. 2003). Beyond synchrotron emission and

Faraday conversion, additional potential sources of circular polarization include scatter-

ing by the cosmic neutrino background (Mohammadi 2014), primordial magnetic fields

(Giovannini 2009), photon–photon interactions in neutral hydrogen (Sawyer 2015), and

cosmic birefringence via coupling of the Chern–Simons term (Carroll et al. 1990), as well as

postulated new physics (Zarei et al. 2010; Tizchang et al. 2016). As these predicted signals

are at most on the nK level, they are well below current detection thresholds.

The most stringent previously published upper limit on CMB circular polarization was

set by the balloon-borne Spider instrument, utilizing non-idealities in its half-wave plate

polarization modulators at frequencies near 95 GHz and 150 GHz (Nagy et al. 2017). As

Spider observed from the stratosphere, above much of the atmosphere and thus much of

the atmospheric emission, it was not sensitive to atmospheric circularly polarized emission.

However, for ground-based experiments to significantly improve on this limit, circularly

polarized atmospheric emission must first be detected and subtracted. As with Mipol

(Mainini et al. 2013), previous ground-based measurements did not have the requisite

sensitivity to detect circularly polarized atmospheric emission (Lubin et al. 1983; Partridge

et al. 1988). An improved upper limit on extraterrestrial circular polarization utilizing

CLASS observations is presented in Padilla et al. (2020).

Through its use of Variable-delay Polarization Modulators (VPMs) (Chuss et al. 2012;

Harrington et al. 2018), CLASS is uniquely capable of measuring large angular scale circular
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polarization. CLASS currently observes the microwave sky in frequency bands centered

near 40 GHz, 90 GHz, 150 GHz, and 220 GHz, using three telescope receivers; a fourth

receiver will be deployed in the future. The present analysis focuses on the first two years

of observations from the Q-band telescope, which is centered near 40 GHz. CLASS is

designed to map the polarization of the CMB at large angular scales over 70% of the sky

to detect or place an upper limit on the B-mode signal of primordial gravitational waves

and to measure the optical depth due to reionization, 𝜏 , to near the cosmic variance limit

(Watts et al. 2015; Watts et al. 2018).

VPMs utilize a movable mirror placed behind a linearly polarizing array of parallel wires

to induce a varying phase delay between polarization states perpendicular to and parallel

to the direction of the array wires. When combined with detectors sensitive to linear

polarization, modulating the mirror position, and thus the distance between the mirror and

the wire array, results in the modulation of one linear polarization state, instrument Stokes

𝑈 in the case of CLASS, into circular polarization, Stokes𝑉 , and vice versa. This modulation

increases polarization measurement stability by utilizing phase-sensitive detection and

allows for the measurement of large angular scale modes on the sky. As Stokes 𝑈 and

𝑉 are modulated instead of Stokes 𝑄 and 𝑈 as is the case of half-wave plate modulators

more commonly used in CMB instruments (Kusaka et al. 2018), CLASS has significant

capability to measure circular polarization (Harrington et al. 2021). Furthermore, its 𝑉

detection capability is a more direct measurement than sensitivity obtained via half-wave

plate non-idealities, which are highly frequency dependent in a poorly constrained manner

(Nagy et al. 2017).

The remainder of this chapter is organized as follows. In Section 8.1, we present the

theory behind polarized Zeeman emission of molecular oxygen in the atmosphere that is

used to simulate the expected signal. Next, in Section 8.2, we present the results of these

simulations for the CLASS observing site in the Atacama Desert of northern Chile. Then,
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we compare the simulation results to data from the first era of observations of the CLASS

Q-band receiver in Section 8.3. Finally, we conclude in Section 8.4.

8.1 Atmospheric emission theory

In its electronic ground state, molecular oxygen has a spin quantum number 𝑆 = 1 due to

the unpaired spins of two electrons, resulting in a magnetic dipole moment. This magnetic

dipole moment results in transitions between rotational states of the molecule’s electronic

and vibrational ground states with millimeter-wave emission. The spin quantum number

couples with the total rotational angular momentum quantum number 𝑁 , which must

be odd due to the exclusion principle, to yield the rotational quantum number 𝐽 . This

results in three possible values for 𝐽 per 𝑁 , 𝐽 = 𝑁 ,𝑁 ± 1. Selection rules allow for an 𝑁 +

transition, (𝐽 = 𝑁 ) → (𝐽 = 𝑁 + 1), and an 𝑁 − transition, (𝐽 = 𝑁 ) → (𝐽 = 𝑁 − 1). In the

absence of an external magnetic field, this emission is unpolarized, but a non-zero external

magnetic field induces Zeeman splitting, which produces polarized emission (Berestetskii

et al. 1982). An external magnetic field splits the transition lines due to a given 𝐽 into 2𝐽 + 1

lines corresponding to the magnetic quantum number 𝑀 , where −𝐽 ≤ 𝑀 ≤ 𝐽 ; 𝑀 expresses

the projection of the molecular magnetic moment on the external magnetic field vector.

8.1.1 Layer attenuation

Molecular oxygen

In a coherency matrix formalism (Lenoir 1967), the attenuation of a given atmosphere

layer due to resonances in molecular oxygen can be defined as

𝑮𝑍 (a) =
1
2

∑︂
𝑖

𝑆𝑖

1∑︂
Δ𝑀=−1

𝝆
𝑁∑︂

𝑀=−𝑁

b (𝑁 ,𝑀)𝐹 (a ,a𝑘), (8.1)
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where 𝑆𝑖 (GHz km−1) is the intensity of the unsplit line, 𝝆 is the transition matrix, b is the

intensity of the Zeeman component relative to the unsplit line, 𝐹 (GHz) is the line profile,

a (GHz) is the frequency of evaluation, and a𝑘 (GHz) is the frequency of the Zeeman line.

Note that this is field attenuation, which is a factor of two smaller than power attenuation,

in units of Np km−1. The outer summation is performed over the first thirty-eight resonance

lines, starting at 𝑁 ± = 1 and ending at 𝑁 ± = 37. Higher-order resonance lines are excluded

due to lack of available line broadening and mixing data; as these lines are much weaker,

the effect of excluding them is minimal.

The intensity of the unsplit line (GHz km−1) is

𝑆𝑖 = 𝑆296
𝑛𝑝air𝑃

𝑅𝑇

(︃
𝑇296

𝑇

)︃2.5

exp
[︃

𝐸′′

𝑇296𝑘𝐵

(︃
1 −

𝑇296

𝑇

)︃]︃
, (8.2)

where 𝑆296 (MHz m2 mol−1) is the fiducial intensity at 296 K, 𝑛 ≈ 0.2095 is the volume

fraction of molecular oxygen in the atmosphere (Machta and Hughes 1970),1 𝑝air = 1 − 𝑝𝑤

is the fractional partial pressure of dry air, 𝑃 (hPa) is the pressure of the atmosphere

layer, 𝑅 (J mol−1 K−1) is the molar gas constant, 𝑇 (K) is the physical temperature of the

atmosphere layer, 𝑇296 = 296 K is a reference temperature, 𝐸′′ (J) is the lower-state energy

of the transition, and 𝑘𝐵 is the Boltzmann constant (J K−1). 𝑆296 and 𝐸′′ values are from

Hitran (Gordon et al. 2017). As per Liebe et al. (1993), the fractional partial pressure of

water vapor is

𝑝𝑤 = 2.408 · 1011𝑢

𝑃

(︃
𝑇300

𝑇

)︃5

exp
[︃
−22.644

(︃
𝑇300

𝑇

)︃]︃
, (8.3)

where 𝑢 is the fractional relative humidity and 𝑇300 = 300 K is a reference temperature.

1This decreases at very high altitudes due to photodissociation (Penndorf 1949), but, as will be shown
later, the relevant signal is primarily from the lower atmosphere.
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For Δ𝑀 = 0,

𝝆𝜋 =
⎛⎜⎜⎝
0 0

0 sin2 \

⎞⎟⎟⎠ =
sin2 \

2
𝝈 𝐼 −

sin2 \

2
𝝈𝑄 , (8.4)

and for Δ𝑀 = ±1,

𝝆𝜎± =
⎛⎜⎜⎝

1 ∓𝑖 cos\

±𝑖 cos\ cos2 \

⎞⎟⎟⎠
=

1 + cos2 \

2
𝝈 𝐼 +

1 − cos2 \

2
𝝈𝑄 ± cos\𝝈𝑉 ,

(8.5)

where \ is the angle between the line of sight and the geomagnetic field vector and

𝝈 𝐼 =
⎛⎜⎜⎝
1 0

0 1

⎞⎟⎟⎠ , 𝝈𝑄 =
⎛⎜⎜⎝
1 0

0 −1

⎞⎟⎟⎠ , 𝝈𝑉 =
⎛⎜⎜⎝
0 −𝑖

𝑖 0

⎞⎟⎟⎠ .

Thus, the amplitude of circular polarization is maximized when the line of sight is aligned

with the direction of the magnetic field, and the linear polarization is maximized when the

two vectors are perpendicular.

While the Zeeman effect in molecular oxygen can be approximated to reasonable accu-

racy by Hund’s case (b) (Townes and Schawlow 1955), we use the more exact calculations

laid out in Larsson et al. (2019). In this formalism, the frequencies of the Zeeman lines are

given by a𝑘 = a𝑖 +𝛿Δ𝑀 , where a𝑖 (GHz) [from Hitran (Gordon et al. 2017)] is the frequency

of the unsplit line and

𝛿Δ𝑀 = −
`𝐵𝐵

ℎ

[︁
𝑔𝑁=𝐽𝑀 + 𝑔𝑁=𝐽±1(𝑀 + Δ𝑀)

]︁
· 10−9 (8.6)

is the Zeeman frequency shift in GHz. Here, 𝐵 (T) is the magnetic field strength, `𝐵 (J T−1)

is the Bohr magneton, ℎ (J s) is the Planck constant, and 𝑔𝑁=𝐽 and 𝑔𝑁=𝐽±1 are the numerical
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Table 8.1: Relative intensity factor ξ(N , M)

N+
line N−

line

∆M = 0

3[(N + 1)
2 − M2

]

(N + 1)(2N + 1)(2N + 3)

3(N + 1)(N2 − M2
)

N(2N + 1)(2N2
+ N − 1)

∆M = ±1

3(N ± M + 1)(N ± M + 2)

4(N + 1)(2N + 1)(2N + 3)

3(N + 1)(N ± M)(N ± M − 1)

4N(2N + 1)(2N2
+ N − 1)

Note—For Zeeman components of O2 lines, where ±M ≤ N (Liebe

1981).

Zeeman coefficients corresponding to the given 𝑁 ± transition from Table 2 of Larsson et al.

(2019). The values of the relative intensity factor b (𝑁 ,𝑀) are shown in Table 8.1; note that

these normalize to two in the absence of a magnetic field, but when combined with 𝝆, the

combination yields the identity matrix.

Following Larsson et al. (2014) and Melsheimer et al. (2005) the line profile is defined as

𝐹 (a ,a𝑘) =
(︃
a

a𝑘

)︃2 1
Δa𝐷

√
𝜋

[︁
(1 + 𝑔𝑙𝑃

2 − 𝑖𝑦𝑙𝑃)𝑤 (𝑧−) + (1 + 𝑔𝑙𝑃
2 + 𝑖𝑦𝑙𝑃)𝑤 (𝑧+)

]︁
, (8.7)

where the Faddeeva function (for Im(𝑧) > 0) (Faddeyeva and Terent′ev 1961) is,

𝑤 (𝑧) = 𝑖

𝜋

∫ ∞

−∞

𝑒−𝑡
2

𝑧 − 𝑡
𝑑𝑡 , (8.8)

with

𝑧± =
a ± a𝑘 ± 𝛿a𝑙𝑃2 + 𝑖Δa𝑝

Δa𝐷
. (8.9)

Here, 𝑔𝑙 is the second-order line shape correction, 𝑦𝑙 is the first-order phase correction,

and 𝛿a𝑙 is the second-order frequency correction. These are defined with temperature

dependence by

𝑍𝑙 (𝑇 ) =
[︃
𝑍 0
𝑙

+ 𝑍 1
𝑙

(︃
𝑇300

𝑇
− 1

)︃]︃ (︃
𝑇300

𝑇

)︃𝑥𝑍
, (8.10)

where 𝑍𝑙 is the first- or second-order coefficient 𝑦𝑙 , 𝑔𝑙 , or 𝛿a𝑙 and 𝑦
0,1
𝑙

(hPa−1), 𝑔0,1
𝑙

(hPa−2),
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and 𝛿a
0,1
𝑙

(GHz hPa−2) are all from Table 1 of Makarov et al. (2011); the exponent 𝑥𝑍 is 0.8

for 𝑦𝑙 and 1.6 for 𝑔𝑙 and 𝛿a𝑙 . The pressure broadening half width is

Δa𝑝 = 𝛾air𝑝air𝑃

(︃
𝑇296

𝑇

)︃𝑥a
+ 𝛾𝑤𝑝𝑤𝑃

(︃
𝑇296

𝑇

)︃𝑥a
(8.11)

for

𝛾air,𝑤 (𝑁 ) = 𝐴𝛾 +
𝐵𝛾

1 + 𝑐1𝑁 + 𝑐2𝑁
2 + 𝑐3𝑁

4 , (8.12)

where 𝐴𝛾 (GHz hPa−1), 𝐵𝛾 (GHz hPa−1), 𝑐1, 𝑐2, and 𝑐3 are parameters from column four of

Table 3 of Koshelev et al. (2016) for 𝛾air and from column two of Table 2 of Koshelev et al.

(2015) for 𝛾𝑤 ; the exponent 𝑥a = 0.75412 is from Table 1 of Koshelev et al. (2016). Also used

is the 1/𝑒 Doppler half width (Herbert 1974; Varghese and Hanson 1984),

Δa𝐷 =
a𝑘

𝑐

√︄
2𝑘𝐵𝑇
𝑀𝑂2

(8.13)

in GHz, where 𝑐 (m s−1) is the speed of light and 𝑀𝑂2 (kg mol−1) is the molar mass of

molecular oxygen [from Hitran (Gordon et al. 2017)]. The 1/(Δa𝐷
√
𝜋) factor is a nor-

malization (Armstrong 1967). At high pressures, the Faddeeva function simplifies to a

Lorentz shape function, so the combination of the two Faddeeva functions reduces to a

Van Vleck–Weisskopf (Van Vleck and Weisskopf 1945) line shape. At low pressures, when

𝑃 → 0, the line mixing and pressure correction effects are eliminated, so the function

behaves similar to a Voigt line shape function, although with slightly reduced amplitude

on the line wings. As will later be shown, the high-pressure case is more important, so the

line shape function was chosen such that it is most accurate in that regime.
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Dry air and water vapor

While the Zeeman effect is the sole significant non-transient source of polarized atmo-

spheric emission in the millimeter spectrum, there are other unpolarized sources, quantified

by a dry air continuum and water vapor contributions. Following Tretyakov (2016), the

dry air and water vapor non-resonant continua term is

𝛼𝑐 (a ,𝑇 ) =
[︃
𝐶0
𝑤

(︃
𝑇300

𝑇

)︃𝑥𝑤
𝑝2
𝑤 +𝐶0

air

(︃
𝑇300

𝑇

)︃𝑥air

𝑝air𝑝𝑤 +𝐶0
dry

(︃
𝑇300

𝑇

)︃𝑥dry

𝑝2
air

]︃
𝑃2a2, (8.14)

where 𝐶0
𝑤 , 𝐶0

air, 𝐶
0
dry (Np km−1 hPa−2 GHz−2) and 𝑥𝑤 , 𝑥air, 𝑥dry are numerical coefficients

from Table 5 of Tretyakov (2016). Following Rosenkranz (1998), the water vapor contribu-

tion is

𝛼𝑤 (a ,𝑇 ) =
∑︂
𝑗

𝑆 𝑗 (𝑇 )
[︁
𝑓 𝑗 (a) + 𝑓 𝑗 (−a)

]︁
(8.15)

summed over the water vapor lines shown in Table 1 of Rosenkranz (1998), where the line

profile is defined as

𝑓 𝑗 (a) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
a2𝛾 𝑗

𝜋a2
𝑗

[︄
1(︁

a − a 𝑗
)︁2 + 𝛾2

𝑗

−
1

a2
𝑐 + 𝛾2

𝑗

]︄
|𝑣 − 𝑣 𝑗 | < 𝑣𝑐

0 |𝑣 − 𝑣 𝑗 | ≥ 𝑣𝑐

(8.16)

with

𝛾𝑖 = 𝑤𝑠𝑝𝑤𝑃

(︃
𝑇300

𝑇

)︃𝑥𝑠
+𝑤 𝑓 𝑝air𝑃

(︃
𝑇300

𝑇

)︃𝑥 𝑓
, (8.17)

where a𝑐 = 750 GHz is a cutoff frequency and 𝑤𝑠 , 𝑤 𝑓 (GHz km−1) and 𝑥𝑠 , 𝑥 𝑓 are numerical

coefficients from Table 1 of Rosenkranz (1998). This formulation resembles the Van Vleck–

Weisskopf line shape but includes a high-frequency cutoff, as proposed by Clough et al.

(1989). The line intensities, 𝑆 𝑗 (GHz km−1), follow Equation (8.2) but with 𝑛𝑝air replaced

with 𝑝𝑤 ; 𝑆296 (MHz m2 mol−1) and 𝐸′′ (J) values are again from Hitran (Gordon et al. 2017),
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along with the line frequencies, a 𝑗 (GHz). The full coherency matrix (Np km−1) is then

𝑮 (a) = 𝑮𝑍 (a) +
𝛼𝑐

2
𝑰 +

𝛼𝑤

2
𝑰 , (8.18)

where 𝑰 is the identity matrix.

8.1.2 Radiative transfer

As we are interested in polarization, a tensor radiative transfer approach is required to

model how radiation propagates through the atmosphere. Using a plane-parallel approx-

imation, the atmosphere is divided into layers of thickness Δ𝑧 = sec𝜙 · 0.2 km starting

from ground level, 5.2 km in the case of CLASS, and ending at 100 km; 𝜙 denotes the zenith

angle. Using the approach described in Lenoir (1967) and Lenoir (1968) and including

phase as per Rosenkranz and Staelin (1988), the brightness temperature coherency matrix

(Randa et al. 2008) of a given atmosphere layer is defined as

𝑻𝐵 (𝑧) = 𝑒−𝑮Δ𝑧𝑻𝐵 (𝑧0)𝑒−𝑮
†Δ𝑧 +𝑇 (𝑧)

(︂
𝑰 − 𝑒−𝑮Δ𝑧𝑒−𝑮

†Δ𝑧
)︂

(8.19)

using matrix exponentiation, where 𝑻𝐵 (𝑧0) is the brightness temperature coherency matrix

of the atmosphere layer before it, 𝑇 (𝑧) (K) is the physical temperature of the atmosphere

layer, and † represents the conjugate transpose operation. Since we are observing from

the ground, unlike the satellite observations described in Lenoir (1968), we start at 100 km

with 𝑻𝐵 (𝑧0) = 𝑇
RJ
CMB𝑰 and calculate the propagation downward layer-by-layer until the

ground, where 𝑇 RJ
CMB is the CMB monopole (Fixsen 2009) brightness temperature at the

observing frequency. Note that as the brightness temperature coherency matrix contains

matrix elements defined in terms of the brightness temperature of a single polarization
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of radiation,2 there is an extra factor of one half in the conversion to Stokes parameters

when compared to a standard coherency matrix (Born and Wolf 1959), e.g., 𝐼 = 1
2 Tr(𝑻𝐵).

8.1.3 Atmosphere and magnetic field properties

In order to perform the aforementioned calculations, data are needed for the atmospheric

temperature and pressure profiles, as well as the geomagnetic field vector direction and

magnitude at the location in question. The Nrlmsise-00 atmosphere model (Picone et al.

2002), averaged over the full year, was used to calculate the temperature and pressure

profiles used; for the lower atmosphere, this model was compared to data acquired via

radiosonde launches from the Chajnantor Plateau, which is adjacent to the CLASS observ-

ing site, during the Alma site characterization campaign3 and was found to be in good

agreement. The magnetic field was calculated at ground level using the National Oceanic

and Atmospheric Administration’s Enhanced Magnetic Model 2017 (EMM2017) (Chulliat

et al. 2015). While the magnetic field strength does decrease with altitude, this effect is

minor, so it was omitted from the calculations.

8.1.4 Primary source of polarized emission

Zeeman emission from atmospheric molecular oxygen is generally considered to be a

mesospheric effect, since individual emission lines can be discerned at these altitudes due

to the lack of pressure broadening. However, we are interested in polarized emission at

frequencies far from the resonance lines, where the discernibility of individual emission

lines is not relevant. To determine which altitude region of the atmosphere is primarily

responsible for the polarized emission, we simulated a series of observations to the north

2See the footnote of Section 1.2.2 of Janssen (1993) for a discussion of differing brightness temperature
definitions.

3Data retrieved from http://legacy.nrao.edu/alma/site/Chajnantor/instruments/
radiosonde/.
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Figure 8.1: Altitude dependence of Zeeman emission, comparing the total Stokes V signal ob-

served for various simulation altitude cutoffs to the fiducial case of 100 km maximum altitude.

The simulated observations are to the north with a 45° zenith angle, starting from 5200 m at the

CLASS observing site for the CLASS Q-band telescope. The light gray background denotes the

troposphere, while the white background denotes the stratosphere.

with a 45° zenith angle from the CLASS observing site in the frequency band of the CLASS

Q-band telescope; the properties of both the site and telescope are further detailed in

the next section. Instead of starting at 100 km altitude to calculate the layer-by-layer

propagation downward, the starting altitude is reduced incrementally and compared to

the 100 km fiducial case, the results of which are shown in Figure 8.1. This series of

calculations shows that the lower atmosphere is the primary contributor to the polarized

Zeeman emission far from the resonance lines, with three-quarters of the signal contributed

by the troposphere. At lower altitudes, the atmospheric pressure is higher, so there are

more oxygen molecules per unit volume, which leads to more emission. Thus, while the

mesospheric emission is most significant when one wishes to resolve individual Zeeman

emission lines, tropospheric emission is most significant far from the resonance lines.
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8.2 Simulation results

The CLASS observing site is located at 5.2 km elevation in the Atacama Desert of northern

Chile, with coordinates 22.959 75° S, 67.787 26°W. For this location, at ground level, the

EMM2017 magnetic field model was evaluated for 2017 January 1, a date near the middle of

the observing period that will be described in Section 8.3; this resulted in a magnetic field of

22 738 nT oriented with an azimuth angle of −5.9° and a zenith angle of 68.8°. As previously

mentioned, the Nrlmsise-00 atmosphere model was used to calculate temperature and

pressure profiles. To include water vapor effects, 10% relative humidity is assumed, which

is a typical value for the CLASS observing site during good weather; this corresponds to

∼0.6 mm of precipitable water vapor (PWV). As the observations are made away from the

water vapor resonance lines, the relative humidity only affects the polarized signal via

effecting small changes to the partial pressure of molecular oxygen. Thus, water vapor

effects are small for the frequencies of interest, so the exact value is not critical.

Using the atmosphere temperature and pressure profiles described above, a full radiative

transfer simulation can be performed, as described by Equation (8.19), using coherency

matrices described by Equation (8.18). It is informative to first consider the frequency

dependence of the polarized emission, which is shown in Figure 8.2. The primary features

are the cluster of resonance lines in the 50 GHz to 70 GHz range and the 1− line at 118.8 GHz;

since the sign of the circular polarization is reversed when transitioning from frequencies

below the resonance frequency of a given line and above it, there are nulls due to the

interactions between the 1− line and the other resonance lines. Furthermore, the polarized

signal is attenuated due to water vapor at 183 GHz and to a lesser extent at 22 GHz.

Next, effects from 32.3 GHz to 43.7 GHz, the frequency band of the CLASS Q-band

telescope (Appel et al. 2019), are considered. A sky plot is shown in Figure 8.3, which shows

both the azimuth and zenith angle dependence of the circularly polarized atmospheric
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Figure 8.2: Frequency dependence (ν) of polarized atmospheric signal at zenith for the CLASS ob-

serving site, both for circular polarization (|V |), shown in blueblue) and linear polarization (

√
Q2

+ U2
),

shown in orangeorange). The light graylight gray bands indicate CLASS observing frequencies, with the lowest

frequency band corresponding to the Q-band telescope.

signal. A detailed view of the azimuth dependence is shown in Figure 8.4. The magnitude of

the circularly polarized signal is strongest when the azimuth is aligned with the magnetic

declination angle, as expected, and is also stronger in the north than the south, since the

line-of-sight is better aligned with the magnetic field in that direction, as the magnetic field

vector points above the horizon to the north. Since a larger air mass is observed closer to

the horizon, the signal is also stronger further from zenith. The effect of the 1.5° full width

at half maximum beams of the CLASS Q-band telescope on the zenith angle and azimuth

dependence was evaluated and found to be negligible, so the effect was not considered in

the remainder of the analysis.

For rapid evaluation of the atmosphere model, a function of the form

𝑉 = 𝑎 · tan(𝑏 · 𝜙) · cos(𝜓 − 𝑐) + 𝑑 (8.20)

can be precisely fit to the simulations, where 𝜙 is the zenith angle and𝜓 is the azimuth

angle, with fit parameters shown in Table 8.2; zenith angles from 30° to 60° were used in
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Table 8.2: Atmosphere simulation fit

parameters at the CLASS observing

site for the CLASS Q-band telescope

Parameter Value

a 1.106 × 10
−4

K

b 9.848 × 10
−1

c −5.9°

d 4.185 × 10
−5

K

Note—When using b with Equa-

tion (8.20), ϕ should be in radians.

the fit. With 𝑎 and 𝑑 specified in K, 𝑉 is also in K; 𝑏 is a dimensionless scale factor, and

𝜓 and 𝑐 are angles. The average fit residual is ∼200 nK. Parameter 𝑐 , the azimuth offset,

corresponds exactly to the magnetic declination. The simulation code used to produce

these results has been published (Petroff 2019).

8.3 Comparison with observations

From the CLASS Era 1 survey, nighttime data recorded during the period from 2016

September through 2018 February are used for the present analysis; some nights are

excluded due to particularly poor weather conditions or due to operational difficulties,

such as interruptions to power or cryogenic systems. For each nightly observation, the

telescope was scanned with the boresight center pointing at a 45° zenith angle through an

azimuthal range of ±360° at a rate of 1 ° s−1. For the entirety of each night, the boresight

rotation angle of the telescope relative to the horizon remained fixed at −45°, −30°, −15°, 0°,

+15°, +30°, or +45°; the boresight rotation angle was changed daily such that each angle

was observed on a weekly basis. Boresight rotation combined with individual feedhorn

pointing offsets provides access to a range of zenith angles from 35° to 55° with this

scanning strategy.

Of the 28 detector pairs in the Q-band telescope that were operational during the Era 1

144



survey (Appel et al. 2019), 25 are used for the present analysis, with the remaining three

conservatively rejected due to atypical noise properties. Anomalous artifacts found in

detector timestreams are excised, along with windows surrounding them chosen such

that any filtering operations in the timestream processing pipeline do not convolve the

artifacts with surrounding data. The Stokes 𝑉 signal is extracted from pair-differenced

detector timestreams via demodulation with the VPM polarization transfer function (Chuss

et al. 2012; Harrington et al. 2021), where each pair corresponds to the two detectors with

orthogonal linear polarization sensitivity in each feedhorn. These resulting 𝑉 timestreams

are further checked for stable noise properties, with variance cuts used to eliminate data

with abnormally high noise. This data processing pipeline will be described in detail by

J. Eimer et al. (2021, in preparation). After all data cuts, 47927.6 detector pair-hours of

data remain. Daytime data were excluded from the present analysis, as additional pipeline

developments are required to properly handle their reduced stability and artifacts; however,

this does not preclude future use of these data. Furthermore, sun avoidance maneuvers

alter the telescope’s scan strategy during parts of the day and prevent coverage of the full

azimuth range, making these data less suitable for the present analysis.

To confirm that an observed circularly polarized signal is due to atmospheric Zee-

man emission, three properties should be satisfied: the azimuth angles of maximum and

minimum signal should align with the magnetic declination, the signal should show an

appropriate zenith angle dependence, and the signal should have approximately the correct

amplitude. To evaluate the observed signal, detector data were divided by detector pair

and boresight angle, processed as previously described, binned by azimuth with inverse

variance weighting, and fit with a sinusoidal profile; variance was evaluated for timestream

segments after splitting the demodulated timestreams into sweeps of constant direction

scanning in azimuth. As ground pickup contamination, likely due to 𝑇 → 𝑉 leakage, was

visible in binned azimuth profiles for some combinations of detector pairs and boresight
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Figure 8.5: Example binned azimuth profiles are shown along with sinusoidal best fit lines for

three combinations of detector pairs and boresight rotation angles. The data are plotted with

arbitrary amplitude offsets; error bars are not shown. The lighter data points indicate the region

excluded from the sinusoidal fits due to the ground elevation angle cut. The profile in blueblue is from

a zenith angle of 43.9° and a boresight rotation angle of −45°, the profile in orangeorange is from a zenith

angle of 46.7° and a boresight rotation angle of 0°, and the profile in redred is from a zenith angle of

52.8° and a boresight rotation angle of +45°.

rotation angles, the azimuth range where the ground elevation angle is above 6°, i.e., where

the peak of Cerro Toco is, was masked before fitting; this corresponds to 10° to 92° azimuth.

A covariance threshold was also used to remove poor fits. As each azimuth sweep is

mean-subtracted, only the peak-to-peak amplitude of the azimuth-dependent signal is

measured, not its absolute offset. Example binned azimuth profiles and sinusoidal fits are

shown in Figure 8.5.

The fits result in a signal maximum aligned with an azimuth angle of (−5.5 ± 0.6)°, which

is consistent with the expected magnetic declination, the angle between magnetic north

and true north, of −5.9°; this error was calculated using bootstrapping after performing

an additional data cut based on the residual after subtracting the sinusoidal best fits

from the binned azimuth profiles. The other mechanism by which the Earth’s magnetic

field is expected to affect the detector data is through magnetic pickup in the detectors

and Superconducting Quantum Interference Device (SQUID) multiplexers and amplifiers.
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pared to simulation (shown in black). The data are split by both feedhorn and boresight rotation
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tion calculated on the residual after subtracting the sinusoidal best fits from the binned azimuth

profiles. Linear best fit lines are also shown for each boresight rotation angle; the reduced χ2
for

these fits range from 1.8 to 3.4, with an average reduced χ2
of 2.5.

As this pickup is not modulated by the VPM and should therefore not be visible in the

demodulated timestreams, this alone is strong evidence of a detection of a signal of

atmospheric origin. Next, the zenith angle dependence of the peak-to-peak signal in the

data was evaluated and compared to the simulation, the results of which are shown in

Figure 8.6. A data point is shown for each combination of detector pairs and boresight

rotation angles; zenith angle differences are due to individual feedhorn pointing offsets,

which change relative to the boresight center pointing at different boresight rotation angles.

An expected zenith angle dependence is seen, giving further evidence that the observed

signal is of atmospheric origin. The excess scatter is thought to be due to uncertainties

in the preliminary detector relative efficiency calibrations used in the analysis combined

with potential bandpass mismatches between detectors.

As can be seen in Figure 8.6, the measured amplitude is consistent between different

boresight rotation angles and between different detector pairs, providing a check against

systematic errors. Additionally, data were split by date of observation to check for changes
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over time; these splits were also found to be consistent. While there are expected to be

slight changes over time to the atmospheric signal due to evolution of the geomagnetic

field, these changes are much smaller than the error of the measurements; EMM2017

predicts the yearly change in field strength to be on the sub-percent level and the yearly

change in magnetic declination to be approximately −0.2°.

A ground loop between the VPM control electronics and the detector readout electronics

would in theory be able to introduce modulated signal into the SQUID magnetic pickup.

However, detector data collected while the VPM was running and the receiver window

was covered with a metal plate to block optical signals was inspected and found to contain

no modulated signal, ruling out this possibility.

To further exclude the possibility of the detected signal being due to magnetic pickup,

the physical geometry of the telescope’s receiver can be considered. The detectors and

SQUIDs are all in the same plane relative to one another despite having different optical

pointing offsets, i.e., the detectors all have the same physical orientation relative to the

magnetic field. Thus, the peak-to-peak amplitude of their magnetic pickup—which should

not be in the demodulated timestreams to start with—would only be dependent on the

zenith angle of the telescope’s boresight pointing. Since all observations were taken with a

boresight pointing zenith angle of 45°, SQUID magnetic pickup would not result in a zenith

angle dependence, contrary to the detected signal. Additionally, changing the boresight

rotation angle alters the physical orientation of the SQUIDs relative to the magnetic field

and thus yields a boresight rotation angle dependence to the magnetic pickup, again

contrary to the detected signal.

Using Equation (8.20) and the fit parameters in Table 8.2, a simulated map was created

using pointings from the aforementioned observations, which is shown in Figure 8.7 along

with a map of CLASS 𝑉 data and a map showing residuals. To create the data map, the 𝑉

signal was accumulated into pixels using inverse variance weighting of data, using the
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same data processing and variance calculation procedures used for fitting the sinusoidal

profiles. For the simulated map, azimuth sweeps were mean subtracted and weighted to

match the processing of the data. Note that the overall dipole pattern is visible in both

maps; the dipole amplitude is 162 µK in the simulated map and 130 µK in the data map,

with a direction difference of 0.7°. The dipole amplitude ratio between the simulated map

and the data map was used to scale the simulated map before subtracting it from the data

map to produce the residual map. If the azimuth sweeps are not mean subtracted when

creating the simulated map, the dipole changes in amplitude by +6 µK and in direction by

0.4°, demonstrating that the mean subtraction only has a minor effect on the signal. Areas

of higher noise are due to uneven sky coverage.

The measured amplitude in both the sinusoidal profiles and map are in reasonable

agreement with that predicted by the simulations. The remaining∼20% discrepancy is likely

due to some combination of calibration errors in the detector data and shortcomings of the

simulation. Although the detector calibration was done using Stokes 𝐼 , the demodulated

linear polarization of the Crab Nebula matches previous observations (Xu et al. 2020),

so it is unlikely that a discrepancy of the magnitude observed between observation and

simulation is due to an error in either the VPM polarization transfer function calibration

or detector calibration. The detector bandpass uncertainty is also low enough that a

bandpass error cannot fully explain the discrepancy (Appel et al. 2019). This leaves a

shortcoming of the simulation as the most likely source of the discrepancy. The Van Vleck–

Weisskopf line shape is known to be inaccurate far from the resonance lines (Hill 1986), so

it may be reasonable to attribute the difference to this inaccuracy, since we are observing

at frequencies far from the resonance lines, and the majority of the observed signal is

from the lower atmosphere, where the line profile used in the simulations reduces to a

Van Vleck–Weisskopf line shape. Furthermore, the line mixing and pressure broadening

parameters used in the simulation were also all measured near the resonance lines. As
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Figure 8.7: Stokes V signal mapped onto the projected celestial sky using pointings from CLASS

Q-band telescope observations. The top plot uses a simulated atmospheric signal, the middle plot

uses data, and the bottom plot shows the difference between the two maps, with the simulation

data scaled by the amplitude difference of the dipoles fitted to the two previous maps. The color

scale is identical for the top two maps and different for the bottom map. Note that this data map

was produced with a different analysis pipeline than the maps presented in Padilla et al. (2020).
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Zeeman splitting of molecular oxygen resonance lines in the presence of Earth’s magnetic

field is the only theorized source of circularly polarized atmospheric emission, we conclude

that this is the source of the detected signal.

8.4 Conclusion

Expanding on prior models and utilizing recent spectroscopic data, a model for circularly

polarized atmospheric emission from Zeeman splitting of molecular oxygen was presented.

This model was then used to simulate the atmosphere of the CLASS observing site at

the frequencies of the CLASS Q-band telescope. An analysis of circular polarization

timestreams observed by the CLASS Q-band telescope, utilizing the Stokes𝑉 measurement

capability of a VPM, was then compared to the simulations and shown to be a strong

detection of this atmospheric emission; this is believed to be the first such detection of

circular polarization in a frequency band used for ground-based CMB observations. The

amplitude of the signal differed by ∼20% between the simulations and observations but is

still in good agreement. As the atmospheric signal is orders of magnitude larger than any

theoretical cosmological or astrophysical signal, its subtraction is necessary for setting

improved upper limits on said signals and providing more rigorous observational tests.

Although this signal can be adequately removed empirically, such as by fitting a dipole sky

pattern or by creating templates that describe the signal as a function of azimuth, modeling

the signal helps us verify our understanding of it. After the subtraction of the atmospheric

signal, Stokes 𝑉 serves primarily as a null channel for CLASS; as no residual signal is

expected, a𝑉𝑉 angular power spectrum that is not consistent with zero would suggest the

presence of either an unmitigated systematic error or a non-standard cosmological signal.
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Chapter 9

Full-sky Cosmic Microwave

Background Foreground Cleaning

Using Machine Learning

The cosmic microwave background (CMB), a relic of the early Universe, encodes informa-

tion about the physics of the first moments of the Universe. This wealth of information has

proven crucial to modern precision cosmology. However, we can only observe the CMB

through the local contamination of the Milky Way and other galaxies in the intervening

Universe, which has fluctuations that are many times brighter than the anisotropy of the

primordial signal (Planck Collaboration I 2020). Fortunately, the spectral indices of the

foregrounds, both Galactic and extragalactic, differ from that of the CMB, allowing for

the signals to be discriminated between through observations made at multiple frequen-

cies. The most straightforward method to do so is to perform a simple internal linear

combination of sky maps observed at different frequencies, fitting templates to the various

components based on their spectral indices (Bennett et al. 2003). Numerous other more

Except for some minor changes, this chapter was previous published as Petroff et al. (2020a).
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advanced foreground cleaning techniques have also been developed in an attempt to more

completely remove foregrounds and reduce systematic errors (e.g., Martı́nez-González

et al. 2003; Hansen et al. 2006; Bobin et al. 2007; Cardoso et al. 2008; Eriksen et al. 2008;

Katayama and Komatsu 2011; Remazeilles et al. 2011; Basak and Delabrouille 2012; Ichiki

et al. 2019). Reduction of systematic errors is crucial as such errors bias the cosmological

parameters extracted from the CMB map.

Machine learning, specifically deep learning using artificial neural networks, has been

increasingly applied to astrophysical problems (see reviews in Ball and Brunner 2010; Carleo

et al. 2019; Fluke and Jacobs 2019), including to the CMB (e.g., Auld et al. 2008; Ciuca and

Hernández 2017; He et al. 2018; Caldeira et al. 2019; Münchmeyer and Smith 2019; Puglisi

and Bai 2020; Vafaei Sadr and Farsian 2020; Yi et al. 2020). Of particular note are previous

applications of neural networks to CMB foreground cleaning, but these approaches have

either not taken into account morphological features (Nørgaard-Nielsen 2010) or have not

been applied to the full sky (Aylor et al. 2021). An artificial neural network is a neuroscience-

inspired construct that consists of a set of units connected with trainable weights and

nonlinear transformations, which can be used to approximate arbitrary functions (Russell

and Norvig 2010). Convolutional neural networks (CNNs) are a type of artificial neural

network particularly well suited for cleaning foregrounds from maps, as they work on

images and process structural information instead of only individual pixels (Krizhevsky

et al. 2012). However, traditional CNNs are limited to rectangular images and thus are not

well suited to full-sky maps of the CMB, although they can be applied to flat sky projections

of limited parts of the sky. Recently, multiple techniques have been developed to extend

CNNs to the sphere, allowing for the full sky to be considered at once (Cohen et al. 2018;

Esteves et al. 2018; Kondor et al. 2018; Jiang et al. 2019; Krachmalnicoff and Tomasi 2019;

Perraudin et al. 2019). We apply one such technique to cleaning foregrounds from full-sky

temperature maps of the millimeter and submillimeter sky, leaving the primordial CMB
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signal, as well as possible residuals. We also assess its ability to evaluate how well different

simulations match observations.

The remainder of this chapter is organized as follows. First, in Section 9.1, we discuss the

artificial neural network architecture used. Next, in Section 9.2, we discuss the simulations

used to train the model. We then describe the training procedure in Section 9.3 and apply

the trained model to the simulations. The trained model is then applied to Planck sky

maps in Section 9.4. Finally, we conclude in Section 9.5.

9.1 Neural network architecture

In concordance with the cosmological principle, a neural network architecture for cos-

mological applications should ideally encode neither position nor direction and should

encompass the entire sky. The DeepSphere architecture of Perraudin et al. (2019) fulfills

these properties; it is a convolutional architecture, so it does not encode position, and

it learns radially symmetric kernels, so it is approximately rotationally equivariant,1 all

while covering the full sky. This architecture represents the Healpix equal-area sphere

pixelization (Gorski et al. 2005) as a graph. Convolutions are performed as operations on

the graph using Chebyshev polynomials, while downscaling takes advantage of Healpix’s

hierarchical nature, combining four pixels into their single parent pixel. However, this is

not a complete solution, since the technique, as presented by Perraudin et al. (2019), only

produces outputs suitable for regression or classification problems.

CMB foreground cleaning falls under the category of image-to-image problems in

the machine-learning parlance. Thus, we extend the widely used U-Net architecture of

Ronneberger et al. (2015) to the sphere. This technique consists of both contracting and

expanding paths, which decrease and increase the image resolution, respectively, in order

1The improved weighting scheme presented in Defferrard et al. (2020) was used.
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to encode features on multiple scales; skip connections are used to bypass smaller levels of

the contracting–expanding path to transfer details and bypass the information bottleneck

of the smallest level. On the contracting path, after a convolution is applied, a pooling

operation is used to combine a block of four pixels into a single pixel; in this case, we use

max pooling, which takes the maximum value of the four input pixels. On the expanding

path, each pixel is subdivided into four identical child pixels, and a convolution is then

performed on the higher resolution image. Each convolution layer uses a set of trainable

filters and is generally followed by a nonlinear activation layer.

To extend this architecture to the Healpix sphere, we use Healpix’s hierarchical

nature to either combine four pixels into a single pixel or to subdivide a pixel into four

child pixels, depending on whether the resolution is being decreased or increased. For the

contracting path, we apply a DeepSphere graph-based convolution before pooling, while

for the expanding path, we apply a DeepSphere graph-based convolution after pixels are

duplicated to produce a higher resolution map.

Finally, a method of combining features from separate frequency maps is needed. We

accomplish this by using a separate contracting path for each of the input frequency maps,

with trainable multiplicative scale and additive bias weights for each frequency at each

detail level. While a single contracting path that takes all of the frequency channels as

input could have been used with a greater number of convolution filters, this would have

resulted in a larger model with a greater number of trainable parameters. Instead, we

exploit a priori knowledge of astrophysical foregrounds and construct an architecture that

allows the model to learn resolution-dependent internal linear combinations in addition to

morphological features. On the single expanding path, the scaled and biased frequency

maps are summed with the upscaled, convolved map from the smaller level in the path.

After this step, a nonlinear activation is applied to the summed map, and it is upscaled and

convolved. The process is repeated for the more detailed result. A schematic overview of
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Figure 9.1: Artificial neural network architecture overview. Shading denotes nodes with trainable

parameters.

this architecture is shown in Figure 9.1. All nonlinear activations are performed using the

exponential linear unit (ELU) operation (Clevert et al. 2016). The number and sizes of the

convolution filters will be discussed in Section 9.3. Each location where a convolution is

performed consists of a pair of convolution layers, since this was found to reduce the loss

function (defined below) more than a single convolution layer with twice the number of

filters (but the same total number of filters).

For machine learning to be maximally useful in scientific contexts, accurate error esti-

mation is crucial. This estimated error can be divided into aleatoric uncertainty, uncertainty

due to noise in the observations, i.e., statistical uncertainty, and epistemic uncertainty,

uncertainty due to error in the model, i.e., model-based systematic uncertainty (Kendall

and Gal 2017). To this end, we used a Bayesian neural network with Concrete dropout (Gal

et al. 2017). Dropout is a process that randomly drops units, and their connections, from

an artificial neural network during training, which was developed to prevent overfitting

during the training process (Srivastava et al. 2014). Dropout was later shown to be a

Bayesian approximation that can be used to estimate a network’s epistemic uncertainty by
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also randomly dropping units over multiple evaluations, but the dropout probability had

to be tuned to calibrate the uncertainty estimate (Gal and Ghahramani 2016); Concrete

dropout allows for automatic tuning of the dropout probability. Following Kendall and Gal

(2017), we have the network estimate aleatoric uncertainty by producing an error map in

addition to a CMB map. This is accomplished by training the network to minimize the loss

function

L =
1
𝐷

𝐷∑︂
𝑖=0

[︃
1
2

exp(− log �̂�2
𝑖 ) | |y𝑖 − ŷ𝑖 | |2 +

1
2

log �̂�2
𝑖

]︃
, (9.1)

where y is the true (simulated) CMB map, ŷ is the predicted CMB map, and �̂�2 is the

predicted variance, all averaged over 𝐷 pixels. As per Kendall and Gal (2017), the log

variance is used as the model output for numerical stability reasons. The two types of

uncertainty are combined by evaluating the network many times with dropout. Each

iteration, a random noise realization is drawn from a Gaussian distribution with variance

corresponding to the per-pixel aleatoric uncertainty estimates, which is added to the CMB

map realization. The mean and variance of this set of map realizations are then calculated

to produce the final output.

9.2 Training data

In order to train a neural network model, many training samples are required. Since we have

only one sky to observe, and since we do not know the ground truth for that sky, simulations

must be used. For this, the pre-launch Planck Sky Model was used (Delabrouille et al. 2013).

This mostly template-based model includes diffuse synchrotron, thermal dust, free–free,

spinning dust, and CO foreground components, as well as the Sunyaev–Zel′dovich effect

for clusters and the cosmic infrared background (CIB), using the knowledge of these

components that was available when the Planck spacecraft was launched. Although the

Planck Sky Model can also simulate strong and weak point sources, these were excluded
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from the simulations that were run, since we found the inclusion of point sources to cause

issues with the neural network training; a catalog of point sources can be used to mask

the final output map before angular power spectrum estimation instead, if desired, but we

did not find this masking to be necessary. The Planck Sky Model generates randomized

constrained realizations of these foreground components, which match prior observations

to within observational errors. As the uncertainty on the knowledge of these components

is included in the simulations, this can be used to help better calibrate the uncertainties in

the Bayesian neural network model. Furthermore, it allows for creating an independent

foreground cleaning technique, since no Planck data are used in the simulations, except

for derived instrument parameters. For reasons that will be discussed in Section 9.4.1, the

thermal dust simulation in the Planck Sky Model code was modified to use Model 8 of

Finkbeiner et al. (1999) instead of the default of Model 7.2

To generate the CMB used with the simulations, the CLASS Boltzman code (Blas et al.

2011) was used with parameters drawn from the WMAP9 flat ΛCDM Monte Carlo chains

(Hinshaw et al. 2013) to produce theory angular power spectra, some of which deviate

significantly from current constraints; thus, the simulated spectra cover the range of

plausible spectra. These spectra were then modified to account for CMB lensing, and

the lensed spectra were used to generate sky map realizations. The simulated sky was

then observed using the Planck 2018 reduced instrument model (Planck Collaboration I

2020), without including instrument noise or instrument beams, using temperature data

from both the 70 GHz low frequency instrument (LFI) band and all six high frequency

instrument (HFI) bands. A resolution of nside=512 was used,3 and the sky was smoothed

to a common 13.1′ Gaussian beam, corresponding to the largest Planck beam used, that

2Contrary to the description in Delabrouille et al. (2013), the pre-launch Planck Sky Model (v1.7.8) does
not include Model 8 as an option.

3Early experimentation was performed with maps with resolution nside=64 or nside=256, since this
was considerably faster.
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of the 70 GHz channel. Finally, the 𝑇𝑇 variance maps included with the published Planck

2018 frequency maps were used to add white instrument noise to the simulated frequency

maps. In addition to the observed frequency maps, the reference CMB map was also

saved, to be used as the reference during model training. A set of 1000 simulations was

created. Using the full simulation set, a set of normalization values were derived and

applied multiplicatively to keep each frequency map between −1 and 1 and each CMB map

between 0 and 1, with the CMB maps centered at 0.5.

9.3 Training procedure

For training, the set of 1000 simulations was subdivided into a training set consisting of 800

simulations and a test set containing the remaining 200 simulations. As mentioned in the

previous section, these simulations differ in their randomized constrained realizations of

foreground components, CMB components (including ΛCDM parameters), and instrument

noise realizations. The network architecture was implemented using TensorFlow (Abadi

et al. 2016), and the training procedure was performed on an NVIDIA TITAN RTX GPU. For

training, the AMSGrad optimizer (Reddi et al. 2018) was used with default parameters. Six

filters were used for each convolution layer (parameter 𝐹 in Figure 9.1), with a polynomial

order of nine; increasing either parameter was found to only provide small improvements,

while thus increasing the network complexity unnecessarily. For Concrete dropout, a

length scale of 10−4 was used. The final model includes 50 729 trainable parameters.

The model was trained for 400 epochs,4 with a batch size of one,5 a process that took

approximately nine days. The TensorFlow Large Model Support library (Le et al. 2019)6 was

used to allow portions of the model to be swapped out of GPU memory during the training

4An epoch refers to a single pass through the training dataset during the training procedure.
5The batch size denotes how many examples are used simultaneously during the training procedure.
6https://github.com/IBM/tensorflow-large-model-support
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Figure 9.2: Simulated maps from one example in the test set. The top left panel shows the

reference CMB map, the bottom left panel shows the CMB as reconstructed by the neural network

model, the top right panel shows the difference between the reference and reconstructed CMB

maps, and the bottom right panel shows the error predicted by the neural network model. Note

that the color scales for the difference and predicted error saturate on portions of the Galactic

plane.

process, since the model could not otherwise be trained, even with a batch size of one,

due to GPU memory limitations. After training, the average loss [Equation (9.1)] on the

training simulations was −7.22, while the average loss on the test simulations was also

−7.22. This shows that the model was not overfit to the training examples, although this

does not eliminate the possibility of fitting to shortcomings in the simulations relative to

reality.

The results of evaluating the trained model for one set of maps from the test set are

shown in Figure 9.2, utilizing the average of 100 evaluations to predict the uncertainty

using the previously mentioned procedure of Kendall and Gal (2017). The reconstructed
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Figure 9.3: Temperature angular power spectra of one example of simulated maps from the test

set. In the top panel, the spectrum calculated from the reference map is shown in graygray ◖, the

spectrum calculated from the reconstructed map is shown in blueblue ◗, and the theory spectrum used

to create the simulations is shown in greengreen. The reference map spectrum is calculated without

a mask or weighting, while the reconstructed map spectrum is calculated using the mask and

weighting scheme described in the text. The bottom panel shows the mean and standard deviation

of the difference between the map-derived spectra and the theory spectrum, using a bin width of

33, for both maps.

map shows only small residuals away from the Galactic plane (<4 µK, on average), and

the larger residual directly on the plane (∼40 µK, on average) is accurately captured by the

predicted error. For this particular example, the mean predicted standard error and mean

absolute difference over the full sky are 5.4 µK and 3.8 µK, respectively, after masking map

pixels with a predicted standard error >50 µK; for 75% of pixels, the actual difference was

within the predicted standard error. These statistics show that the predicted error is close,

although slightly overestimated.

The temperature angular power spectrum of the reconstructed map was also evaluated

using the PolSpice estimator (Chon et al. 2004), with pixels with a predicted standard error

>50 µK masked out and inverse variance weighting used for the remaining pixels, using

the inverse of their predicted errors. While the reconstructed map shown in Figure 9.2 is
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the pixel-space average of the 100 individual maps output by the model, including noise

drawn from their predicted errors, the angular power auto-spectrum was instead calculated

for each individual map after the predicted noise was added;7 the resulting spectra were

then averaged. This procedure was used as it produced improved results at smaller angular

scales, when compared to the auto-spectrum calculated from the averaged map or to the

average of cross-spectra calculated between the individual maps output by the model. The

recovered spectrum matches up until ℓ ≈ 900, after which beam and noise effects start

causing the spectra to diverge; the Planck 70 GHz channel becomes noise-dominated for

ℓ ≳ 800 (Planck Collaboration II 2020), so this is a likely cause of the lack of signal at

these smaller angular scales. Beam effects also affect the reference map, since it is also

smoothed with the common 13.1′ beam, but to a lesser degree. The above procedure was

also applied to 100 map sets from the training set, and the resulting spectra were compared

to spectra computed from the reference maps, to check for bias. A small multiplicative

bias (≲ 3%) was found; this was corrected by using the results of a quadratic fit to the bias

for 2 < ℓ < 900, which resulted in a mean absolute residual bias of ∼0.3% for 2 < ℓ < 900.

The need for this correction is thought to be primarily due to the use of a pixel-space loss

function during model training; however, it also effectively removes any noise bias in the

ℓ range it is fit to. The resulting angular power spectrum of the test set example is shown

in Figure 9.3, along with the spectrum of the reference map and the theory spectrum used

to generate the reference map and the simulated frequency maps.

9.4 Application to Planck observations

With the neural network model trained, it was then applied to the Planck 2018 intensity

frequency maps, which were first corrected to use the same CIB monopole value as used

7A common mask and weighting were used for all the maps.
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in the simulations and normalized with the same multiplicative constants used for the

simulations. The same evaluation procedure previously described for the map set from the

simulation test set was used, with one caveat. The resulting reconstructed map has a slight

monopole bias of ∼1 µK, which is corrected for by masking ±10° from the Galactic plane,

calculating the median, and subtracting the median value from the map. This correction

was implemented during development of the technique, when the bias was noticeably

larger; while no longer necessary, the correction was kept for the sake of robustness. The

bias is thought to result from the model using slightly different weights for each of the

Planck frequency maps than when the simulated maps are used. When the frequency maps

do not share a common beam window function, the power spectrum is also biased for the

Planck data, unlike for the simulations, which is thought to be due to the same effect. This

led to the decision to use a common beam window function for the frequency maps; the

30 GHz and 44 GHz LFI maps were thus excluded, due to their larger beam sizes. Although

additionally excluding the 70 GHz LFI map would allow for use of an even smaller beam,

this benefit was found to be outweighed by the reduced ability to exclude synchrotron

foregrounds.

The resulting reconstructed CMB map is shown in Figure 9.4, with comparison to the

Planck Commander foreground-cleaned map (Planck Collaboration IV 2020), smoothed

with the same beam window function. A residual structure like that of a diffuse Galactic

foreground component is apparent, although it cannot be conclusively attributed to a

specific foreground cleaning technique, since the ground truth is unknown. The mean

predicted standard error is 5.5 µK, after masking map pixels with a predicted standard error

>50 µK. With the same masking, the mean absolute difference between the reconstructed

map and the Commander map is 6.2 µK, which is similar to the differences between the

various Planck foreground cleaning techniques; the Commander–NILC, Commander–

SEVEM, and Commander–SMICA mean absolute differences are 5.5 µK, 6.6 µK, and 4.1 µK,
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Figure 9.4: Planck maps. The top left panel shows the Planck Commander CMB map, the bot-

tom left panel shows the CMB as reconstructed by the neural network model from the Planck

frequency maps, the top right panel shows the difference between the Commander map and the

neural network reconstructed CMB map, and the bottom right panel shows the error predicted

by the neural network model. Note that the color scales for the difference and predicted error

saturate on portions of the Galactic plane.
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Figure 9.5: Planck temperature angular power spectra. In the top panel, the published Planck

spectrum is shown in graygray ◖, the spectrum calculated from the neural network reconstructed map

is shown in blueblue ◗, and the published Planck best-fit theory spectrum is shown in greengreen. The

reconstructed map spectrum is calculated using the mask and weighting scheme described in

the text. The bottom panel shows the mean and standard deviation of the difference between the

map-derived spectrum and the published Planck best-fit theory spectrum, as well as the difference

between the published Planck spectrum and the published Planck best-fit theory spectrum, using

a bin width of 33.

respectively, when smoothed with the previously used beam window function. Since the

predicted standard error matches the mean absolute difference with the Commander map,

the error may again be overestimated, as the Commander map also has errors. However,

since some of the errors in the two maps might be correlated, a definitive conclusion on

the error estimation accuracy cannot be reached.

The temperature angular power spectrum of the reconstructed Planck map was also

evaluated using the same technique that was used for the map set from the simulation test

set, results of which are shown in Figure 9.5, with comparison to the published Planck

spectrum and the published Planck best-fit theory spectrum (Planck Collaboration V 2020).

The recovered spectrum roughly matches up until ℓ ≈ 900, after which beam effects start

causing the spectrum to diverge. It also has slightly less scatter relative to the theory
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spectrum than the published Planck spectrum and has some minor disagreement for

ℓ ≲ 250. This minor disagreement is not manifested when the model is used to clean

Planck FFP10 simulated frequency maps (Planck Collaboration III 2020), so the source

of the disagreement is not captured by these simulations. Furthermore, using frequency

maps produced by the SRoll 2.2 mapmaking pipeline (Delouis et al. 2019) produces no

significant difference in the recovered spectrum when compared to that recovered from the

Planck 2018 legacy maps, so the minor disagreement is likely not due to the instrumental

effects that are better corrected for by the SRoll 2.2 pipeline. The exact cause of the minor

disagreement remains unknown.

9.4.1 Comparison of dust models

The neural network model described above was originally trained using Planck Sky Model

simulations that modeled thermal dust using Model 7 of Finkbeiner et al. (1999). When the

neural network model was evaluated on the Planck frequency maps, this resulted in a large

residual when compared to the Commander map. As qualitative visual comparisons showed

a strong resemblance between this residual and maps of Galactic thermal dust foregrounds,

the Planck Sky Model code was modified to use Model 8 of Finkbeiner et al. (1999) for its

thermal dust simulation. The angular power spectrum resulting from evaluation of the

Planck frequency maps with the neural network model did not significantly change when

the dust model used for the training simulations was updated, suggesting that the minor

discrepancy with the published Planck spectrum for ℓ ≲ 250 is not related to the dust

model used in the simulations. Due to the long training process, an updated simulation

was first evaluated with the existing neural network model before the model was retrained.

The residual for this evaluation appeared similar to the difference between the results

of the evaluation of Planck frequency maps and the Commander map, suggesting that

the new simulations better matched it. The original Commander difference, the updated
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simulation residual, and the difference between the two are shown in Figure 9.6.

The difference between the two residual maps strongly resembles the actual difference

between the retrained model evaluated on the Planck frequency maps and the Commander

map, shown in Figure 9.4. This demonstrates the ability of the neural network model to

evaluate revised simulations. Although retraining the model is computationally expensive,

evaluating the trained model for new data is not. Thus, adjustments to simulations can

be quickly checked against observations by comparing the residuals produced when the

trained model is used to evaluate both the observations and the adjusted simulations; the

closer the residuals match, the closer the adjusted simulations match the observations.

Once the residuals are sufficiently close, the neural network model can be retrained on the

adjusted simulations and then be used to reevaluate the observations. This process can be

repeated as necessary. By only revising the simulations instead of both the simulations and

the model, one can iterate on simulation differences and improvements much more quickly

than would otherwise be possible. Although comparing the residuals requires an external

foreground cleaning method to reference to, it has the advantage of providing hints as

to what needs to be changed in the simulations. The neural network model alone also

provides a metric by which to evaluate the fidelity of the simulations, its mean predicted

error. This went from 11.2 µK to 7.4 µK without any sky regions masked, again showing

the improvement of using the revised thermal dust model.

9.5 Conclusions

Using a Bayesian spherical convolutional neural network, a machine-learning foreground

cleaning technique was developed for CMB observations. The model was trained on full-sky

temperature simulations that incorporated knowledge of the millimeter and submillimeter

sky that was available at the time of the launch of the Planck satellite. After being shown
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Figure 9.6: Dust model comparison. The top panel shows the difference between the Planck

Commander map and the CMB as reconstructed by the neural network model when trained on

simulations that use Model 7 of Finkbeiner et al. (1999) for thermal dust. The middle panel shows

the residual when the same neural network model is used to evaluate a simulation that uses

Model 8 of Finkbeiner et al. (1999) for thermal dust. The bottom panel shows the difference be-

tween the top two panels. Note that it strongly resembles the difference map shown in Figure 9.4,

which was produced using the retrained model. All three panels share the same color scale; note

that it saturates on portions of the Galactic plane, particularly for the top two panels.
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to work on simulations, the trained model was applied to Planck observations. The neural

network code, trained weights, and results have been made available (Petroff 2020).

As the current neural network model is trained on simulations, the effectiveness of the

foreground cleaning is limited by the accuracy of the simulations. Thus, the effectiveness of

the cleaning should improve if the training simulations are improved. While the Planck Sky

Model is a template-based phenomenological method, the use of more physically motivated

simulations, e.g., along the lines of what Puglisi et al. (2017) developed for diffuse Galactic

CO emission, could potentially be an improvement, although the development of such

foreground simulations is outside the scope of the present work. The demonstrated

ability of the current neural network model to evaluate how well different simulations

match observations or other simulations could potentially aid in the development of these

improved simulations, as it can quickly provide a metric for evaluating how well the

simulation matches and a residual map that can hint at what parts of the simulation still

need to be improved.

In this work, only temperature maps were considered, so one avenue of future work is

to extend the presented technique to polarization maps. In early experiments, the presented

technique was found to perform poorly on Planck-like polarization maps. However, as

the technique did work when the noise levels on the simulated polarization maps were

reduced, the deficiency seems to be due to the inability to handle the higher noise levels

in the Planck polarization maps; this caused the loss function to be best minimized by

smoothing the maps and eliminating small angular scale features. Potential solutions

to this issue include incorporating the angular power spectrum difference into the loss

function or using generative adversarial networks (GANs) (Isola et al. 2017).
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