
CORESETS FOR CLUSTERING:
FOUNDATIONS AND CHALLENGES

by
Xuan Wu

A dissertation submitted to The Johns Hopkins University in conformity
with the requirements for the degree of Doctor of Philosophy

Baltimore, Maryland
February, 2022

© 2022 Xuan Wu
All rights reserved



Abstract

Clustering is a fundamental task in machine learning and data analysis. The main

challenge for clustering in big data sets is that classical clustering algorithms often

do not scale well. Coresets are data reduction techniques that turn big data into a

tiny proxy. Prior research has shown that coresets can provide a scalable solution to

clustering problems and imply streaming and distributed algorithms. In this work,

we aim to solve a fundamental question and two modern challenges in coresets for

clustering.

Beyond Euclidean Space: Coresets for Clustering in Euclidean space have been

well studied and coresets of constant size are known to exist. While very few results

are known beyond Euclidean space. It becomes a fundamental problem that what

kind of metric space admits constant-sized coresets for clustering. We focus on graph

metrics which is a common ambient space for clustering. We provide positive results

that assert constant-sized coresets exist in various families of graph metrics including

graphs of bounded treewidth, planar graphs and the more general excluded-minor

graphs.

Missing Value: Missing value is a common phenomenon in real data sets. Clustering

under the existence of missing values is a very challenging task. In this work, we

construct the first coresets for clustering with multiple missing values. Previously,

such coresets were only known to exist when each data point has at most one missing

value [1]. We further design a near-linear time algorithm to construct our coresets.

This algorithm implies the first near-linear time approximation scheme for k-Means
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clustering with missing values and improves a recent result by [2].

Simultaneous Coresets: Most classical coresets are limited to a specific clustering

objective. When there are multiple potential objectives, a stronger notion of “simulta-

neous coresets” is needed. Simultaneous coresets provide the approximations for a

family of objectives and can serve as a more flexible data reduction tool. In this work,

we design the first simultaneous coresets for a large clustering family which includes

both k-Median and k-Center.
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Chapter 1

Introduction

(k, z)-Clustering In this thesis, our main focus is the metric (k, z)-Clustering

problem and its variants. The input of metric (k, z)-Clustering is a metric space

M = (V, d) and an n-point data set X ⊆ V , and the goal is to find a set C ⊆ V of k

points, called center set, that minimizes the objective function

cost(X, C) :=
∑︂
x∈X

dz(x, C),

where d(x, C) := min{d(x, c) : c ∈ C}. The (k, z)-Clustering generalizes the well-

known k-Median and k-Means clustering problems. Such clustering problems are

essential tools in data analysis and are used in many application domains, such as

genetics, information retrieval, and pattern recognition. However, finding an optimal

clustering is a nontrivial task, and even in settings where polynomial-time algorithms

are known, it is often challenging in practice because data sets are huge, and potentially

distributed or arriving over time. To this end, a powerful data-reduction technique,

called coresets, is of key importance.

Roughly speaking, a coreset is a compact summary of the data points by weighted

points, that approximates the clustering objective for every possible choice of the

center set. Formally, an ϵ-coreset for k-Median is a subset D ⊆ V with weight

w : D → R+, such that for every k-subset C ⊆ V ,
∑︂
x∈D

w(x) · d(x, C) ∈ (1± ϵ) · cost(X, C).
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This notion, sometimes called a strong coreset, was proposed in [3], following a

weaker notion of [4]. Small-size coresets often translate to faster algorithms, more

efficient storage/communication of data, and streaming/distributed algorithms via

the merge-and-reduce framework, see e.g. [3, 5–8] and recent surveys [9–11].

Coresets for k-Median were studied extensively in Euclidean spaces, i.e., when

V = Rd and d(x, y) = ∥x− y∥2. The size of the first ϵ-coreset for k-Median, when

they were first proposed [3], was O(k(1
ϵ
)d · log n), and it was improved to O(k(1

ϵ
)d),

which is independent of n, in [12]. Feldman and Langberg [13] drastically improved

the dependence on the dimension d, from exponential to linear, achieving an ϵ-coreset

of size O( k
ϵ2 · d), and this bound was generalized to doubling metrics [7]. Recently,

coresets for Euclidean (k, z)-Clustering of size independent of d and polynomial in
k
ϵ

were devised by [14, 15]. However, beyond the traditional Euclidean setting, there

were not too many known results prior to this work.

1.1 Overview of the Thesis

We divide this thesis into 3 parts: (1) In the first part, we consider a fundamental

question in the area (Challenge 1.1.1) that aims to characterize the conditions of the

ambient metric space such that clustering in this metric space admits constant size

coresets. We present our work to this question in Chapter 2 and Chapter 3. (2) In

the second part, we consider non-traditional settings that include multiple objectives

and missing values in clustering. In Chapter 4, we consider the setting that there

exists multiple clustering objectives (e.g. we need to care about both k-Median and

k-Center) and we show how to design simultaneous coresets for those objectives. In

Chapter 5, we design the first coresets for clustering when there are multiple missing

coordinates. (3) In Chapter 6, the third and last part, we present lower bounds of

coresets for problems we consider in the first and second parts.
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The main chapters are all based on Xuan Wu’s publications. Chapter 2 is based

on the theoretical part of [16]. Chapter 3 is based on [17]. Chapter 4 is based on [18].

Chapter 5 is based on [19]. The lower bound part, Chapter 6 is based on various lower

bounds results in the above papers.

1.1.1 Coresets for Clustering in Graph Metrics

Many modern coreset constructions stem from a fundamental framework proposed by

Feldman and Langberg [13], extending the importance sampling approach of Langberg

and Schulman [20]. In this framework [13], the size of an ϵ-coreset for k-Median is

bounded by O(poly(k/ϵ) · sdim), where sdim is the shattering (or VC) dimension of

the family of distance functions. For a general metric space (V, d), a direct application

of [13] results in a coreset of size Ok,ϵ(log |V |), which is tight in the sense that in

some instances, every coreset must have size Ω(log |V |) (see Chapter 6). Therefore, to

obtain coresets of size independent of the data set size |X|, we have to restrict our

attention to specific metric spaces, which raises the following fundamental question.

Challenge 1.1.1. Identify conditions on a data set X from metric space (V, d) that

guarantee the existence (and efficient construction) of an ϵ-coreset for k-Median of

size Oϵ,k(1)?

This question has seen major advances recently. Coresets of size independent of X

(and V ) were obtained, including efficient algorithms, for several important special

cases: high-dimensional Euclidean spaces [14, 21] (i.e., independently of the Euclidean

dimension), and metrics with bounded doubling dimension [7].

We make significant progress to the above challenge, by designing new coresets

for k-Median in three very different types of metric spaces. (i) In Chapter 2, we

give the first Oϵ,k(1)-size coreset for bounded treewidth graphs; (ii) In Chapter 3,

we give the first Oϵ,k(1)-size coreset for excluded-minor; and (iii) Based on the new
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techniques we deleveop in Chapter 3, we give a simplified state-of-the-art coreset for

high-dimensional Euclidean spaces (i.e., coreset-size independent of the Euclidean

dimension with guarantees comparable to [21] but simpler analysis).

Finally, in Chapter 6, we provide lower bounds for coresets in bounded treewidth

graphs and general graphs to complete our results.

1.1.2 Coresets for Ordered Weighted Clustering

An immediate challenge for using clustering algorithms is to choose a proper objective

function. Popular choices of clustering objectives include k-Median and k-Center

which respectively capture the average performance and the worst-case performance

of the centers. Standard coresets have limited usefulness when there are multiple

potential objectives. The simultaneous coresets, initially introduced by [22], aim to

have the approximation hold for all the objectives simultaneously.

Challenge 1.1.2. Can one construct simultaneous coresets for both k-Center and

k-Median?

In Chapter 4, we answer the above question affirmatively by designing simultaneous

coresets for a more general class of clustering objectives Ordered k-Median which

is a natural generalization of k-Center and k-Median. Moreover, in Chapter 6, we

provide a lower bound for such coresets to complete our results.

1.1.3 Coresets for Clustering with Missing Values

Missing value is a common phenomenon. Perform clustering tasks under the existence

of missing value is a challenging task. Only very recently, [2] designs the first polynomial

time approximation scheme (PTAS) for k-Means with missing values. However, the

algorithm is complicated and its running time is quadratic.
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Challenge 1.1.3. Are there small coresets for k-Means and the general (k, z)-

Clustering with missing values? Moreover, can one construct such coresets in

near-linear time and thus provide the first scalable solution for these problems?

We provide a positive answer to the above question in Chapter 5 and prove a lower

bound of such coresets in Chapter 6 to complete our results.

1.1.4 The Lower Bound

While we put most our effort in proving upper bound, namely, constructing coresets,

lower bound is a topic we can never ignore.

In Chapter 6, we provide lower bounds for the above three questions to complete

our corresponding upper bounds. Moreover, we show the first lower bounds of coresets

for clustering in general metric space and Euclidean space.

1.2 Preliminaries

We consider a general k-clustering problem called (k, z)-clustering, which asks to

minimize the following objective function. This objective function (and problem) is

also called k-Median when z = 1 and k-Means when z = 2.

Definition 1.2.1 ((k, z)-Clustering). For data set X ⊂ Rd and a center set C ⊂ Rd

containing k (usual) points, let

costz(X, C) :=
∑︂
x∈X

distz(x, C).

Definition 1.2.2 (ϵ-Coreset for (k, z)-Clustering). For data set X ⊂ Rd, we

say a weighted set S ⊆ X with weight function w : S → R+ is an ϵ-coreset for

(k, z)-Clustering, if

∀C ⊂ Rd, |C| = k,
∑︂
x∈S

w(x) · distz(x, C) ∈ (1± ϵ) · costz(X, C).
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Chapter 2

Coresets for Clustering in Bounded
Treewidth Graph

2.1 Introduction

In this Chapter, we initiate the study of coresets for clustering in graph metrics,

i.e., the shortest-path metrics of graphs. As usual in these contexts, the focus is on

edge-weighted graphs G = (V, E) with a restricted topology, and in our case bounded

treewidth. For ease of presentation, we present our coresets result for k-Median while

our result can easily be extended to the general (k, z)-Clustering.

Clustering in Graph Metrics While clustering in Euclidean spaces is very

common and well studied, clustering in graph metrics is also of great importance

and has many applications. For instance, clustering is widely used for community

detection in social networks [23], and is an important technique for the visualization

of graph data [24]. Moreover, k-clustering on graph metrics is one of the central tasks

in data mining of spatial (e.g., road) networks [25, 26], and it has been applied in

various data analysis methods [27, 28], and many other applications can be found in a

survey [29].

Despite the importance of graph k-Median, coresets for this problem were not

studied before, and to the best of our knowledge, the only known constructions

applicable to graph metrics are coresets for general n-point metrics M = (V, d) with

6



X = V [13, 30], that have size poly log n. In contrast, as mentioned above, coresets

for Euclidean spaces usually have size independent of n = |V | and sometimes even

independent of the dimension d. Moreover, this generic construction assumes efficient

access to the distance function, which is expensive in graphs and requires to compute

all-pairs shortest paths.

To fill this gap, we study coresets for k-Median on the shortest-path metric of an

edge-weighted graph G. As a baseline, we confirm that the O(log n) factor in coreset

size is really necessary for general graphs, which motivates us to explore whether

structured graphs admit smaller coresets. We achieve this by designing coresets whose

size are independent of n when G has a bounded treewidth (see Definition 2.2.1), which

is a special yet common graph family. Moreover, our algorithm for constructing the

coresets runs in near-linear time (for every graph regardless of treewidth).

Indeed, treewidth is a well-studied parameter that measures how close a graph

is to a tree [31, 32], and intuitively it guarantees a (small) vertex separator in every

subgraph. Several important graph families have bounded treewidth: trees have

treewidth at most 1, series-parallel graphs have treewidth at most 2, and k-outerplanar

graphs, which are an important special case of planar graphs, have treewidth O(k).

In practice, treewidth is a good complexity measure for many types of graph data. A

recent experimental study showed that real data sets in various domains including road

networks of the US power grid networks and social networks such as an ego-network

of Facebook, have small to moderate treewidth [33].

2.1.1 Our Results

Our main result is a near-linear time construction of a coreset for k-Median whose

size depends linearly on the treewidth of G and is completely independent of |X| (the

size of the data set). This significantly improves the generic O( k
ϵ2 · log n) size bound

from [13] whenever the graph has small treewidth.
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Theorem 2.1.1 (Fast Coresets for Graph k-Median; see Theorem 2.3.1). For every

edge-weighted graph G = (V, E), 0 < ϵ < 1, and integer k ≥ 1, k-Median of every

data set X ⊆ V (with respect to the shortest-path metric of G) admits an ϵ-coreset of

size Õ(k2

ϵ2 ) · tw(G).1 Furthermore, the coreset can be computed in time Õ(|E|) with

high probability.

2.1.2 Technical Contributions

Our coreset construction employs the importance sampling framework proposed

by Feldman and Langberg [13], although implemented differently as explained in

Remark 2.3.1. A key observation of the framework is that it suffices to give a uniform

upper bound on the shattering dimension (see Definition 2.2.2), denoted sdimv(M), of

the metric M = (V, d) weighted by any point weight v : V → R+. Our main technical

contribution is a (uniform) shattering-dimension bound that is linear in the treewidth,

and this implies the size bound of our coreset.

Theorem 2.1.2 (Shattering Dimension Bound; see Theorem 2.3.5). For every edge-

weighted graph G = (V, E) and every point weight function v : V → R+, the shortest-

path metric M of G satisfies sdimv(M) ≤ O(tw(G)).

The shattering dimension of many important spaces was studied, including for

Euclidean spaces [13] and for doubling spaces [7]. For graphs, the shattering dimension

of an Kr-minor free graph (which includes bounded-treewidth graphs) is known to be

O(r) [34] for unit weight v ≡ 1, see Section 2.2 for details. However, a general point

weight v : V → R+ introduces a significant technical challenge which is illustrated

below.

In our context, the shattering dimension is defined with respect to the set system

of all v-weighted metric balls, where every such ball has a center x ∈ V and a radius
1Throughout, we use Õ(f) to denote O(f · polylog(f)).
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r ≥ 0, and is defined by

Bv(x, r) := {y ∈ V : v(y) · d(x, y) ≤ r}. (2.1)

Roughly speaking, a bounded shattering dimension means that for every subset

H ⊆ V , the number of ways this H is intersected by v-weighted metric balls is at most

poly(|H|). The main technical difficulty is that an arbitrary weight v can completely

break the “continuity” of the space, which can be illustrated even in one-dimensional

line V = R (and analogously in a simple path graph on V = {0, 1, . . . , n}), where

under unit weight v ≡ 1, every ball is a contiguous interval, but under a general weight

v an arbitrary subset of points could form a ball; indeed, for a center x = 0 and radius

r = 1, every point y ≥ 1 can be made inside or outside of the ball Bv(x, r) by setting

v(y) = 1
2y

or v(y) = 2
y
.

Our main technical contribution is to analyze the shattering dimension with general

weight functions, which we outline now briefly (see Section 2.3 for a more formal

overview). We start by showing a slightly modified balanced-separator theorem for

bounded-treewidth graphs (Lemma 2.3.7), through which the problem of bounding the

shattering dimension is reduced to bounding the “complexity” of shortest paths that

cross one of a few vertex separators, each of size O(tw(G)). An important observation

is that, if S ⊂ V is a vertex separator and x, y ∈ V belong to different components

after removing S, then every path connecting x to y must cross S, and hence

d(x, y) = min{d(x, si) + d(si, y) : si ∈ S}.

If we fix x ∈ V and consider all y ∈ V , then we can think of each d(si, y) as a real

variable zi ∈ R, so instead of varying over all y ∈ V , which depends on the graph

structure, we can vary over |S| real variables, and each d(x, ·) is the minimum of |S|

linear (actually affine) functions, or in short a min-linear function. Finally, we consider

different x ∈ V with the same separator S, and hence the same |S| real variables,

and we bound the “complexity” of these min-linear functions by relating it to the

9



arrangement number of hyperplanes, which is a well-studied concept in computational

geometry. We believe our techniques may be useful for more general graph families,

such as minor-free graphs.

2.1.3 Additional Related Work

Approximation algorithms have been extensively studied for k-Median in graph

metrics, and here we only mention a small selection of results. In general graphs

(which is equivalent to general metrics), it is NP-hard to approximate k-Median

within 1 + 2
e

factor [35], and the state-of-art is a 2.675-approximation [36]. For planar

graphs and more generally graphs excluding a fixed minor, a PTAS for k-Median

was obtained in [37] based on local search, and it has been improved to be FPT (i.e.

the running time is of the form f(k, ϵ) · nO(1)) recently [38]. For general graphs, [39]

proposed an O(1)-approximation that runs in near-linear time.

2.2 Preliminaries

Definition 2.2.1 (Tree Decomposition and Treewidth). A tree decomposition of a

graph G = (V, E) is a tree T with node set V , such that each node in V , called a bag,

is a subset of V , and the following conditions hold:

1. ⋃︁S∈V S = V .

2. ∀u ∈ V , the nodes of T that contain u form a connected component in T .

3. ∀(u, w) ∈ E, ∃S ∈ V , such that {u, w} ⊆ S.

The treewidth of a graph G, denoted tw(G), is the smallest integer t, such that there

exists a tree decomposition with maximum bag size t + 1.

A nice tree decomposition is a tree decomposition such that each bag has a degree
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at most 3.2 It is well known that there exists a nice tree decomposition of G with

maximum bag size O(tw(G)) [32].

Shattering Dimension As mentioned in Section 2.1, our coreset construction

employs the Feldman-Langberg framework [13]. A key notion in the Feldman-Langberg

framework is the shattering dimension of a metric space with respect to a point weight

function.

Definition 2.2.2 (Shattering Dimension). Given a point weight function v : V → R+,

the shattering dimension of M = (V, d) with respect to v, denoted as sdimv(M), is

the smallest integer t, such that for every H ⊆ V with |H| ≥ 2, it holds that

|{H ∩Bv(x, r) : x ∈ V, r ≥ 0}| ≤ |H|t.

Observe that the left-hand side counts the number of ways that H is intersected by

all weighted balls, which were defined in (2.1). We remark that our notion shattering

dimension is tightly related to the well-known VC-dimension (see for example [40]).

In particular, let Bv := {Bv(x, r) : x ∈ V, r ≥ 0} be the collection of all v-weighted

balls, then the VC-dimension of the set system (V,Bv) is within a logarithmic factor

to the sdimv(M). It was shown in [34] that the VC-dimension of a Kr-minor free

graph with unit weights v ≡ 1 is at most O(r), which immediately implies an O(r)

bound also for the shattering dimension (under unit weight v ≡ 1).

2.3 Coresets for k-Median in Graph Metrics

In this section, we present a near-linear time construction for ϵ-coreset for k-Median

in graph metrics, whose size is linear in the treewidth. This is formally stated in the

following theorem.

2Usually, nice tree decompositions are defined to have additional guarantees, but we only need
the bounded degree.
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Theorem 2.3.1 (Coreset for Graph k-Median). For every edge-weighted graph

G = (V, E), 0 < ϵ, δ < 1, and integer k ≥ 1, k-Median of every data set

X ⊆ V (with respect to the shortest path metric of G) admits an ϵ-coreset of size

Õ
(︂

k2

ϵ2 · (tw(G) + log(1/δ))
)︂
. Furthermore, it can be computed in time Õ(|E|) with

success probability 1− δ.

Our construction is based on the Feldman-Langberg framework [13], in which

the coreset is constructed using importance sampling. While this framework is quite

general, their implementation is tailored to Euclidean spaces and is less suitable for

graphs metrics. In addition, their algorithm runs in Õ(kn) time assuming access

to pairwise distances, which is efficient in Euclidean spaces but rather expensive in

graphs.

We give an efficient implementation of the Feldman-Langberg framework in graphs,

and also provide an alternative analysis that is not Euclidean-specific. A similar

strategy was previously employed for constructing coresets in doubling spaces [7], but

that implementation is not applicable here because of the same efficiency issue (i.e., it

requires oracle access to distances). We present our implementation and analysis of

the framework below, and then put it all together to prove Theorem 2.3.1.

Importance Sampling Recall that at a high level, the importance sampling

method consists of two steps.

1. For each data point x ∈ X, compute an importance σx ∈ R+.

2. Form a coreset by drawing N (to be determined later) independent samples

from X, where each sample picks every x ∈ X with probability proportional to

σx, i.e., px := σx∑︁
x′∈X

σx′
, and assigns it weight 1

px
.

To implement the algorithm, we need to define σx and N . Following the Feldman-

12



Langberg framework, each importance σx is an upper bound on the sensitivity

σ⋆
x := max

C⊆V,|C|=k

d(x, C)
cost(X, C) ,

which was introduced in [20] and represents the maximum possible contribution of x

to the objective over all center sets C.

Let the total importance be σX := ∑︁
x∈X σx. Our key tool is the following bound

on coreset size N in terms of σX and a uniform upper bound on sdimv(M).

Lemma 2.3.2 ([41]). Define the maximum shattering dimension as sdimmax :=

maxv:V →R+ sdimv(M). Then for

N = Õ
(︃

σX

ϵ2

(︂
k · sdimmax + log 1

δ

)︂)︃
,

the importance sampling procedure returns an ϵ-coreset with probability at least 1− δ.

Computing σx An efficient algorithm to compute σx was presented in [42],

assuming that an O(1)-approximation to k-Median is given. Furthermore, an O(k)

bound on the total importance σX was shown.

Lemma 2.3.3 ([42]). Suppose C⋆ is a ρ-approximate solution to the k-Median

instance. Let σx := ρ ·
(︂

d(x,C⋆)
cost(X,C⋆) + 1

|C⋆(x)|

)︂
, where C⋆(x) ⊆ X is the cluster of C⋆ that

contains x. Then σX = O(ρk) and

∀x ∈ X, σx ≥ Ω(σ⋆
x).

Thus, to construct the coreset in near-linear time, we need to compute an O(1)-

approximation C⋆ fast, for which we use the following result of [39].

Lemma 2.3.4. There is an algorithm that, given as input a weighted undirected graph

G = (V, E) and data set X ⊆ V , computes an O(1)-approximate solution for graph

k-Median in time Õ(|E|) with probability 1− o(1).
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Finally, we need a uniform shattering-dimension bound (with respect to treewidth).

Such a bound, stated next, is our main technical contribution and its proof is presented

in Section 2.3.1.

Theorem 2.3.5 (Shattering Dimension). For every edge-weighted graph G = (V, E)

and every point weight function v : V → R+, the shortest-path metric M of G satisfies

sdimv(M) ≤ O(tw(G)).

Remark 2.3.1. Our implementation of the framework of [13] differs in several respects.

First, their shattering dimension is defined with respect to hyperbolic balls instead of

usual metric balls (as the underlying set system). Second, the choice of σx and the

sampling bound are different. While they achieve an improved coreset size (linear in

k), their analysis relies on Euclidean-specific properties and does not apply in graph

metrics.

Putting It Together We are now in position to conclude our main result.

Proof of Theorem 2.3.1. Construct a coreset by the importance sampling procedure,

where the importance σx is computed using Lemma 2.3.4. Then we can apply

Lemma 2.3.3 with ρ = O(1) to bound the total importance σX = O(k). Combining

this and the shattering dimension from Theorem 2.3.5, we can apply Lemma 2.3.2

with coreset size

N = Õ
(︃

k2

ϵ2

(︂
tw(G) + log 1

δ

)︂)︃
.

The running time is dominated by computing the importance σx for all x ∈ X, which

we claim can be computed in time Õ(|E|) by using Lemmas 2.3.3 and 2.3.4. Indeed,

first compute C⋆ in time Õ(|E|) using Lemma 2.3.4, then compute the clustering of

X with respect to C⋆ and the associated distances {d(x, C⋆) : x ∈ X} using a single

Dijkstra execution in time Õ(|E|) time (see Observation 1 of [39]). Finally, use this

information to compute σx for all x ∈ X, and sample according to it, in total time

Õ(|X|).

14



2.3.1 Bounding the Shattering Dimension

We give a technical overview before presenting the detailed proof of Theorem 2.3.5.

Recall that the unit-weight case of shattering dimension was already proved in [34],

and our focus is when v : V → R+ is a general weight function.

The proof starts with a slightly modified balanced-separator theorem for bounded

treewidth graphs (Lemma 2.3.7), through which the problem of bounding the shattering

dimension is reduced to bounding the complexity of bag-crossing shortest paths for

every bag.

A well-known fact is that every bag {si, . . . , sm} ⊆ V in the tree decomposition

is a vertex cut of size m = O(tw(G)), and this leads to an important observation:

if x and y belong to different components after removing this bag, then every path

connecting x with y crosses the bag, and hence

d(x, y) = min{d(x, si) + d(si, y) : i ∈ [m]}.

Now suppose we fix x ∈ V and let y vary over V ; then we can write d(x, ·) as a

min-linear function (which means the minimum of m linear functions) fx : Rm → R+,

whose variables are zi = d(si, y) for i ∈ [m]; notice that the terms d(x, si) are constant

with respect to y.

This alternative view of distances enables us to bound the complexity of shortest-

paths, because the functions {fx}x all have common variables {zi = d(si, y)}i∈[m] in

real domain (instead of variables in V ), and more importantly, the domain of these

functions has low dimension m = O(tw(G)). Furthermore, the min-linear description

also handles weights because v(x) · fx is min-linear too. Finally, in a technical lemma

(Lemma 2.3.8), we relate the complexity of a collection of min-linear functions of low

dimension to the arrangement number of hyperplanes, which is a well-studied quantity

in computational geometry.

Theorem 2.3.6 (Restatement of Theorem 2.3.5). For every edge-weighted graph
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G = (V, E) and every point weight function v : V → R+, the shortest-path metric M

of G satisfies sdimv(M) ≤ O(tw(G)).

Proof. Fix a point weight v : V → R+. We bound the shattering dimension by

verifying the definition (see Definition 3.2.1). Fix a subset of points H ⊆ V with

|H| ≥ 2. By Definition 3.2.1, we need to show

|{H ∩Bv(x, r) : x ∈ V, r ≥ 0}| ≤ |H|O(tw(G)).

We interpret this as a counting problem, in which we count the number of distinct

subsets H ∩ Bv(x, r) over two variables x and r. To make the counting easier, our

first step is to “remove” the variable r, so that we could deal with the center x only.

Relating to Permutations For x ∈ V , let πx be the permutation of H such that

points y ∈ H are ordered by d(x, y) · v(y) (in non-increasing order) and ties are broken

consistently. Since H ∩ Bv(x, r) corresponds to a prefix of πx, and every πx has at

most |H| prefixes, we have

|{H ∩Bv(x, r) : x ∈ V, r ≥ 0}| ≤ |H| · |{πx : x ∈ V }| .

Hence it suffices to show

|{πx : x ∈ V }| ≤ |H|O(tw(G)), . (2.2)

Next, we divide the graph (not necessarily a partition) into poly(|H|) parts using

the following structural lemma of bounded treewidth graphs, so that each part is

“simply structured”. We prove the following lemma in Section 2.3.2.

Lemma 2.3.7 (Structural Lemma). Given graph G(V, E), and H ⊆ V , there exists

a collection S ⊆ 2V of subsets of V , such that the following holds.

1. ⋃︁A∈S A = V .

2. |S| ≤ poly(|H|).
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3. For each A ∈ S, either |A| ≤ O(tw(G)), or i) |A∩H| ≤ O(tw(G)) and ii) there

exists P ⊆ V with |P | ≤ O(tw(G)) such that there is no edge in E between A

and V \ (A ∪ P ).

Let S be the collection of subsets asserted by Lemma 2.3.7. Since ⋃︁A∈S A = V

and |S| ≤ poly(|H|), it suffices to count the number of permutations for each part.

Formally, it suffices to show that

∀A ∈ S, |{πx : x ∈ A}| ≤ |H|O(tw(G)). (2.3)

Counting Permutations for Each A ∈ S The easy case is when |A| ≤

O(tw(G)):

|{πx : x ∈ A}| ≤ |A| ≤ O(tw(G)) ≤ |H|O(tw(G)).

Then we focus on proving Inequality (2.3) for the other case, where i) |A ∩ H| ≤

O(tw(G)) and ii) there exists P ⊆ V with |P | ≤ O(tw(G)) such that there is no edge

between A and V \ (A ∪ P ), by item 3 of Lemma 2.3.7.

Now fix such an A. Let HA := H∩A, and let Q := P ∪HA. Write Q = {q1, . . . , qm}.

Since there is no edge between A and V \ (A ∪ P ), for x ∈ A and y ∈ H, we know

that

d(x, y) = min
qi∈Q
{d(x, qi) + d(qi, y)}.

Alternative Representation of d(x, y) We write d(x, y) in an alternative way.

If we fix y ∈ H and vary x, then d(x, y) may be represented as a min-linear function

in variables zi := d(x, qi). Specifically, for y ∈ H, define fy : Rm → R+ as

fy(z1, . . . , zm) := min
i∈[m]
{zi + d(y, qi)}.

Note that d(y, qi) is constant in fy. By definition, fy(d(x, q1), . . . , d(x, qm)) = d(x, y).

We also rewrite πx under this new representation of distances. For a ∈ Rm, define

τa as a permutation of H that is ordered by v(y) · fy(a), in the same rule as in πx (i.e.
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non-decreasing order and ties are broken consistently as in πx). Then we have

πx = τ(d(x,q1),...,d(x,qm)),

which implies

|{πx : x ∈ A}| ≤ |{τa : a ∈ Rm}| .

Thus, it remains to analyze |{τa : a ∈ Rm}|. We bound this quantity via the following

technical lemma, which describes the complexity of a collection of min-linear functions

with bounded dimension. Its proof appears in Section 2.3.3.

Lemma 2.3.8 (Complexity of Min-Linear Functions). Suppose f1, . . . , fs are s func-

tions such that for every i ∈ [s],

• fi : Rl → R, and

• fi(x) = minj∈[l]{gij(x)} where each gij : Rl → R is a linear function.

For x ∈ Rl, let σx be the permutation of [s] such that i ∈ [s] is ordered by fi(x) (in non-

increasing order), and ties are broken consistently. Then |{σx : x ∈ Rl}| ≤ O(sl)O(l).

Applying Lemma 2.3.8 with s = |H|, l = m and the collection of min-linear

functions {v(y) · fy : y ∈ H}, we conclude that

|{τa : a ∈ Rm}| ≤ |H|O(m) ≤ |H|O(tw(G))

where the last inequality follows from |HA| ≤ O(tw(G)) and |P | ≤ O(tw(G)) and

m = |Q| = |HA ∪ P | ≤ |HA|+ |P | ≤ O(tw(G)).

2.3.2 Proof of the Structural Lemma

Lemma 2.3.9 (Restatement of Lemma 2.3.7). Given graph G(V, E), and H ⊆ V ,

there exists a collection S ⊆ 2V of subsets of V , such that the following holds.
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1. ⋃︁A∈S A = V .

2. |S| ≤ poly(|H|).

3. For each A ∈ S, either |A| ≤ O(tw(G)), or i) |A∩H| ≤ O(tw(G)) and ii) there

exists P ⊆ V with |P | ≤ O(tw(G)) such that there is no edge in E between A

and V \ (A ∪ P ).

Proof. Let T be a nice tree decomposition of G(V, E) with maximum bag size O(tw(G))

(see Section 2.2). For a subtree T ⋆ of T , let V (T ⋆) be the union of points in all bags

of T ⋆. For a subset of bags B of T ,

• Define T\B as the set of subtrees of T resulted by removing all bags in B from T ;

• for T ⋆ ∈ T\B, define ∂B(T ⋆) ⊆ B as the subset of bags in B via which T ⋆ connects

to bags outside of T ⋆;

• for T ⋆ ∈ T\B, define V\B(T ⋆) := V (T ⋆) \ ⋃︁S∈∂B(T ⋆) S.

Given a nice tree decomposition T , we have the following theorem for constructing

balanced separators, which will be useful for defining S.

Theorem 2.3.10 (Balanced Separator of A Tree Decomposition [31]). Suppose T ⋆ is

a subtree of T and w : V → {0, 1} is a point weight function. There exists a bag S in

T ⋆, such that any subtree T ′ ∈ T ⋆
\S satisfies w(V\S(T ′)) ≤ 2

3w(V (T ⋆)).

The first step is to construct a subset of bags that satisfy the following nice

structural properties.

Lemma 2.3.11. There exists a subset of bags B = BH of T , such that the following

holds.

1. |B| = poly(|H|).

2. For every S ∈ B, |S| = O(tw(G)).
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Algorithm 1 Balanced-Decomp(T ⋆, w)
Require: subtree T ⋆ of T , point weight w : V → {0, 1}
Ensure: set of bags B

1: if w(V (T ⋆)) ≤ O(tw(G)) then
2: return B ← ∅
3: else
4: apply Theorem 2.3.10 on (T ⋆, w), let S be the asserted bag, and write T ⋆

\S ←
{T ⋆

1 , . . . , T ⋆
l }

5: define point weight w′ : V → {0, 1}, such that w′(u) = 0 if u ∈ S and
w′(u) = w(u) otherwise

6: for i ∈ [l], let B′
i ← Balanced-Decomp(T ⋆

i , w′)
7: return B ← (⋃︁i∈[l] B′

i) ∪ S
8: end if

3. For every T ⋆ ∈ T\B, |∂B(T ⋆)| ≤ 2.

4. For every T ⋆ ∈ T\B, |V\B(T ⋆) ∩H| = O(tw(G)).

Proof. The proof strategy is to start with a set of bags B1 such that items 1, 2 and 4

hold. Then for each T ⋆ ∈ T\B, we further “divide” it by a few more bags, and the

newly added bags B2 combined with B1 would satisfy all items.

To construct B1, we apply Theorem 2.3.10 which constructs balanced separators.

The first step of our argument is no different from constructing a balanced separator

decomposition, expect that we need explicitly that each separator is a bag of T . We

describe our balanced separator decomposition in Algorithm 1 which makes use of

Theorem 2.3.10.

Define w : V → {0, 1} as w(u) = 1 if u ∈ H and w(u) = 0 otherwise. Call Algo-

rithm 1 with (T , w), and denote the resulted bags as B1, i.e. B1 := Balanced-Decomp(T , w).

Analyzing B1 We show B1 satisfies Items 1, 2 and 4.

• Item 2 is immediate since B1 is a set of bags, and the width of the tree decom-

position is O(tw(G)).

• Since T is a nice tree decomposition, each node of it has degree at most 3. so
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Algorithm 2 Boundary-Reduction(T ,B1)
Require: tree decomposition T , subset of bags B1
Ensure: set of bags B2

1: initialize B2 ← ∅
2: for T ⋆ ∈ T\B1 do
3: if |∂B1(T ⋆)| > 2 then
4: let ˆ︂T ⋆ be the subtree of T formed by including bags in ∂B1(T ⋆) and their

connecting edges to T ⋆

5: let ˜︂T ⋆ be the minimal subtree of ˆ︂T ⋆ that contains all bags in ∂B1(T ⋆)
6: let B⋆ be the set of bags in ˜︂T ⋆ with degree at least 3
7: update B2 ← B2 ∪ B⋆

8: end if
9: end for

10: return B2

each recursive invocation of Algorithm 1 creates at most 3 new subtrees, and each

subtree has its weight decreased by 1
3 (by Theorem 2.3.10). Moreover, the initial

weight is |H|, and the recursive calls terminate when the weight is O(tw(G))

(see Line 2), we conclude |B1| = O(3log 3
2

(|H|)) = O(|H|2.71) = poly(|H|), which is

item 1.

• Because of the observation in the comment of Line 5, w(V (T ⋆)) in Line 2 is

exactly V\B1(T ⋆) ∩H, which implies item 4.

We further modify B1 so that item 3 is satisfied. The modification procedure is

listed in Algorithm 2. Roughly speaking, we check each subtree T ⋆ ∈ T\B1 , and if it

violates item 3, we add more bags inside T ⋆, i.e. B⋆ in line 6, so that |∂B1∪B⋆(T ⋆)| ≤ 2.

This modification may be viewed as a refinement for the decomposition defined in

Algorithm 1.

Call Algorithm 2 with (T ,B1), and let B2 := Boundary-Reduction(T ,B1). We

formally analyze B := B1 ∪ B2 as follows.

Analyzing B := B1∪B2 Item 2 follows immediately since both B1 and B2 are sets

of bags. Now consider an iteration of Algorithm 2 on T ⋆ ∈ T\B1 . By the definition of

B⋆, we know that ˜︂T ⋆\(B1∪B⋆) contains paths only (each having two boundary bags).
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Hence each subtree T ′ ∈ ˆ︂T ⋆\(B1∪B⋆) satisfies |∂B1∪B⋆(T ′)| ≤ 2. Since Algorithm 2 runs

in a tree-by-tree basis, we conclude item 3.

Still consider one iteration of Algorithm 2. By using item 2 of the definition of the

tree decomposition, we have that for every T ′ ∈ ˆ︂T ⋆\(B1∪B⋆), V\(B1∪B⋆)(T ′) ⊆ V\B1(T ⋆).

Combining this with the fact that B1 satisfies item 4 (as shown above), we conclude

that B also satisfies item 4. Finally, by the fact that the number of nodes of degree at

least 3 is at most the number of leaves, we conclude that |B⋆| ≤ |∂B1(T ⋆)|. Then

|B2| ≤
∑︂

T ⋆∈T\B1

|B⋆| ≤
∑︂

T ⋆∈T\B1

|∂B1(T ⋆)| ≤ O(1) · |B1|,

where the last inequality is by the degree constraint of the nice tree decomposition.

Therefore, |B| ≤ |B1| + |B2| ≤ poly(|H|), which concludes item 1. This finishes the

proof of Lemma 2.3.11.

Suppose B is the set asserted by Lemma 2.3.11. Let S := B∪{V\B(T ⋆) : T ⋆ ∈ T\B}.

It is immediate that ⋃︁A∈S A = V . By item 1 of Lemma 2.3.11 and the degree constraint

of the nice tree decomposition T , |T\B| = poly(|H|). Hence, |S| ≤ poly(|H|).

By item 2 of Lemma 2.3.11, we know for every A ∈ B, |A| ≤ O(tw(G)). Now

consider T ⋆ ∈ T\B, and let A := V\B(T ⋆) ∈ S. By item 4 of Lemma 2.3.11, |A ∩

H| ≤ O(tw(G)). Therefore, we only need to show there exists P ⊆ V such that

|P | ≤ O(tw(G)) and there is no edge between A and V \ (A ∪ P ). We have the

following fact for a tree decomposition.

Fact 2.3.12 (A Bag is A Vertex Cut). Suppose T ⋆ is a subtree of the tree decomposition

T , and S is a bag in T ⋆. Then

• For 1 ≤ i < j ≤ l, V\S(T ⋆
i ) ∩ V\S(T ⋆

j ) = ∅.

• There is no edge between V\S(T ⋆
i ) and V\S(T ⋆

j ) for 1 ≤ i < j ≤ l. In other

words, S is a vertex cut for V\S(T ⋆
i ) for all i ∈ [l].
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Define P := ⋃︁
S∈∂B(T ⋆) S. By Fact 2.3.12 and item 3 of Lemma 2.3.11, we know

that |P | ≤ O(tw(G)), and there is no edge between A and V \ (A ∪ P ). This finishes

the proof of Lemma 2.3.7.

2.3.3 Complexity of Min-linear Functions

Lemma 2.3.13 (Restatement of Lemma 2.3.8). Suppose we have s functions f1, . . . , fs

such that for every i ∈ [s],

• fi : Rl → R, and

• fi(x) = minj∈[l]{gij(x)} where gij : Rl → R are linear functions.

For x ∈ Rl, let σx be the permutation of [s] such that i ∈ [s] is ordered by fi(x) (in non-

increasing order), and ties are broken consistently. Then |{σx : x ∈ Rl}| ≤ O(sl)O(l).

Proof. The proof strategy is to relate the number of permutations to the arrangement

number of hyperplanes. The main tool that we use is the upper bound of the number

of arrangements of hyperplanes. Specifically, as stated in Theorem 2.2 of [43], p

hyperplanes of dimension d can partition Rd into O(p)d regions. At a high level, we

start with “removing” the min in fi’s, by partitioning Rl into linear regions in which

fi(x)’s are simply linear functions. We bound the number of linear regions using the

arrangement bound. Since fi(x)’s are linear functions in each linear region, we may

interpret them as l-dimensional hyperplanes. Then, we bound the number of σx’s that

are formed by s hyperplanes of dimension l using the arrangement bound again. The

lemma is thus concluded by combining the two parts. We implement the two steps as

follows.

We call R ⊆ Rl a linear region, if R is a maximal region satisfying that for all

i ∈ [s], there exists ji ∈ [l] such that fi(x) = giji
(x) holds for all x ∈ R. Observe

that for each i ∈ [s] and j ∈ [l], the set of x ∈ Rl such that fi(x) = gij(x) may be
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represented by the intersection of at most l halfspaces of dimension l. (For example,

when j = 1, the set is determined by gi1(x) ≤ gi2(x) and gi1(x) ≤ gi3(x) and . . . and

gi1(x) ≤ gil(x).) Hence, the boundaries of linear regions must be formed by those

intersections. Therefore, the number of linear regions is upper bounded by O(sl)l

using the arrangement number bound.

Suppose R ⊆ Rl is a linear region. Then for any i ∈ [s], fi(x) (x ∈ R) may be

interpreted as a l-dimensional hyperplane Pi. Hence, any maximal subset S ⊆ R such

that ∀x, y ∈ S, σx = σy, is a (convex) region whose boundaries are formed by the

intersection of (any two of) the hyperplanes Pi’s (noting that the intersection is of

dimension at most l). We call such S’s invariant regions. Apply the arrangement

number bound again, we can upper bound the number of invariant regions in a linear

region by O(s)O(l).

Note that invariant regions subdivide linear regions and each invariant region

introduces exactly one permutation σx. Therefore, we can upper bound the distinct

number of permutations by the total number of invariant regions, i.e.,
⃓⃓⃓{︂

σx : x ∈ Rl
}︂⃓⃓⃓
≤

O(sl)l ·O(s)O(l) ≤ O(sl)O(l). This concludes the lemma.
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Chapter 3

Coresets for Clustering in
Excluded-Minor Graphs

3.1 Introduction

In this Chapter, we continue to answer the question proposed by Challenge 1.1.1.

Specifically, we construct new coresets for clustering in excluded-minor graphs and in

Euclidean spaces. As in Chapter 2, we present our results for k-Median while our

results can easily be extended to (k, z)-Clustering.

3.1.1 Our Results

Our coreset constructions are based on the well-known importance sampling framework

of [13], but with subtle deviations that introduce significant advantages. Our first

technical idea is to relax the goal of computing the final coreset in one shot: we

present a general reduction that turns an algorithm that computes a coreset of size

O(poly(k/ϵ) log ∥X∥0) into an algorithm that computes a coreset of size O(poly(k/ϵ)).

The reduction is very simple and efficient, by straightforward iterations. Thus, it

suffices to construct a coreset of size O(poly(k/ϵ) log ∥X∥0). We construct this using

the importance sampling framework [13], but applied in a subtly different way, called

terminal embedding, in which distances are slightly distorted, trading accuracy for

(hopefully) a small shattering dimension. It still remains to bound the shattering
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dimension, but we are now much better equipped — we can distort the distances

(design a new embedding or employ a known one), and we are content with dimension

bound Ok,ϵ(log ∥X∥0), instead of the usual Ok,ϵ(1).

Coresets for Excluded-minor Graphs A minor of graph G is a graph H

obtained from G by a sequence of edge deletions, vertex deletions or edge contractions.

We are interested in graphs G that exclude a fixed graph H as a minor, i.e., they do

not contain H as a minor. Excluded-minor graphs have found numerous applications

in theoretical computer science and beyond and they include, for example, planar

graphs and bounded-treewidth graphs. Besides its practical importance, k-Median in

planar graphs received significant attention in approximation algorithms research [38,

39, 44]. Our framework yields the first ϵ-coreset of size Ok,ϵ(1) for k-Median in

excluded-minor graphs. We stress that our technical approach is significantly different

from Chapter 2, in the sense that we introduce a novel iterative construction and a

relaxed terminal embedding of excluded-minor graph metrics (see Section 3.1.2), and

overall bypass bounding the shattering dimension by O(1) (which is the technical core

in Chapter 2).

Coresets for High-dimensional Euclidean Space A simple application of our

new framework yields a near-linear time construction of coreset of size poly(k/ϵ) in

Euclidean space, which too is independent of the dimension. Compared to the state

of the art [21], our result achieves essentially the same size bound, while greatly

simplifying the analysis.

3.1.2 Technical Contributions

Iterative Size Reduction This technique is based on an idea so simple that it may

seem too naive: Basic coreset constructions have size Ok,ϵ(log n), so why not apply

it repeatedly, to obtain a coreset of size Ok,ϵ(log log n), then Ok,ϵ(log log log n) and so

on? One specific example is the size bound O(ϵ−2k log n) for a general n-point metric
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space [13], where this does not work because n = |V | is actually the size of the ambient

space, irrespective of the data set X. Another example is the size bound O(ϵ−mk log n)

for Euclidean space Rm [3], where this does not work because n = ∥X∥1 is the total

weight of the data points X, which coresets do not reduce (to the contrast, they

maintain it). These examples suggest that one should avoid two pitfalls: dependence

on V and dependence on the total weight.

We indeed make this approach work by requiring an algorithm A that constructs a

coreset of size O(log ∥X∥0), which is data-dependent (recall that ∥X∥0 is the number

of distinct elements in a weighted set X). Specifically, we show in Theorem 3.3.1

that, given an algorithm A that constructs an ϵ′-coreset of size O(poly(k/ϵ′) log ∥X∥0)

for every ϵ′ and X ⊆ V , one can obtain an ϵ-coreset of size poly(k/ϵ) by simply

applying A iteratively. It follows by setting ϵ′ carefully, so that it increases quickly

and eventually ϵ′ = O(ϵ). See Section 3.3.1 for details.

Not surprisingly, the general idea of applying the sketching/coreset algorithm

iteratively was also used in other related contexts (e.g. [45–47]). Moreover, a related

two-step iterative construction was applied in a recent coreset result [21]. Nevertheless,

the exact implementation of iterative size reduction in coresets is unique in the

literature. As can be seen from our results, this reduction fundamentally helps to

achieve new or simplified coresets of size independent of data set. We expect the

iterative size reduction to be of independent interest to future research.

Terminal Embeddings To employ the iterative size reduction, we need to con-

struct coresets of size poly(k/ϵ) · log ∥X∥0. Unfortunately, a direct application of [13]

yields a bound that depends on the number of vertices |V |, irrespective of X. To

bypass this limitation, the framework of [13] is augmented (in fact, we use a refined

framework proposed in [41]), to support controlled modifications to the distances

d(·, ·). As explained more formally in Section 3.3.2, one represents these modifications

using a set of functions F = {fx : V → R+ | x ∈ X}, that corresponds to the modified
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distances from each x, i.e., fx(·)↔ d(x, ·). Many previous papers [13, 20, 41, 48] work

directly with the distances and use the function set F = {fx(·) = d(x, ·) | x ∈ X}, or

a more sophisticated but still direct variant of hyperbolic balls (where each fx is an

affine transformation of d(x, ·)). A key difference is that we use a “proxy” function set

F , where each fx(·) ≈ d(x, ·). This introduces a tradeoff between the approximation

error (called distortion) and the shattering dimension of F (which controls the number

of samples), and overall results in a smaller coreset. Such tradeoff was first used in [7]

to obtain small coresets for doubling spaces, and was recently used in [21] to reduce the

coreset size for Euclidean spaces. This proxy function set may be alternatively viewed

as a terminal embedding on X, in which both the distortion of distances (between X

and all of V ) and the shattering dimension are controlled.

Such terminal embedding (Section 3.3.3) maintains (1 + ϵ)-multiplicative distortion

of the distances. When this embedding achieves dimension bound O(poly(k/ϵ) log ∥X∥0),

we combine it with the aforementioned iterative size reduction, to further reduce the

size to be independent of X. It remains to actually design embeddings of this type,

which we achieve (as explained further below), for excluded-minor graphs and for

Euclidean spaces, and thus we overall obtain Oϵ,k(1)-size coresets in both settings.

Terminal Embedding for Euclidean Spaces Our terminal embedding for

Euclidean spaces is surprisingly simple, and is a great showcase for our new framework.

In a classical result [13], it has been shown that sdimmax(F) = O(m) for Euclidean

distance in Rm without distortion. On the other hand, we notice a terminal embedding

version of Johnson-Lindenstrauss Lemma was discovered recently [49]. Our terminal

embedding bound (Section 3.4.16) follows by directly combining these two results, see

Section 3.4.3 for details.

We note that without our iterative size reduction technique, plugging in the

recent terminal Johnson-Lindenstrauss Lemma [49] into classical importance sampling

frameworks, such as [13, 41] does not yield any interesting coreset. Furthermore, the

28



new terminal Johnson-Lindenstrauss Lemma was recently used in [21] to design coresets

for high-dimensional Euclidean spaces. Their size bounds are essentially the same as

ours, however they go through a complicated analysis to directly show a shattering

dimension bound poly(k/ϵ). This complication is not necessary in our method, because

by our iterative size reduction it suffices to show a very loose Ok,ϵ(log ∥X∥0) dimension

bound, and this follows immediately from the Johnson-Lindenstrauss result.

Terminal Embedding for Excluded-minor Graphs The technical core of

the terminal embedding for excluded-minor graphs is how to bound the shattering

dimension. In our proof, we reduce the problem of bounding the shattering dimension

into finding a representation of the distance functions on X × V as a set of min-linear

functions. Specifically, we need to find for each x a min-linear function gx : Rs → R of

the form gx(t) = min1≤i≤s{aiti + bi}, where s = O(log ∥X∥0), such that ∀c ∈ V , there

is t ∈ Rs with d(x, c) = gx(t).

The central challenge is how to relate the graph structure to the structure of

shortest paths d(x, c). To demonstrate how we relate them, we start with discussing

the simple special case of bounded treewidth graphs. For bounded treewidth graphs,

the vertex separator theorem is applied to find a subset P ⊆ V , through which the

shortest path x⇝ y has to pass. This translates into the following

d(x, c) = min
p∈P
{d(x, p) + d(p, c)},

and for each x ∈ X, we can use this to define the desired min-linear function

gx(d(p1, c), . . . , d(pm, c)) = d(x, c), where we write P = {p1, . . . , pm}.

However, excluded-minor graphs do not have small vertex separator, and we use

the shortest-path separator [50, 51] instead. Now assume for simplicity that the

shortest paths x ⇝ c all pass through a fixed shortest path l. Because l itself is a

shortest path, we know

∀x ∈ X, c ∈ V, d(x, c) = min
u1,u2∈l

{d(x, u1) + d(u1, u2) + d(u2, c)}.
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Since l can have many (i.e. ω(log ∥X∥0)) points, we need to discretize l by designating

poly(ϵ−1) portals P l
x on l for each x ∈ X (and similarly P l

c for c ∈ V ). This only

introduces (1 + ϵ) distortion to the distance, which we can afford.

Then we create d′
x : l→ R+ to approximate d(x, u)’s, using distances from x to the

portals P l
x (and similarly for d(c, u)). Specifically, for the sake of presentation, assume

P l
x = {p1, p2, p3} (p1 ≤ p2 ≤ p3), interpret l as interval [0, 1), then for u ∈ [0, p1),

define d′
x(u) = d(x, 0), for u ∈ [p1, p2), define d′

x(u) = d(x, p1), and so forth. Hence,

each d′
x(·) is a piece-wise linear function of O(|P l

x|) pieces (again, similarly for d′
c(·)),

and this enables us to write

d(x, c) ≈ d′(x, c) := min
u1,u2∈P l

x∪P l
c

{d′
x(u1) + d(u1, u2) + d′

c(u2)}.

Therefore, it suffices to find a min-linear representation for d′(x, ·) for x ∈ X.

However, the piece-wise linear structure of d′
x creates extra difficulty to define min-

linear representations. To see this, still assume P l
x = {p1, p2, p3}. Then to determine

d′
x(u) for u ∈ P l

x ∪ P l
c , we not only need to know d(x, pi) for pi ∈ P l

x, but also need

to know which sub-interval [pi, pi+1) that u belongs to. (That is, if u ∈ [p1, p2), then

d′
x(u) = d(x, p1).) Hence, in addition to using distances {c} × P l

c as variables of gx,

the relative ordering between points in P l
x ∪ P l

c is also necessary to evaluate d′(x, c).

Because c ∈ V can be arbitrary, we cannot simply “remember” the ordering in

gx. Hence, we “guess” this ordering, and for each fixed ordering we can write gx

as a min-linear function of few variables. Luckily, we can afford the “guess” since

|P l
x ∪ P l

c | = poly(ϵ−1) which is independent of X. A more detailed overview can be

found in Section 3.4.1.

3.1.3 Additional Related Work

Tightly related to coresets and terminal embedding, dimensionality reduction has also

been studied for clustering in Euclidean spaces. Compared with coresets which reduce
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the data set size while keeping the dimension, dimensionality reduction aims to find a

low-dimensional representation of data points (but not necessarily reduce the number

of data points). As a staring point, a trivial application of Johnson-Lindenstrauss

Lemma [52] yields a dimension bound O(ϵ−2 log n) for (k, z)-Clustering. For k-

Means with 1 + ϵ approximation ratio, [53] showed an O(k/ϵ2) dimension bound

for data-oblivious dimension reduction and an O(k/ϵ) bound for the data-dependent

setting. Moreover, the same work [53] also obtained a data-oblivious O(ϵ−2 log k)

dimension bound for k-Means with approximation ratio 9 + ϵ. Very recently, [54]

obtained an Õ(ϵ−6(log k + log log n)) dimension bound for k-Means and [55] obtained

an O(ϵ−2 log k
ϵ
) bound for (k, z)-Clustering. Both of them used data-oblivious

methods and have approximation ratio 1 + ϵ. Dimensionality reduction techniques are

also used for constructing dimension-free coresets in Euclidean spaces [14, 21, 41, 54].

3.2 Preliminaries

Notations Let V k := {C ⊆ V : |C| ≤ k} denote the collection of all subsets of

V of size at most k. 1 For integer n, i > 0, let log(i) n denote the i-th iterated

logarithm of n, i.e. log(1) n := log n and log(i) n := log(log(i−1) n) (i ≥ 2). Define

log⋆ n as the number of times the logarithm is iteratively applied before the result

is at most 1, i.e. log⋆ n := 0 if n ≤ 1 and log⋆ n = 1 + log⋆(log n) if n > 1. For

a weighted set S, denote the weight function as wS : S → R+. Let OPTz(X)

be the optimal objective value for (k, z)-Clustering on X, and we call a subset

C ⊆ V an (α, β)-approximate solution for (k, z)-Clustering on X if |C| = αk and

costz(X, C) := ∑︁
x∈X wX(x) · (d(x, C))z ≤ β ·OPTz(X).

Functional Representation of Distances We consider sets of functions F from

V to R+. Specifically, we consider function sets F = {fx : V → R+ | x ∈ X} that is
1Strictly speaking, V k is the collection of all ordered k-tuples of V , but here we use it to denote

the subsets. Note that tuples may contain repeated elements so the subsets in V k are of size at most
k.
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indexed by the weighted data set X ⊆ V , and intuitively fx(·) is used to measure the

distance from x ∈ X to a point in V . Because we interpret fx’s as distances, for a

subset C ⊆ V , we define fx(C) := minc∈C fx(C), and define the clustering objective

accordingly as

costz(F , C) :=
∑︂

fx∈F
wF(fx) · (fx(C))z.

In fact, in our applications, we will use fx(y) as a “close” approximation to d. We

note that this functional representation is natural for k-Clustering, since the objective

function only uses distances from X to every k-subset of V only. Furthermore, we do

not require the triangle inequality to hold for such functional representations.

Shattering Dimension For c ∈ V, r ≥ 0, define BF(c, r) := {f ∈ F : f(c) ≤ r}.

We emphasize that c is from the ambient space V in addition to the data set X.

Intuitively, BF(c, r) is the ball centered at c with radius r when the f functions are

used to measure distances. For example, consider X = V and let fx(·) := d(x, ·) for

x ∈ V . Then BF(c, r) = {fx ∈ F : d(c, x) ≤ r}, which corresponds to the metric ball

centered at c with radius r.

We introduce the notion of shattering dimension in Definition 3.2.1. In fact, the

shattering dimension may be defined with respect to any set system [56], but we do

not need this generality here and thus we consider only the shattering dimension of

the “metric balls” system.

Definition 3.2.1 (Shattering Dimension [56]). Suppose F is a set of functions from

V to R+. The shattering dimension of F , denoted as sdim(F), is the smallest integer

t, such that for every H ⊆ F with |H| ≥ 2,

∀H ⊆ F , |H| ≥ 2, |{BH(c, r) : c ∈ V, r ≥ 0}| ≤ |H|t. (3.1)

The shattering dimension is tightly related to the well-known VC-dimension [57],

and they are equal to each other up to a logarithmic factor [56, Corollary 5.12,
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Lemma 5.14]. In our application, we usually do not use sdim(F) directly. Instead,

given a point weight v : X → R+, we define Fv := {fx · v(x) | x ∈ X}, and then

consider the maximum of sdim(Fv) over all possible v, defined as sdimmax(F) :=

maxv:X→R+ sdim(Fv).
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3.3 Framework

We present our general framework for constructing coresets. Our first new idea is a

generic reduction, called iterative size reduction, through which it suffices to find a

coreset of size O(log ∥X∥0) only in order to get a coreset of size independent of X.

This general reduction greatly simplifies the coreset construction, and in particular,

as we will see, “old” techniques such as importance sampling gains new power and

becomes useful for new settings such as excluded-minor graphs.

Roughly speaking, the iterative size reduction turns a coreset construction algorithm

A(X, ϵ) with size O(poly(ϵ−1k) · log ∥X∥0) into a construction A′(X, ϵ) with size

poly(ϵ−1k). To define A′, we simply iteratively apply A, i.e. Xi := A(Xi−1, ϵi), and

terminate when ∥Xi∥0 does not decrease. However, if A is applied for t times in

total, the error of the resulted coreset is accumulated as ∑︁t
i=1 ϵt. Hence, to make the

error bounded, we make sure ϵi ≥ 2ϵi−1 and ϵt = O(ϵ), so ∑︁t
i=1 ϵi = O(ϵ). Moreover,

our choice of ϵi also guarantees that ∥Xi∥0 is roughly poly(ϵ−1k · log(i) ∥X∥0). Since

log(i) ∥X∥0 decreases very fast with respect to i, ∥Xi∥0 becomes poly(ϵ−1k) in about

t = log⋆ ∥X∥0 iterations. The detailed algorithm A′ can be found in Algorithm 3, and

we present the formal analysis in Theorem 3.3.1.

To construct the actual coresets which is to be used with the reduction, we adapt

the importance sampling method that was proposed by Feldman and Langberg [13].

In previous works, the size of the coresets from importance sampling is related to the

shattering dimension of metric balls system (i.e. in our language, it is the shattering

dimension of F = {d(x, ·) | x ∈ X}.) Instead of considering the metric balls only, we

give a generalized analysis where we consider a general set of “distance functions” F

that has some error but is still “close” to d. The advantage of doing so is that we

could trade the accuracy with the shattering dimension, which in turn reduces the

size of the coreset.
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We particularly examine the following set of functions F = {fx : V → R+ | x ∈ X}

where F introduces a multiplicative (1 + ϵ) error to d, i.e. ∀x ∈ X, c ∈ V , d(x, c) ≤

fx(c) ≤ (1 + ϵ) · d(x, c). Such a small distortion is already very helpful to obtain an

O(log ∥X∥0) shattering dimension for minor-free graphs and Euclidean spaces.

In this section, we will discuss how F implies efficient coresets, and the dimension

bounds will be analyzed in Section 3.4 where we also present the coreset results.

3.3.1 Iterative Size Reduction

Theorem 3.3.1 (Iterative Size Reduction). Let ρ ≥ 1 be a constant and let M

be a family of metric spaces. Assume A(X, k, z, ϵ, δ, M) is a randomized algorithm

that constructs an ϵ-coreset of size ϵ−ρs(k) log δ−1 log ∥X∥0 for (k, z)-Clustering

on every weighted set X ⊆ V and metric space M(V, d) ∈ M, for every z ≥ 1, 0 <

ϵ, δ < 1
4 , running in time T (∥X∥0, k, z, ϵ, δ, M) with success probability 1 − δ. Then

algorithm A′(X, k, z, ϵ, δ, M), stated in Algorithm 3, computes an ϵ-coreset of size

Õ(ϵ−ρs(k) log δ−1) for (k, z)-Clustering on every weighted set X ⊆ V and metric

space M(V, d) ∈M, for every z ≥ 1, 0 < ϵ, δ < 1
4 , in time

O(T (∥X∥0, k, z, O(ϵ/(log ∥X∥0)
1
ρ ), O(δ/∥X∥0), M) · log⋆ ∥X∥0),

and with success probability 1− δ.

Proof. For the sake of presentation, let n := ∥X∥0, s := s(k), and Γ := sϵ−ρ log δ−1.

We start with proving in the following that Xt is an O(ϵ)-coreset of X with size

max{160000Γ4, 20Γρ323ρ+3} with probability 1−O(δ).

Let ai := ∥Xi∥0. Then by definition of Xi,

ai = sϵ−ρ
i log ai−1 log δ−1

i

= sϵ−ρ
i log ai−1(log ai−1 + log δ−1)

≤ sϵ−ρ
i log δ−1(log ai−1)2 (3.2)
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Algorithm 3 Iterative size reduction A′(X, k, z, ϵ, δ, M)
Require: algorithm A(X, k, z, ϵ, δ, M) that computes an ϵ-coreset for (k, z)-

Clustering on X with size ϵ−ρs(k) log δ−1 log ∥X∥0 and success probability
1− δ.

1: let X0 := X, and let t be the largest integer such that log(t−1) ∥X∥0 ≥
max{20ϵ−ρs(k) log δ−1, ρ2ρ+1}

2: for i = 1, · · · , t do
3: let ϵi := ϵ/(log(i) ∥X∥0)

1
ρ , δi := δ/∥Xi−1∥0

4: let Xi := A(Xi−1, k, z, ϵi, δi, M)
5: end for
6: Xt+1 := A(Xt, k, z, ϵ, δ, M)
7: return Xt+1

where the inequality is by log ai−1 + log δ−1 ≤ log ai−1 · log δ−1, which is equivalent to

(log ai−1 − 1)(log δ−1 − 1) ≥ 1 and the latter is true because ai−1 ≥ ϵ−ρ ≥ ϵ−1 ≥ 4 and

δ < 1
4 .

Next we use induction to prove that ai ≤ 20Γ log δ−1(log(i) n)3 for all i = 1, . . . , t.

This is true for the base case when i = 1, since a1 ≤ sϵ−ρ
1 log δ−1(log n)2 ≤ Γ(log n)3 ≤

20Γ(log n)3. Then consider the inductive case i ≥ 2 and assume the hypothesis is true

for i− 1. We have

ai ≤ sϵ−ρ
i log δ−1(log ai−1)2 by (3.2)

= Γ log(i) n · (log ai−1)2 by definition of ϵi

≤ Γ log(i) n · (log(20Γ(log(i−1) n)3))2 by induction hypothesis

= Γ log(i) n · (log(20Γ) + 3 log(i) n)2

≤ Γ log(i) n · (2(log(20Γ))2 + 18(log(i) n)2) by (a + b)2 ≤ 2a2 + 2b2

≤ 20Γ(log(i) n)3,

where the last inequality follows from the fact that log(20Γ) ≤ log(log(i−1) n) =

log(i) n, by i ≤ t and the definition of t. Hence we conclude ai ≤ 20Γ(log(i) n)3.

This in particular implies that at ≤ 20Γ(log(t) n)3, and by definition of t, we have
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log(t) n < max{20Γ, ρ2ρ+1}. Hence,

at ≤ max{160000Γ4, 20Γρ323ρ+3}.

By the guarantee of A, we know that Xt is a Πt
i=1(1 + ϵi)-coreset for X. Note that

a ≥ 2ρ log a for every a ≥ ρ2ρ+1, so we have ϵi+1 ≥ 2ϵi for i ≤ t, which implies that∑︁t
i=1 ϵi ≤ 2ϵt. Hence we conclude that

Πt
i=1(1 + ϵi) ≤ exp

(︄
t∑︂

i=1
ϵi

)︄
≤ exp(2ϵt) ≤ exp

⎛⎝ 2ϵ

(log(t) n)
1
ρ

⎞⎠ ≤ exp(2ϵ) ≤ 1 + 10ϵ,

where the second last inequality follows from log(t) n = log(log(t−1) n) ≥ log(ρ2ρ+1) ≥ 1

for ρ ≥ 1, and the last inequality follows by the fact that exp(2ϵ) ≤ 1 + 10ϵ for

ϵ ∈ (0, 1). For the failure probability, we observe that ai−1 ≥ ϵ−ρ
i−1 ≥ log(i−1) n, hence

δi = δ
ai−1
≤ δ

log(i−1) n
, and the total failure probability is
t∑︂

i=1
δi ≤ δ

(︄
1
n

+ 1
log n

+ · · ·+ 1
log(t−1) n

)︄
≤ O(δ),

where again we have used log(t−1) n ≥ ρ2ρ+1 ≥ 4, by definition of t and ρ ≥ 1.

Therefore, Xt is an O(ϵ)-coreset of X with size max{160000Γ4, 20Γρ323ρ+3} with

probability 1 − O(δ). Finally, in the end of algorithm A′, we apply A again on Xt

with parameter ϵ and δ to obtain an O(ϵ)-coreset of X with size

sϵ−ρ log δ−1 log(max{160000Γ4, 20Γρ323ρ+3}) = Õ(sϵ−ρ log δ−1)

with probability 1−O(δ).

To see the running time, we note that t = O(log⋆ n), and we run A for t + 1 times.

Moreover, since ϵi ≥ ϵ1 and δi ≥ δ1, the running time of each call of A is at most

T (∥X∥0, k, z, ϵ1, δ1, M). This completes the proof of Theorem 3.3.1.

3.3.2 Importance Sampling

We proceed to design the algorithm A required by Theorem 3.3.1. It is based on the

importance sampling algorithm introduced by [13, 20], and at a high level consists of

two steps:
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1. Computing probabilities: for each x ∈ X, compute px ≥ 0 such that ∑︁x∈X px =

1.

2. Sampling: draw N (to be determined later) independent samples from X, each

drawn from the distribution (px : x ∈ X), and assign each sample x a weight
wX(x)
px·N to form a coreset D.

The key observation in the analysis of this algorithm is that the sample size

N , which is also the coreset size ∥D∥0, is related to the shattering dimension (see

Definition 3.2.1) of a suitably defined set of functions [13, Theorem 4.1]. The analysis

in [13] has been subsequently improved [41, 48], and we make use of [41, Theorem 31],

restated as follows.

Lemma 3.3.2 (Analysis of Importance Sampling [41]). Fix z ≥ 1, 0 < ϵ < 1
2 , an

integer k ≥ 1 and a metric space (V, d). Let X ⊆ V have weights wX : V → R+ and

let F := {fx : V → R+ | x ∈ X} be a corresponding set of functions with weights

wF(fx) = wX(x). Suppose {σx}x∈X satisfies

∀x ∈ X, σx ≥ σF
x := max

C∈V k

wX(x) · (fx(C))z

costz(F , C) ,

and set a suitable

N = O(ϵ−2σX(k · sdimmax(F) · log(sdimmax(F)) · log σX + log 1
δ
)),

where σX := ∑︁
x∈X σx and

sdimmax(F) := max
v:X→R+

sdim (Fv) , Fv := {fx · v(x) | x ∈ X}.

Then the weighted set D of size ∥D∥0 = N returned by the above importance sampling

algorithm satisfies, with high probability 1− δ,

∀C ∈ V k,
∑︂
x∈D

wD(x) · (fx(C))z ∈ (1± ϵ) · costz(F , C).
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Remark 3.3.1. We should explain how [41, Theorem 31] implies Lemma 3.3.2. First of

all, the bound in [41] is with respect to VC-dimension, and we transfer to shattering

dimension by losing a logarithmic factor (see Section 5.2 for the relation between VC-

dimension and shattering dimension). Another main difference is that the functions

therein are actually not from V to R+. For F = {fx : V → R+ | x ∈ X}, they consider

Fk := {fx(C) = minc∈C{fx(c)} | x ∈ X}, and their bound on the sample size is

N = Õ(ϵ−2σX(sdimmax(Fk) · log σX + log 1
δ
)).

The notion of balls and shattering dimension they use (for Fk) is the natural extension

of our Definition 3.2.1 (from functions on V to functions on V k), where a ball around

C ∈ V k is BF(C, r) = {fx ∈ F : fx(C) ≤ r}, and (3.1) is replaced by

⃓⃓⃓
{BH(C, r) : C ∈ V k, r ≥ 0}

⃓⃓⃓
≤ |H|t.

Our Lemma 3.3.2 follows from [41, Theorem 31] by using the fact sdim(Fk) ≤

k · sdim(F) from [13, Lemma 6.5].

Terminal Embedding. As mentioned in Section 3.1, F in Lemma 3.3.2 corre-

sponds to the distance function d, i.e., fx(·) = d(x, ·), and Lemma 3.3.2 is usually

applied directly to the distances, i.e., on a function set F = {fx(·) = d(x, ·) | x ∈ X}.

In our applications, we instead use Lemma 3.3.2 with a “proxy” function set F that

is viewed as a terminal embedding on X, in which both the distortion of distances

(between X and all of V ) and the shattering dimension are controlled.

In what follows, we discuss how terminal embedding is used to construct coresets.

3.3.3 Coresets via Terminal Embedding

Recall that our terminal embedding distorts distances between V and X multiplica-

tively, i.e.,

∀x ∈ X, c ∈ V, d(x, c) ≤ fx(c) ≤ (1 + ϵ) d(x, c). (3.3)

39



This natural guarantee works very well for (k, z)-Clustering in general. In particular,

using such F in Lemma 3.3.2, our importance sampling algorithm will produce (with

high probability) an O(zϵ)-coreset for (k, z)-Clustering.

Sensitivity Estimation. To compute a coreset using Lemma 3.3.2 we need to

define, for every x ∈ X,

σx ≥ σF
x = max

C∈V k

wX(x) · (fx(C))z

costz(F , C) .

The quantity σF
x , usually called the sensitivity of point x ∈ X with respect to F [13,

20]; essentially measures the maximal contribution of x to the clustering objective

over all possible centers C ⊆ V . Since fx(y) approximates d(x, y) by (3.3), it actually

suffices to estimate the sensitivity with respect to d instead of F , given by

σ⋆
x := max

C∈V k

wX(x) · (d(x, C))z

costz(X, C) . (3.4)

Even though computing σ⋆
x exactly seems computationally difficult, we shown

next (in Lemma 3.3.3) that a good estimate can be efficiently computed given an

(O(1), O(1))-approximate clustering. A weaker version of this lemma was presented

in [42] for the case where X has unit weights, and we extend it to X with general

weights. We will need the following notation. Given a subset C ⊆ V , denote the

nearest neighbor of x ∈ X, i.e., the point in C closest to x with ties broken arbitrarily,

by NNC(x) := arg min{d(x, y) : y ∈ C}. The tie-breaking guarantees that every x

has a unique nearest neighbor, and thus NNC(.) partitions X into |C| subsets. The

cluster of x under C is then defined as C(x) := {x′ ∈ X : NNC(x′) = NNC(x)}.

Lemma 3.3.3. Fix z ≥ 1, an integer k ≥ 1, and a weighted set X. Given Capx ∈ V k

that is an (α, β)-approximate solution for (k, z)-Clustering on X, define for every

x ∈ X,

σapx
x := wX(x) ·

(︄
(d(x, Capx))z

costz(X, Capx) + 1
wX(Capx(x))

)︄
.

Then σapx
x ≥ Ω(σ⋆

x/(β22z)) for all x ∈ X, and σapx
X := ∑︁

x∈X σapx
x ≤ 1 + αk.
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Before proving this lemma, we record the following approximate triangle inequality

for distances raised to power z ≥ 1.

Claim 3.3.4. For all x, x′, y ∈ V we have dz(x, y) ≤ 2z−1 · [dz(x, x′) + dz(x′, y)].

Proof of Claim 3.3.4. We first use the triangle inequality,

dz(x, y) ≤ [d(x, x′) + d(x′, y)]z

and since a ↦→ az is convex (recall z ≥ 1), all a, b ≥ 0 satisfy (a+b
2 )z ≤ az+bz

2 , hence

≤ 2z−1[dz(x, x′) + dz(x′, y)].

The claim follows.

Proof of Lemma 3.3.3. Given C∗, we shorten the notation by setting µ := NNCapx,

and let Xapx be the weighted set obtained by mapping all points of X by µ. For-

mally, Xapx := {µ(x) : x ∈ X} where every y ∈ Xapx has weight wXapx(y) :=∑︁
x∈X:µ(x)=y wX(x). Then obviously

∀x ∈ X, wX(Capx(x)) =
∑︂

x′∈Capx(x)
wX(x′) = wXapx(µ(x)).

Upper bound on σapx
X . Using the above,

σapx
X =

∑︂
x∈X

σapx
x =

∑︂
x∈X

wX(x) ·
(︄

dz(x, µ(x))
costz(X, Capx) + 1

wXapx(µ(x))

)︄
,

and we can bound

∑︂
x∈X

wX(x) · 1
wXapx(µ(x)) =

∑︂
y∈Xapx

wXapx(y) · 1
wXapx(y) ≤ ∥C

apx∥0 ≤ αk,

and we conclude that σapx
X ≤ 1 + αk, as required.

Lower bound on σapx
x (relative to σ⋆

x). Aiming to prove this as an upper bound

on σ⋆
x, consider for now a fixed C ∈ V k. We first establish the following inequality,
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that relates the cost of Xapx to that of X.

costz(Xapx, C) =
∑︂

y∈Xapx
wXapx(y) · dz(y, C)

=
∑︂
x∈X

wX(x) · dz(µ(x), C)

≤ 2z−1 ∑︂
x∈X

wX(x) · [dz(µ(x), x) + dz(x, C)] by Claim 3.3.4

= 2z−1 · [costz(X, Capx) + costz(X, C)] as Capx is (α, β)-approximation

≤ 2z−1(β + 1) · costz(X, C). (3.5)

Now aiming at an upper bound on σ⋆
x, observe that

dz(X, C)
costz(X, C) ≤ 2z−1 ·

[︄
dz(x, µ(x)) + dz(µ(x), C)

costz(X, C)

]︄
by Claim 3.3.4 (3.6)

and let us bound each term separately. For the first term, since Capx is an (α, β)-

approximation,

dz(x, µ(x))
costz(X, C) ≤ β · dz(x, µ(x))

costz(X, Capx) .

The second term is

dz(µ(x), C)
costz(X, C) ≤ (β + 1)2z−1 · dz(µ(x), C)

costz(Xapx, C) by (3.5)

= (β + 1)2z−1 · dz(µ(x), C)∑︁
y∈Xapx wXapx(y) · dz(y, C)

≤ (β + 1)2z−1 · 1
wXapx(µ(x)) .

Plugging these two bounds into (3.6), we obtain

dz(x, C)
costz(X, C) ≤ (β + 1)22z−2 ·

[︃
dz(x, µ(x))

costz(X, Capx) + 1
wXapx(µ(x))

]︃
= (β + 1)22z−2 · σapx

x

wX(x) .

Using the definition in (3.4), we conclude that (β +1)22z−2 ·σapx
x ≥ σ⋆

x, which completes

the proof of Lemma 3.3.3.

Conclusion. Our importance sampling algorithm for this type of terminal em-

bedding is listed in Algorithm 4. By a direct combination of Lemma 3.3.2 and Lemma

3.3.3, we conclude that the algorithm yields a coreset, which is stated formally in

Lemma 3.3.5.
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Algorithm 4 Coresets for (k, z)-Clustering for F with multiplicative distortion
1: compute an (O(1), O(1))-approximate solution Capx for (k, z)-Clustering on X

2: for each x ∈ X, let σx := wX(x) ·
(︂

(d(x,Capx))z

costz(X,Capx) + 1
wX(Capx(x))

)︂
▷ as in Lemma 3.3.3

3: for each x ∈ X, let px := σx∑︁
y∈X

σy

4: draw N := O
(︂
ϵ−222zk ·

(︂
zk log k · sdimmax(F) + log 1

δ

)︂)︂
independent samples

from X, each from the distribution (px : x ∈ X) ▷ sdimmax as in Lemma 3.3.2
5: let D be the set of samples, and assign each x ∈ D a weight wD(x) := wX(x)

pxN

6: return the weighted set D

Lemma 3.3.5. Fix 0 < ϵ, δ < 1
2 , z ≥ 1, an integer k ≥ 1, and a metric space M(V, d).

Given a weighted set X ⊆ V and respective F = {fx : V → R+ | x ∈ X} such that

∀x ∈ X, c ∈ V, d(x, c) ≤ fx(c) ≤ (1 + ϵ) · d(x, c),

Algorithm 4 computes a weighted set D ⊆ X of size

∥D∥0 = O
(︂
ϵ−222zk

(︂
zk log k · sdimmax(F) + log 1

δ

)︂)︂
,

that with high probability 1− δ is an ϵ-coreset for (k, z)-Clustering on X.

The running time of Algorithm 4 is dominated by the sensitivity estimation,

especially line 1 which computes an (O(1), O(1))-approximate solution. In Lemma

3.3.6 we present efficient implementations of the algorithm, both in metric settings

and in graph settings.

Lemma 3.3.6. Algorithm 4 can be implemented in time Õ(k∥X∥0) if it is given oracle

access to the distance d, and it can be implemented in time Õ(|E|) if the input is an

edge-weighted graph G = (V, E) and M is its shortest-path metric.

Proof. The running time is dominated by Step 1 which requires an (O(1), O(1))-

approximation in both settings. For the metric setting where oracle access to d is

given, [58] gave an Õ(k∥X∥0) algorithm for both k-Median (z = 1) and k-Means

(z = 2), and it has been observed to work for general z in a recent work [21].
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For the graph setting, Thorup [39, Theorem 20] gave an (2, 12+o(1))-approximation

for graph k-Median in time Õ(|E|), such that the input points are unweighted. Even

though not stated in his result, we observe that his approach may be easily modified

to handle weighted inputs as well, and we briefly mention the major changes.

• Thorup’s first step [39, Algorithm D] is to compute an (Õ(log |V |), O(1))-

approximation F by successive uniform independent sampling. This can be

naturally modified to sampling proportional to the weights of the input points.

• Then, the idea is to use the Jain-Vazirani algorithm [59] on the bipartite graph

F×X. To make sure the running time is Õ(|V |), the edges of F×X sub-sampled

by picking, for each x ∈ X, only Õ(1) neighbors in F . This sampling is oblivious

to weights, and hence still goes through. Let the sampled subgraph be G′.

• Finally, the Jain-Vazirani algorithm is applied on G′ to obtain the final (2, 12 +

o(1))-approximation. However, we still need to modify Jain-Vazirani to work

with weighted inputs. Roughly, Jain-Vazirani algorithm is a primal-dual method,

so the weights are easily incorporated to the linear program, and the primal-dual

algorithm is naturally modified so that dual variables are increased at a rate

that is proportional to their weight in the linear program.

After obtaining Capx, the remaining steps of Algorithm 4 trivially runs in time

Õ(k∥X∥0) when oracle access to d is given. However, for the graph setting, the trivial

implementation of Step 2 which requires to compute cost1(X, Capx) needs to run Õ(k)

single-source-shortest-paths from points in Capx, and this leads to a running time

Õ(k|V |). In fact, as observed in [39, Observation 1], only one single-source-shortest-

path needs to be computed, by running Dijkstra’s algorithm on a virtual point x0

which connects to each point in Capx to x0 with 0 weight.

This completes the proof of Lemma 3.3.6.
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3.4 Coresets

We now apply the framework developed in Section 3.3 to design coresets of size

independent of X for two different settings, including excluded-minor graphs (in Section

3.4.1), and high-dimensional Euclidean spaces (in Section 3.4.3). Our workhorse will be

Lemma 3.3.5 which effectively translates a terminal embedding F with low distortion

on X×V and low shattering dimension sdimmax into an efficient algorithm to construct

a coreset whose size is linear in sdimmax(F).

We therefore turn our attention to designing such terminal embeddings. For

excluded-minor graphs, we design a terminal embedding F with multiplicative distor-

tion 1 + ϵ of the distances, and dimension sdimmax(F) = O(poly(k/ϵ) · log ∥X∥0). For

Euclidean spaces, we employ a known terminal embedding with similar guarantees. In

both settings, even though the shattering dimension depends on ∥X∥0, it still implies

coresets of size independent of X by our iterative size reduction (Theorem 3.3.1). We

thus obtain the first coreset (of size independent of X and V ) for excluded-minor

graphs (Corollary 3.4.2), and a simpler state-of-the-art coreset for Euclidean spaces

(Corollary 3.4.18).

3.4.1 Excluded-minor Graphs

Our terminal embedding for excluded-minor graphs is stated in the next lemma.

Previously, the shattering dimension of the shortest-path metric of graphs excluding a

fixed graph H0 as a minor was studied only for unit point weight, for which Bousquet

and Thomassé [34] proved that F = {d(x, ·) | x ∈ X} has shattering dimension

sdim(F) = O(|H0|). For arbitrary point weight, i.e., sdimmax(F), it is still open to get

a bound that depends only on |H0|, although the special case of bounded treewidth

graph resolved in Chapter 2. Note that both of these results use no distortion of

the distances, i.e., they bound F = {d(x, ·) | x ∈ X}. Our terminal embedding
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handles the most general setting of excluded-minor graphs and arbitrary point weight,

although it bypasses the open question by allowing a small distortion and dependence

on X.

Lemma 3.4.1 (Terminal Embedding for Excluded-minor Graphs). For every edge-

weighted graph G = (V, E) that excludes some fixed minor and whose shortest-path

metric is denoted as M = (V, d), and for every weighted set X ⊆ V , there exists a set

of functions F := {fx : V → R+ | x ∈ X} such that

∀x ∈ X, c ∈ V, d(x, c) ≤ fx(c) ≤ (1 + ϵ) · d(x, c),

and sdimmax(F) = Õ(ϵ−2) · log ∥X∥0.

Let us present now an overview of the proof of Lemma 3.4.1, deferring the full

details to Section 3.4.2. Our starting point is the following approach developed in

Chapter 2 for bounded-treewidth graphs. (The main purpose is to explain how vertex

separators are used as portals to bound the shattering dimension, but unfortunately

additional technical details are needed.) The first step in this approach reduces the

task of bounding the shattering dimension to counting how many distinct permutations

of X one can obtain by ordering the points of X according to their distance from

a point c, when ranging over all c ∈ V . An additional argument uses the bounded

treewidth to reduce the range of c from all of V to a subset V̂ ⊂ V , that is separated

from X by a vertex-cut P ⊂ V of size |P̂ | = O(1). This means that every path,

including the shortest-path, between every x ∈ X and every c ∈ V̂ must pass through

P̂ , therefore

d(x, c) = min{d(x, p) + d(p, c) : p ∈ P̂},

and the possible orderings of X are completely determined by these values. The key

idea now is to replace the hard-to-control range of c ∈ V̂ with a richer but easier

range of |P̂ | = O(1) real variables. Indeed, each d(x, ·) is captured by a min-linear
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function, which means a function of the form mini aiyi + bi with real variables {yi}

that represent {d(p, c)}p∈P̂ and fixed coefficients {ai, bi}. Therefore, each d(x, ·) is

captured by a min-linear function gx : R|P̂ | → R+, and these functions are all defined

on the same |P̂ | = O(1) real variables. In this representation, it is easy to handle

the point weight v : X → R+ (to scale all distances from x), because each resulting

function v(x) ·gx is still min-linear. Finally, the number of orderings of the set {gx}x∈X

of min-linear functions, is counted using the arrangement number for hyperplanes,

which is a well-studied quantity in computational geometry.

To extend this approach to excluded-minor graphs (or even planar graphs), which

do not admit small vertex separators, we have to replace vertex separators with

shortest-path separators [50, 51]. In particular, we use these separator theorem to

partition the whole graph into a few parts, such that each part is separated from the

graph by only a few shortest paths, see Lemma 3.4.4 for planar graphs (which is a

variant of a result known from [60]) and Lemma 3.4.12 for excluded-minor graphs.

However, the immediate obstacle is that while these separators consist of a few paths,

their total size is unbounded (with respect to X), which breaks the above approach

because each min-linear function has too many variables. A standard technique to

address this size issue is to discretize the path separator into portals, and reroute

through them a shortest-path from each x ∈ X to each c ∈ V . This step distorts the

distances, and to keep the distortion bounded multiplicatively by 1 + ϵ, one usually

finds inside each separating shortest-path l, a set of portals Pl ⊂ l whose spacing is at

most ϵ · d(x, c). However, d(x, c) could be very small compared to the entire path l,

hence we cannot control the number of portals (even for one path l).

Vertex-dependent Portals In fact, all we need is to represent the relative

ordering of {d(x, ·) : x ∈ X} using a set of min-linear functions over a few real

variables, and these variables do not have to be the distance to fixed portals on

the separating shortest paths. (Recall this description is eventually used by the
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arrangement number of hyperplanes to count orderings of X.) To achieve this, we first

define vertex-dependent portals P l
c with respect to a separating shortest path l and a

vertex c ∈ V (notice this includes also P l
x for x ∈ X). and then a shortest path from

x ∈ X to c ∈ V passing through l is rerouted through portals P l
x∪P l

c , as follows. First,

since l is itself a shortest path, d(x, c) = minu1,u2∈l{d(x, u1) + d(u1, u2) + d(u2, c)}.

Observe that d(u1, u2) is already linear, because one real variable can “capture” a

location in l, hence we only need to approximate d(x, u1) and d(c, u2). To do so, we

approximate the distances from c to every vertex on the path l, i.e., {d(c, u)}u∈l, using

only the distances from c to its portal set P l
c , i.e., {d(c, p)}p∈P l

c
. Moreover, between

successive portals this approximate distance is a linear function, and it actually suffices

to use |P l
c | = poly(1/ϵ) portals, which means that d(c, u) can be represented as a

piece-wise linear function in poly(1/ϵ) real variables.

Note that the above approach ends up with the minimum of piece-wise linear

(rather than linear) functions, which creates extra difficulty. In particular, we care

about the relative ordering of {d(x, ·) : x ∈ X} over all c ∈ V , and to evaluate d(x, c)

we need the pieces that c and x generate, i.e., information about P l
c ∪ P l

x. Since the

number of c ∈ V is unbounded, we need to “guess” the structure of P l
c , specifically

the ordering between the portals in P l
c and those in P l

x. Fortunately, since every

|P l
c | ≤ poly(1/ϵ), such a “guess” is still affordable, and this would prove Lemma 3.4.1.

Corollary 3.4.2 (Coresets for Excluded-Minor Graphs). For every edge-weighted

graph G = (V, E) that excludes a fixed minor, every 0 < ϵ, δ < 1/2 and integer k ≥ 1,

k-Median of every weighted set X ⊆ V (with respect to the shortest path metric of

G) admits an ϵ-coreset of size Õ(ϵ−4k2 log 1
δ
). Furthermore, such a coreset can be

computed in time Õ(|E|) with success probability 1− δ.

Proof. By combining Lemma 3.3.5, Lemma 3.3.6 with our terminal embedding from

Lemma 3.4.1, we obtain an efficient algorithm for constructing a coreset of size
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Õ(ϵ−4k2 log ∥X∥0). This size can be reduced to the claimed size (and running time)

using the iterative size reduction of Theorem 3.3.1.

Remark 3.4.1. This result partly extends to (k, z)-Clustering for all z ≥ 1. The

importance sampling algorithm and its analysis are immediate, and in particular imply

the existence of a coreset of size Õ(ϵ−4k2 log 1
δ
). However we rely on known algorithm

for z = 1 in the step of computing an approximate clustering (needed to compute

sampling probabilities).

3.4.2 Proof of Lemma 3.4.1

For the sake of presentation, we start with proving the planar case, since this already

requires most of our new technical ideas. The statement of terminal embedding

for planar graphs is as follows, and how the proof can be modified to work for the

minor-excluded case is discussed in Section 3.4.2.1.

Lemma 3.4.3 (Terminal Embedding for Planar Graphs). For every edge-weighted

planar graph G = (V, E) whose shortest path metric is denoted as M = (V, d) and

every weighted set X ⊆ V , there exists a set of functions F = FX := {fx : V →

R+ | x ∈ X} such that for every x ∈ X, and c ∈ V , fx(c) ∈ (1 ± ϵ) · d(x, c), and

sdimmax(F) = ˜︁O(ϵ−2) log ∥X∥0.

By definition, sdimmax(F) = maxv:X→R+(Fv), so it suffices to bound sdim(Fv) for

every v. Also, by the definition of sdim, it suffices to prove for every H ⊆ Fv with

|H| ≥ 2,

|{BH(c, r) : c ∈ V, r ≥ 0}| ≤ poly(∥X∥0) · |H|Õ(ϵ−2) log ∥X∥0 .

Hence, we fix some v : X → R+ and H ⊆ Fv with |H| ≥ 2 throughout the proof.

General Reduction: Counting Relative Orderings For H ⊆ F and c ∈ V ,

let σH
c be the permutation of H ordered by v(x) ·fx(c) in non-decreasing order and ties
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are broken arbitrarily. Then for a fixed c ∈ V and very r ≥ 0, the subset BH(c, r) ⊆ H

is exactly the subset defined by some prefix of σH
c . Hence,

|{BH(c, r) : c ∈ V, r ≥ 0}| ≤ |H| ·
⃓⃓⃓
{σH

c : c ∈ V }
⃓⃓⃓
.

Therefore, it suffices to show⃓⃓⃓
{σH

c : c ∈ V }
⃓⃓⃓
≤ poly(∥X∥0) · |H|Õ(ϵ−2) log ∥X∥0 .

Hence, this reduces the task of bounding of shattering dimension to counting the

number of relative orderings of {v(x) · fx(c) | x ∈ X}.

Next, we use the following structural lemma for planar graphs to break the graph

into few parts of simple structure, so we can bound the number of permutations for c

coming from each part. We note that a variant of this lemma has been proved in [60],

where the key idea is to use the interdigitating trees. For completeness, we give a full

proof of this lemma in the following.

Lemma 3.4.4 (Structural Property of Planar Graphs, see also [60]). For every edge-

weighted planar graph G = (V, E) and subset S ⊆ V , V can be broken into parts

Π := {Vi}i with |Π| = poly(|S|) and ⋃︁i Vi = V , such that for every Vi ∈ Π,

1. |S ∩ Vi| = O(1),

2. there exists a collection of shortest paths Pi in G with |Pi| = O(1) and removing

the vertices of all paths in Pi disconnects Vi from V \Vi (points in Vi are possibly

removed).

Furthermore, such Π and the corresponding shortest paths Pi for Vi ∈ Π can be

computed in Õ(|V |) time2.

The proof of Lemma 3.4.4 is based on the following property of general trees. We

note that the special case when R = T was proved in [60, Lemma 3.1] and our proof

is based on it. Nonetheless, we also provide the proof for completeness.
2This lemma is used only in the analysis in this section.
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Lemma 3.4.5. Let T be a tree of degree at most 3 and let R be a subset of nodes in

T . There is a partition of the nodes of T with poly(|R|) parts, such that each part

is a subtree of T that contains O(1) nodes of R and has at most 4 boundary edges3

connecting to the rest of T . Such partition can be computed in time Õ(|T |), where |T |

is the number of nodes in T .

Proof. We give an algorithm to recursively partition T in a top-down manner. The

recursive algorithm takes a subtree T ′ as input, and if |T ′ ∩ R| ≥ 4, it chooses an

edge e from T ′ and run recursively on the two subtrees T ′
1 and T ′

2 that are formed by

removing e from T ′. Otherwise, the algorithm simply declares the subtree T ′ a desired

part and terminate, if |T ′ ∩R| < 4. Next, we describe how e is picked provided that

|T ′ ∩R| ≥ 4.

If T ′ has at most 3 boundary edges, we pick an edge e ∈ T ′ such that each of the

two subtrees T ′
1, T ′

2 formed by removing e satisfies 1
3 |T

′ ∩R| ≤ |T ′
j ∩R| ≤ 2

3 |T
′ ∩R|,

for j = 1, 2. By a standard application of the balanced separator theorem (see e.g.

Lemma 1.3.1 of [61]), such edge always exists and can be found in time O(|T ′|).

Now, suppose T ′ has exactly 4 boundary edges. Then we choose an edge e ∈ T ′,

such that each of the two subtrees T ′
1 and T ′

2 formed by removing e has at most 3

boundary edges. Such e must exist because the maximum degree is at most 3, and

such e may be found in time O(|T ′|) as well. To see this, suppose the four endpoints

(in T ′) of the four boundary edges are a, b, c, d. It is possible that they are not distinct,

but they can have a multiplicity of at most 2 because otherwise the degree bound 3 is

violated. If any point has a multiplicity 2, say a and b, then it has to be a leaf node

in T ′ (again, because of the degree constraint), and we can pick the unique tree edge

in T ′ connecting a as our e. Now we assume the four points are distinct, and consider

the unique paths P1, P2 that connect a, b and c, d respectively. If P1 and P2 intersect,

then the intersection must contain an edge as otherwise the intersections are at nodes
3Here a boundary edge is an edge that has exactly one endpoint in the subtree.
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only which means each of them have degree at least 4, a contradiction. Hence, we

pick the intersecting edge as our e. Finally, if P1 and P2 are disjoint, we consider the

unique path P3 that connects a and c, and we pick edge e := e′ in P3 that is outside

both P1 and P2 to separate a and b from c and d.

We note that there are no further cases regarding the number of boundary edges of

T ′, since in the case of 4 boundaries edges, both T ′
1 and T ′

2 have at most 3 boundary

edges and it reduces to the first case.

It remains to analyze the size of the partition. By the property of balanced

separator, we know that such recursive partition has O(log |R|) depth. Hence the

total number of subtrees is 2O(log |R|) = poly(|R|). Finally, we note that in each level

of depth, we scan the whole tree once, so the running time is upper bounded By

O(log |R|) · |T | = Õ(|T |).

Proof of Lemma 3.4.4. We assume G is triangulated, since otherwise we can triangu-

late G and assign weight +∞ to the new edges so that the shortest paths are the same

as before. Let T be a shortest path tree of G from an arbitrary root vertex. Let G⋆ be

the planar dual of G. Let T ⋆ be the set of edges e of G⋆ such that the corresponding

edge of e in G is not in T . Indeed, T and T ⋆ are sometimes called interdigitating trees,

and it is well known that T ⋆ is a spanning tree of G⋆ (see e.g. [61]).

Choose R⋆ to be the set of faces that contain at least one point from S. We apply

Lemma 3.4.5 on R = R⋆ and T = T ⋆ to obtain Π⋆, the collection of resulted subtrees

of T ⋆. Then |Π⋆| = poly(|S|), and each part C⋆ in Π⋆ is a subset of faces in G such

that only O(1) of these faces contain some point in S on their boundaries. For a part

C⋆ in Π⋆, let V (C⋆) be the set of vertices in G that are contained in the faces in C⋆.

Recall that G is triangulated, so each face can only contain O(1) vertices from S on

its boundary. Therefore, for each part C⋆ in Π⋆, |C⋆ ∩ S| = O(1).

Still by Lemma 3.4.5, each part C⋆ in Π⋆ corresponds to a subtree in T ⋆, and
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it has at most 4 boundary edges connecting to the rest of T ⋆. By the well-known

property of planar duality (see e.g. [61]), each C⋆ is bounded by the fundamental

cycles in T of the boundary edges. We observe that the vertices of a fundamental

cycle lie on 2 shortest paths in G via the least common ancestor in T (recalling that

T is the shortest path tree). So by removing at most 8 shortest paths in G, V (C⋆) is

disconnected from V \ V (C⋆) for every C⋆ ∈ Π⋆.

Therefore, we can choose Π := {V (C⋆) : C⋆ ∈ Π⋆}. For the running time, we note

that both the triangulation and the algorithm in Lemma 3.4.5 run in Õ(|V |) time.

This completes the proof.

Applying Lemma 3.4.4 with S = X (noting that S is an unweighted set), we obtain

Π = {Vi}i with |Π| = poly(∥X∥0), such that each part Vi ∈ Π is separated by O(1)

shortest paths Pi. Then
⃓⃓⃓
{σH

c : c ∈ V }
⃓⃓⃓
≤
∑︂

Vi∈Π

⃓⃓⃓
{σH

c : c ∈ Vi}
⃓⃓⃓
.

Hence it suffices to show for every Vi ∈ Π, it holds that
⃓⃓⃓
{σH

c : c ∈ Vi}
⃓⃓⃓
≤ |H|Õ(ϵ−2) log ∥X∥0 . (3.7)

Since ⋃︁i Vi = V , it suffices to define functions fx(·) for c ∈ Vi for every i independently.

Therefore, we fix Vi ∈ Π throughout the proof. In the following, our proof proceeds in

three parts. The first defines functions fx(·) on Vi, the second analyzes the distortion

of fx’s, and the final part analyzes the shattering dimension.

Part I: Definition of fx on Vi By Lemma 3.4.4 we know |Vi∩X| = O(1). Hence,

the “simple” case is when x ∈ Vi ∩ T , for which we define fx(·) := d(x, ·).

Otherwise, x ∈ X \ Vi. Write Pi := {Pj}j . Since Pj ’s are shortest paths in G, and

removing Pi from G disconnects Vi from V \ Vi, we have the following fact.

Fact 3.4.6. For c ∈ Vi and x ∈ X \ Vi, there exists Pj ∈ Pi and c′, x′ ∈ Pj, such that

d(c, x) = d(c, c′) + d(c′, x′) + d(x′, x).
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Let dj(c, x) be the length of the shortest path from c to x that uses at least one

point in Pj. For each Pj ∈ Pi, we will define f j
x : Vi → R+, such that f j

x(c) is within

(1± ϵ) · dj(c, x), and let

fx(c) := min
Pj∈Pi

f j
x(c), ∀c ∈ Vi.

Hence, by Fact 3.4.6, the guarantee that f j
x(c) ∈ (1 ± ϵ) · dj(c, x) implies fx(c) ∈

(1± ϵ) · d(x, c), as desired. Hence we focus on defining f j
x in the following.

Defining f j
x : Vi → R+ Suppose we fix some Pj ∈ Pi, and we will define f j

x(c), for

c ∈ Vi. By Fact 3.4.6 and the optimality of shortest paths, we have

dj(x, c) = min
c′,x′∈Pj

{d(c, c′) + d(c′, x′) + d(x′, x)}.

For every y ∈ V , we will define lj
y : Pj → R+ such that lj

y(y′) ∈ (1 ± ϵ) · d(y, y′) for

every y′ ∈ Pj. Then, we let

f j
x(c) := min

c′,x′∈Pj

{lj
c(c′) + d(c′, x′) + lj

x(x′)},

and this would imply f j
x(c) ∈ (1± ϵ) · dj(x, c). So it remains to define lj

y : Pj → R+

for every y ∈ V .

Defining lj
y : Pj → R+ Fix y ∈ V and we will define lj

y(y′) for every y′ ∈ Pj . Pick

hy ∈ Pj that satisfies d(y, hy) = d(y, Pj). Since Pj is a shortest path, we interpret Pj

as a segment in the real line. In particular, we let the two end points of Pj be 0 and 1,

and Pj is a (discrete) subset of [0, 1].

Define a, b ∈ Pj such that a ≤ hy ≤ b are the two furthest points on the two

sides of h on Pj that satisfy d(hy, a) ≤ d(y,hy)
ϵ

and d(hy, b) ≤ d(y,hy)
ϵ

. Then construct a

sequence of points a = q1 ≤ q2 . . . in the following way. For t = 1, 2, . . ., if there exists

u ∈ (qt, 1] ∩ Pj such that d(qt, u) > ϵ · d(y, hy), then let qt+1 be the smallest such u; if

such u does not exist, then let qt+1 := b and terminate. Essentially, this breaks Pj

into segments of length ϵ · d(y, hy), except that the last one that ends with b may be

shorter. Denote this sequence as Qy := (q1 = a, . . . , qm = b).
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Claim 3.4.7. For every y ∈ V , |Qy| = O(ϵ−2).

Proof. By the definition of Qy, for 1 ≤ t ≤ m − 2, d(qt, qt+1) > ϵ · d(y, hy). On the

other hand, by the definition of a and b, d(q1, qm) = d(a, b) ≤ O(d(y,hy)
ϵ

). Therefore,

|Qy| ≤ O(ϵ−2), as desired.

Definition of fx on Vi: Recap Define

lj
y(y′) :=

⎧⎪⎪⎨⎪⎪⎩
d(hy, y′) if y′ < a = q1 or y′ > b = qm

d(y, qt) if qt ≤ y′ < qt+1, 1 ≤ t < m

d(y, qm) if y′ = b = qm

(3.8)

where hy ∈ Pj, Qy = {qt}t ⊂ Pj. To recap,

• if x ∈ X ∩ Vi, then fx(c) := d(x, c);

• otherwise x ∈ X \ Vi, fx(c) := minPj∈Pi
f j

x(c), where

f j
x(c) := min

c′,x′∈Pj

{lj
c(c′) + d(c′, x′) + lj

x(x′)}. (3.9)

Finally,

fx(c) := min
Pj∈Pi

f j
x(c), ∀c ∈ Vi. (3.10)

Part II: Distortion Analysis The distortion of l’s is analyzed in the following

Lemma 3.4.8, and the distortion for fx follows immediately from the above definitions.

Lemma 3.4.8. For every Pj ∈ Pi, y ∈ V , y′ ∈ Pj, lj
y(y′) ∈ (1± ϵ) · d(y, y′).

Proof. If y′ = qm = b, by definition lj
y(y′) = d(y, qm) = d(y, y′). Then consider the

case when y′ < a = q1 or y′ > b = qm.

lj
y(y′) = d(hy, y′)

∈ d(y′, y)± d(y, hy)

∈ d(y′, y)± ϵ · d(y′, hy),
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where the last inequality follows from d(y′, hy) > d(y,hy)
ϵ

. This implies d(y, y′) ∈

(1± ϵ) · lj
y(y′).

Otherwise, qt ≤ y′ < qt+1 for some 1 ≤ t < m. By the definition of qt’s and the

definition of hy,

d(y, y′) ∈ d(y, qt)± d(qt, y′)

∈ d(y, qt)± ϵ · d(y, hy)

∈ d(y, qt)± ϵ · d(y, y′)

∈ lj
y(y′)± ϵ · d(y, y′),

which implies lj
y(y′) ∈ (1± ϵ) · d(y, y′). This finishes the proof of Lemma 3.4.8.

Part III: Shattering Dimension Analysis Recall that we fixed v : X → R+

and H ⊆ Fv with |H| ≥ 2. Now we show

⃓⃓⃓
{σH

c : c ∈ Vi}
⃓⃓⃓
≤ |H|Õ(ϵ−2) log ∥X∥0 . (3.11)

Let H := {x : v(x) · fx ∈ H}, so |H| = |H|. Recall that |Vi ∩X| = O(1) by Lemma

3.4.4, so |Vi ∩H| = O(1). Hence, if we could show

⃓⃓⃓
{σH

c : c ∈ Vi}
⃓⃓⃓
≤ N(|H|)

for H such that H ∩ Vi = ∅, then for general H,

⃓⃓⃓
{σH

c : c ∈ Vi}
⃓⃓⃓
≤ N(|H| − |Vi ∩H|) · |H|O(|Vi∩H|) ≤ N(|H|) · |H|O(1).

Therefore, it suffices to show (3.11) under the assumption that H ∩ Vi = ∅.

In the following, we will further break Vi into |H|Õ(ϵ−2) parts, such that for each

part V ′, fx on V ′ may be alternatively represented as a min-linear function.

Lemma 3.4.9. Let u = |Pi|. There exists a partition Γ of Vi, such that the following

holds.
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1. |Γ| ≤ |H|Õ(ϵ−2)·u.

2. ∀V ′ ∈ Γ, ∀x ∈ H, there exists gx : Rs → R+ where s = O(ϵ−2), such that gx is a

minimum of O(ϵ−4u) linear functions on Rs, and for every c ∈ V ′, there exists

y ∈ Rs that satisfies fx(c) = gx(y).

Proof. Before we actually prove the lemma, we need to examine f j
x(c) and lj

y more

closely. Suppose some Pj ∈ Pi is fixed. Recall that for y ∈ V, y′ ∈ Pj (defined in (3.8)),

lj
y(y′) :=

⎧⎪⎪⎨⎪⎪⎩
d(hy, y′) if y′ < a = q1 or y′ > b = qm

d(y, qt) if qt ≤ y′ < qt+1, 1 ≤ t < m

d(y, qm) if y′ = b = qm

where hy ∈ Pj, Qy = {qt}t ⊂ Pj. Hence, for every y, lj
y is a piece-wise linear function

with O(|Qy|) = O(ϵ−2) (by Claim 3.4.7) pieces, where the transition points of lj
y are

Qy ∪ {0, 1} (noting that d(hy, y′) is linear since hy, y′ ∈ Pj).

Using that l’s are piece-wise linear, we know for c ∈ Vi, x ∈ X \ Vi,

f j
x(c) = min

c′,x′∈Pj

{lj
c(c′) + d(c′, x′) + lj

x(x′)} defined in (3.9)

= min
c′,x′∈Qc∪Qx∪{0,1}

{lj
c(c′) + d(c′, x′) + lj

x(x′)}. as l’s are piece-wise linear

Hence, to evaluate f j
x(c) we only need to evaluate lj

c(c′) and lj
x(x′) at c′, x′ ∈ Qc ∪

Qx ∪ {0, 1}, and in particular we need to find the piece in lj
c and lj

x that every

c′, x′ ∈ Qc ∪ Qx ∪ {0, 1} belong to, and then evaluate a linear function. Precisely,

the piece that every c′, x′ belongs to is determined by the relative ordering of points

Qx∪Qc (recalling that they are from Pj). Thus, the pieces are not only determined by

x, but also by c which is the variable, and this means without the information about

the pieces, fx cannot be represented as a min-linear function gx. Therefore, the idea is

to find a partition Γ of Vi, such that for c in each part V ′ ∈ Γ, the relative ordering of

Qc with respect to {Qx : x ∈ H} is the same. We note that we need to consider the

ordering of Qc with respect to all Qx’s, because we care about the relative orderings

of all fx’s.
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Defining Γ For 1 ≤ j ≤ u, c ∈ Vi, let τ j
c be the ordering of Qc with respect to⋃︁

y∈H Qy on Pj . Here, an ordering of Qc with respect to
(︂⋃︁

y∈H Qy

)︂
is defined by their

ordering on Pj which is interpreted as the real line. In our definition of Γ, we will

require each part V ′ ∈ Γ to satisfy that ∀c ∈ V ′, the tuple of orderings (τ 1
c , . . . , τu

c )

remains the same. That is, Vi is partitioned according to the joint relative ordering

τ j
c ’s on all shortest paths Pj ∈ Pi.

Formally, for 1 ≤ j ≤ u, let Λj := {τ j
c : c ∈ Vi} be the collection of distinct

ordering τ j
c on Pj over points c ∈ Vi. Define

Λ := Λ1 × . . .× Λu

as the tuples of τj’s for 1 ≤ j ≤ u (here, the × operator is the Cartesian product).

For (τ1, . . . , τu) ∈ Λ, define

V
(τ1,...,τu)

i := {c ∈ Vi : (τ 1
c = τ1) ∧ . . . ∧ (τu

c = τu)}

as the subset of Vi such that the ordering τ j
c for each 1 ≤ j ≤ u agrees with the given

tuple. Finally, we define the partition as

Γ := {V (τ1,...,τu)
i : (τ1, . . . , τu) ∈ Λ}.

Bounding |Γ| By Claim 3.4.7, we know |Qy| = O(ϵ−2) for every y ∈ V . Hence,⃓⃓⃓⋃︁
y∈H Qy

⃓⃓⃓
= O (ϵ−2|H|). Therefore, for every j ∈ [u],

|Λj| ≤
(︄

O(ϵ−2|H|)
O(ϵ−2)

)︄
= O

(︂
ϵ−1|H|

)︂O(ϵ−2)
.

Therefore,

|Γ| ≤ Π1≤j≤u|Λj| ≤ O
(︂
ϵ−1|H|

)︂O(ϵ−2u)
≤ |H|Õ(ϵ−2)·u,

as desired.

Defining gx By our definition of Γ, we need to define gx for each V ′ ∈ Γ. Now,

fix tuple (τ1, . . . , τu) ∈ Λ, so the part corresponds to this tuple is V ′ = V
(τ1,...,τu)

i , and
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we will define gx with respect to such V ′. Similar to the definition of fx’s (see (3.10)),

we define gx : Rs → R+ to have the form

gx(y) := min
Pj∈Pi

gj
x(y).

Then, for 1 ≤ j ≤ u, x ∈ H, define gj
x : Rs → R of s := O(ϵ−2) variables

(q1, . . . , qm, d(c, q1), . . . , d(c, qm), hc) for qi ∈ Qc, such that

gj
x(q1, . . . , qm, d(c, q1), . . . , d(c, qm), hc) = min

c′,x′∈Qc∪Qx∪{0,1}
{lj

c(c′) + d(c′, x′) + lj
x(x′)}.

We argue that for every 1 ≤ j ≤ u, gj
x may be viewed as a minimum of O(ϵ−4) linear

functions whose variables are the same with that of gj
x.

• Linearity. Suppose c ∈ V ′, and fix c′, x′ ∈ Qc ∪ Qx ∪ {0, 1}. By the above

discussions, lj
c(c′) could take values only from {d(c, qi) : qi ∈ Qc} ∪ {d(hc, c′)}.

Since ∀qi ∈ Qc, d(c, qi) is a variable of gj
x, and d(hc, c′) = |hc − c′| is linear and

that hc is also a variable of gj
x, we conclude that lj

c(c′) may be written as a linear

function of the same set of variables of gj
x. By a similar argument, we have the

same conclusion for lj
x. Therefore, lj

c(c′) + d(c′, x′) + lj
x(x′) may be written as a

linear function of (q1, . . . , qm, d(c, q1), . . . , d(c, qm), hc).

• Number of linear functions. By Claim 3.4.7, we have

∀y ∈ V, |Qy| = O(ϵ−2),

hence |Qc ∪Qx ∪ {0, 1}| = O(ϵ−2). Therefore, there are O(ϵ−4) pairs of c′, x′ ∈

Qc ∪Qx ∪ {0, 1}.

Therefore, item 2 of Lemma 3.4.9 follows by combining this with the definition of gx.

We completed the proof of Lemma 3.4.9.

Now suppose Γ is the one that is guaranteed by Lemma 3.4.9. Since
⃓⃓⃓
{σH

c : c ∈ Vi}
⃓⃓⃓
≤
∑︂

V ′∈Γ

⃓⃓⃓
{σH

c : c ∈ V ′}
⃓⃓⃓
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and

|Γ| ≤ |H|Õ(ϵ−2)·u ≤ |H|Õ(ϵ−2), (3.12)

where the last inequality is by Lemma 3.4.4 (recalling u = |Pi|), it suffices to show for

every V ′ ∈ Γ,
⃓⃓⃓
{σH

c : c ∈ V ′}
⃓⃓⃓
≤ |H|Õ(ϵ−2) log ∥X∥0 . (3.13)

Fix some V ′ ∈ Γ. By Lemma 3.4.9, for every x ∈ H there exists a min-linear

function gx : Rs → R+ (s = O(ϵ−2))), such that for every c ∈ V ′, there exists y ∈ Rs

that satisfies fx(c) = gx(y). For y ∈ Rs define πH
y as a permutation of H that is

ordered by gx(y) in non-increasing order and ties are broken in a way that is consistent

with σ. Then
⃓⃓⃓
{σHv

c : c ∈ V ′}
⃓⃓⃓
≤
⃓⃓⃓
{πH

y : y ∈ Rs}
⃓⃓⃓
. (3.14)

To bound the number of permutations πH
y , we restates the following lemma which

relates the number of relative orderings of gx’s to the arrangement number in compu-

tational geometry.

Lemma 3.4.10 (Restatement of Lemma 2.3.8). Suppose there are m functions

g1, . . . , gm from Rs to R, such that ∀i ∈ [m], gi is of the form

gi(x) := min
j∈[t]
{gij(x)},

where gij is a linear function. For x ∈ Rs, let πx be the permutation of [m] ordered by

gi(x). Then,

|{πx : x ∈ Rs}| ≤ (mt)O(s).

Applying Lemma 3.4.10 on gx’s for x ∈ H with parameters s = O(ϵ−2), t =

O(ϵ−4u) = O (ϵ−4 log ∥X∥0) and m = |H|, we obtain
⃓⃓⃓
{πH

y : y ∈ Rs}
⃓⃓⃓
≤ O

(︂
ϵ−1|H| log ∥X∥0

)︂O(ϵ−2)
≤ |H|Õ(ϵ−2)·log ∥X∥0 . (3.15)
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Thus, (3.13) is implied by combining (3.15) with (3.14). Finally, we complete the

proof of Lemma 3.4.3 by combining the above three parts of the arguments.

3.4.2.1 From Planar to Minor-excluded Graphs

The strategy for proving the minor-excluded case is similar to the planar case. Hence,

we focus on presenting the major steps and highlight the differences, while omitting

repetitive arguments. The terminal embedding lemma that we need to prove is restated

as follows.

Lemma 3.4.11 (Restatement of Lemma 3.4.1). For every edge-weighted graph G =

(V, E) whose shortest path metric is denoted as M = (V, d), and every weighted set

X ⊆ V , given that G excludes some fixed minor, there exists a set of functions

F := {fx : V → R+ | x ∈ X} such that for every x ∈ X, and c ∈ V , d(x, c) ≤ fx(c) ≤

(1 + ϵ) · d(x, c), and sdimmax(F) = Õ(ϵ−2) · log ∥X∥0.

Similar to the planar case, we fix v : X → R+ andH ⊆ Fv with |H| ≥ 2 throughout

the proof. Then σH
c is defined the same as before, and it suffices to prove

|{σH
c : c ∈ V }| ≤ poly(∥X∥0) · |H|Õ(ϵ−2) log ∥X∥0 .

Next, we used a structural lemma to break V into several parts where each part is

separated by a few shortest paths. In the planar case, we showed in Lemma 3.4.4

that the number of parts is O(∥X∥0), and only O(1) separating shortest paths in G

are necessary. However, the proof of Lemma 3.4.4 heavily relies on planarity, and for

minor-excluded graphs, we only manage to prove the following weaker guarantee.

Lemma 3.4.12 (Structural Property of Minor-excluded Graphs). Given edge-weighted

graph G = (V, E) that excludes a fixed minor, and a subset S ⊆ V , there is a collection

Π := {Vi}i of V with |Π| = poly(|S|) and ⋃︁i Vi = V such that for every Vi ∈ Π the

following holds.
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1. |S ∩ Vi| = O(1).

2. There exists an integer ti and ti groups of paths P i
1, . . . ,P i

ti
in G, such that

(a) |⋃︁ti
j=1P i

j| = O(log |S|)

(b) removing the vertices of all paths in ⋃︁ti
j=1P i

j disconnects Vi from V \ Vi in

G (possibly removing points in Vi)

(c) for 1 ≤ j ≤ ti, let Gi
j be the sub-graph of G formed by removing all paths

in P i
1, . . . ,P i

j−1 (define Gi
1 = G), then every path in P i

j is a shortest path

in Gi
j.

The lemma follows from a recursive application of the balanced shortest path

separator theorem in [51, Theorem 1], stated as follows.

Lemma 3.4.13 (Balanced Shortest Path Separator [51]). Given edge-weighted graph

G = (V, E) that excludes a fixed minor with non-negative vertex weight4, there is a set

of vertices S ⊆ V , such that

1. S = P1 ∪ P2 ∪ . . . where Pi is a set of shortest paths in the graph formed by

removing ⋃︁j<i Pj

2. ∑︁i |Pi| = O(1), where the hidden constant depends on the size of the excluded

minor

3. the weight of every component in the graph formed by removing S from G is at

most half the weight of V .

Proof of Lemma 3.4.12. Without loss of generality, we assume G is a connected graph.

We will apply Lemma 3.4.13 on G recursively to define the partition Π and the

groups of shortest paths {P i
j}j associated with the parts. The detailed procedure,

4[51, Theorem 1] only states the special case with unit vertex weight, while the general weighted
version was discussed in a note of the same paper.

62



called DEF-Π, is defined in Algorithm 5. We assume there is a global Γ initialized as

Γ = ∅ which is constructed throughout the execution of the recursive algorithm. The

execution of the algorithm starts with DEF-Π(G, ∅, S).

Roughly, the procedure DEF-Π takes a sub-graph G′, a set sep = {Pj}j of groups

of paths and S as input, such that G′ corresponds to a component in a graph formed

by removing all paths in sep from G. The procedure execute on such G′ and find

shortest paths in G′ using Lemma 3.4.13. The found shortest paths are segmented

(with respect to S) and added to the collection Π. Then the found shortest paths are

removed from G′ to form a new graph G′′. Components in G′′ that contain less than 2

points in S are made new parts in Π, and the procedure DEF-Π is invoked recursively

on other components in G′′.

Algorithm 5 Procedure DEF-Π(G′ = (V ′, E ′), sep, S)
1: apply Lemma 3.4.13 on graph G′ with vertex weight 1 if x ∈ V ′∩S and 0 otherwise,

and let P be the set of shortest paths in G′ guaranteed by the lemma.
2: for P ∈ P do
3: interpret P as interval [0, 1], list S ∩ P = {x1, . . . , xm} and 0 ≤ x1 ≤ . . . ≤

xm ≤ 1
4: segment P into sub-paths P ′ = {[0, x1], [x1, x2], . . . , [xm, 1]}
5: for P ′ ∈ P ′ do
6: include P ′ in Π, and define the set of associated groups of shortest paths

as sep ∪ {P ′}
7: end for
8: end for
9: let G′′ be the graph formed by removing all paths in P , and let C = {Ci}i be its

components
10: include the union of all components with no intersection with S as a single part

in Π, and define the set of associated groups of paths as sep ∪ P
11: for Ci ∈ C do
12: if |Ci ∩ S| = 1 then
13: include Ci as a new part in Π, and define the set of associated groups of

paths as sep ∪ P
14: else if |Ci ∩ S| ≥ 2 then
15: call DEF-Π(G′′[Ci], sep ∪ {P}, S) ▷ G′′[Ci] is the induced sub-graph of G′′

on vertex set Ci

16: end if
17: end for
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By construction and Lemma 3.4.13, it is immediate that ⋃︁Vi∈Π Vi = V , and item

2.(b), 2.(c) also follows easily. To see item 1, we observe that we have two types of

Vi’s in Π. One is from the shortest paths P (Line 6), and because of the segmentation,

the intersection with S is at most 2. The other type is the components in G′′ whose

intersection with S is by definition at most 1 (Line 10, 13). Therefore, it remains to

upper bound |Π|, and show item 2.(a) which requires a bound of |⋃︁ti
j=1P i

j| = O(log |S|)

for all Vi ∈ Π.

First, we observe that at any execution of Gen-Π, it is always the case that 0 ≤

|sep| ≤ O(log |S|), because Lemma 3.4.13 guarantees the weight of every component

in G′′ is halved. This also implies that the total number of executions of GEN-Π is

poly(|S|). Therefore, ∀Vi ∈ Π, |⋃︁ti
j=1P i

j| ≤ O(log |S|), which proves item 2.(a).

Bounding |Π| Observe that there are three places where we include a part Vi in

Π, and we let Π1 be the subset of those included at Line 6, Π2 be those included at

Line 10, and Π3 be those included at Line 13. Then |Π| ≤ |Π1|+ |Π2|+ |Π3|.

If Vi ∈ Π1, then Vi is a sub-path of some P ∈ P , where P is defined at Line 1. We

observe that the number of all Vi ∈ Π1 such that Vi∩S ≠ ∅, i.e. |{Vi ∈ Π1 : Vi∩S ̸= ∅}|,

is at most O(|S|). This is because we remove paths P ∈ P in every recursion, which

means any point in S can only participate in at most one such P during the whole

execution, and hence any point in S can intersect at most two sub-paths Vi ∈ Π1 such

that Vi ∩ S ̸= ∅ (because |Vi ∩ S| ≤ 2 by the segmentation at Line 4). On the other

hand, if Vi ∈ Π1 and Vi ∩ S = ∅, then no segmentation was performed and Vi = P for

P at Line 2. Therefore, the number of such Vi’s is bounded by the total number of

execution of DEF-Π multiplied by the size of P at Line 2, which is at most poly(|S|).

Therefore, we conclude that |Π1| = poly(|S|).

Finally, since every Vi ∈ Π3 satisfies |Vi ∩ S| = 1 (at Line 12 and 13), and we

observe that subsets in Π3 are disjoint, so we immediately have |Π3| = O(|S|). For

Π2, we note that only one Vi ∈ Π2 could be included in each execution of DEF-Π, so
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|Π2| = poly(|S|).

We conclude the proof of Lemma 3.4.12 by combining all the above discussions.

As before, we still apply the Lemma 3.4.12 with S = X (which is unweighted set)

to obtain Γ = {Vi}i with |Π| = O(poly(∥X∥0)), and it suffices to prove for each Vi ∈ Π

|{σH
c : c ∈ Vi}| ≤ |H|Õ(ϵ−2) log ∥X∥0 .

To proceed, we fix Vi and define functions fx(·) for c ∈ Vi. However, compared with

Lemma 3.4.4, the separating shortest paths in Lemma 3.4.12 are not from the original

graph G, but is inside some sub-graph generated by removing various other separating

shortest paths. Also, the number of shortest paths in the separator is increased from

O(1) to O(log ∥X∥0).

Hence, we need to define fx’s with respect to the new structure of the separat-

ing shortest paths. Suppose {P i
1, . . . ,P i

ti
} is the ti groups of paths guaranteed by

Lemma 3.4.12. Also as in the lemma, suppose Gi
j is the sub-graph of G formed by

removing all paths in P i
1, . . . ,P i

j−1 (define Gi
1 = G). For 1 ≤ j ≤ ti, P ∈ P i

j and

x, y ∈ V , let dP
j (x, y) denote the length of the shortest path from x to y using edges

in Gi
j and uses at least one point of P . Then, analogue to Fact 3.4.6, we have the

following lemma.

Lemma 3.4.14. For c ∈ Vi and x ∈ V \ Vi, there exists 1 ≤ j ≤ ti, P ∈ P i
j and

c′, x′ ∈ P , such that d(c, x) = dP
j (c, c′) + dP

j (c′, x′) + dP
j (x′, x).

Proof. First, we observe that the shortest path c⇝ x has to intersect (at a vertex of)

at least one path contained in {P i
j}j, because removing ⋃︁ti

j=1Pj disconnects Vi from

V \ Vi. Suppose j0 is the smallest j such that c⇝ x intersects a shortest path in P i
j,

and let P ∈ P i
j0 be any intersected path in P i

j0 .

Then, this implies that (the edge set of) c⇝ x is totally contained in sub-graph

Gi
j0 , since Gi

j0 is formed by removing only groups Ps
j with j < j0 which do not
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intersect c ⇝ x. Hence, we have d(c, x) = dGi
j0

(c, x), where dGi
j0

is the shortest

path metric in sub-graph Gi
j0 . By Lemma 3.4.12, P is a shortest path in Gi

j0 , so

c ⇝ x has to cross P at most once, which implies there exists c′, x′ ∈ P , such that

d(x, c) = dP
j (c, c′) + dP

j (c′, x′) + dP
j (x′, x), as desired.

Using Lemma 3.4.14 and by the optimality of the shortest path, we conclude that

∀c ∈ Vi, x ∈ X, d(c, x) = min
1≤j≤ti

min
P ∈Pi

j

min
c′,x′∈P

{dP
j (c, c′) + dP

j (c′, x′) + dP
j (x′, x)}.

Then, for each 1 ≤ j ≤ ti, path P ∈ P i
j, we use the same way as in the planar case

to define the approximate distance function l to approximate dP
j (y, y′) for y ∈ V and

y′ ∈ P . The fx is then defined similarly, and the distortion follows by a very similar

argument as in Lemma 3.4.8.

The analysis of shattering dimension is also largely the same as before, except that

the definition of u in the statement of Lemma 3.4.9 is slightly changed because of the

new structural lemma. The new statement is presented as follows, and the proof of it

is essentially as before.

Lemma 3.4.15. Let u = |⋃︁ti
j=1P i

j|. There exists a partition Γ of Vi, such that the

following holds.

1. |Γ| ≤ |H|Õ(ϵ−2)·u.

2. ∀V ′ ∈ Γ, ∀x ∈ H, there exists gx : Rs → R+ where s = O(ϵ−2), such that gx is a

minimum of O(ϵ−4u) linear functions on Rs, and for every c ∈ V ′, there exists

y ∈ Rs that satisfies fx(c) = gx(y).

We apply the lemma with the new bound of u = |⋃︁ti
j=1P i

j| = O(log ∥X∥0) (by

Lemma 3.4.12), and the bound in (3.13) is increased to

|Γ| ≤ |H|Õ(ϵ−2)·u ≤ |H|Õ(ϵ−2) log ∥X∥0 .

Finally, to complete the proof of Lemma 3.4.1, we again use Lemma 3.4.10 on each

V ′ ∈ Γ to conclude the desired shattering dimension bound.
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3.4.3 High-Dimensional Euclidean Spaces

We present a terminal embedding for Euclidean spaces, with a guarantee that is similar

to that of excluded-minor graphs. For these results, the ambient metric space (V, d)

of all possible centers is replaced by a Euclidean space.5

Lemma 3.4.16. For every ϵ ∈ (0, 1/2) and finite weighted set X ⊂ Rm, there exists

F = {fx : Rm → R+ | x ∈ X} such that

∀x ∈ X, c ∈ Rm, ∥x− c∥2 ≤ fx(c) ≤ (1 + ϵ)∥x− c∥2,

and sdimmax(F) = O(ϵ−2 log ∥X∥0).

Proof. The lemma follows immediately from the following terminal version of the

Johnson-Lindenstrauss Lemma [52], proved recently by Narayanan and Nelson [49].

Theorem 3.4.17 (Terminal Johnson-Lindenstrauss Lemma [49]). For every ϵ ∈

(0, 1/2) and finite S ⊂ Rm, there is an embedding g : S → Rt for t = O(ϵ−2 log |S|),

such that

∀x ∈ S, y ∈ Rm, ∥x− y∥2 ≤ ∥g(x)− g(y)∥2 ≤ (1 + ϵ)∥x− y∥2.

Given X ⊂ Rm, apply Theorem 3.4.17 with S = X (as an unweighted set), and

define for every x ∈ X the function fx(c) := ∥g(x)− g(c)∥2. Then F = {fx | x ∈ X}

clearly satisfies the distortion bound. The dimension bound follows by plugging

t = O(ϵ−2 log ∥X∥0) into the bound sdimmax(F) = O(t) known from [13, Lemma

16.3].6

Corollary 3.4.18 (Coresets for Euclidean Spaces). For every 0 < ϵ, δ < 1/2, z ≥ 1,

and integers k, m ≥ 1, Euclidean (k, z)-Clustering of every weighted set X ⊂ Rm

5It is easily verified that as long as X is finite, our entire framework from Section 3.3 extends to
V = Rm with ℓ2 norm. For example, all maximums (e.g., in Lemma 3.3.2) are well-defined by using
compactness arguments on a bounding box.

6The following is proved in [13, Lemma 16.3]. For every S ⊂ Rt, the function set H := {hx | x ∈ S}
given by hx(y) = ∥x− y∥2, has shattering dimension sdimmax(H) = O(t).
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admits an ϵ-coreset of size Õ(ϵ−422zk2 log 1
δ
). Furthermore, such a coreset can be

computed7 in time Õ(k∥X∥0m) with success probability 1− δ.

Proof. By combining Lemma 3.3.5, Lemma 3.3.6 with our terminal embedding from

Lemma 3.4.16, we obtain an efficient algorithm for constructing a coreset of size

Õ(ϵ−422zk2 log ∥X∥0). This size can be reduced to the claimed size (and running time)

using the iterative size reduction of Theorem 3.3.1.

Remark 3.4.2 (Comparison to [21]). For (k, z)-Clustering in Euclidean spaces, our

algorithms can also compute an ϵ-coreset of size Õ(ϵ−O(z)k), which offers a different

parameters tradeoff than Corollary 3.4.18. This alternative bound is obtained by

simply replacing the application of Lemma 3.3.2 (which is actually from [41]) with [21,

Lemma 3.1] (which itself is a result from [13], extended to weighted inputs).

Our two coreset size bounds are identical to the state-of-the-art bounds proved

by Huang and Vishnoi [21] (in the asymptotic sense). Their analysis is different,

and bounds sdimmax independently of X using a dimensionality-reduction argument

for clustering objectives. In contrast, we require only a loose bound sdimmax(F) =

O(poly(ϵ−1) · log ∥X∥0), which follows immediately from [49], and the coreset size is

then reduced iteratively using Theorem 3.3.1, which simplifies the analysis greatly.

7We assume that evaluating ∥x− y∥2 for x, y ∈ Rm takes time O(m).
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Chapter 4

Coresets for Ordered Weighted
Clustering

4.1 Introduction

In this Chapter, we study coresets for a class of clustering problems, called ordered

weighted clustering, which generalizes the classical k-Center and k-Median problems.

In these clustering problems, the objective function is computed by ordering the n

data points by their distance to their closest center, then taking a weighted sum

of these distances, using predefined weights v1 ≥ · · · ≥ vn ≥ 0. These clustering

problems can interpolate between k-Center (the special case where v1 = 1 is the

only non-zero weight) and k-Median (unit weights vi = 1 for all i), and therefore offer

flexibility in prioritizing points with large service cost, which may be important for

applications like Pareto (multi-objective) optimization and fair clustering. In general,

fairness in machine learning is seeing a surge in interest, and is well-known to have

many facets. In the context of clustering, previous work such as the fairlets approach

of [62], has addressed protected classes, which must be identified in advance. In

contrast, ordered weighted clustering addresses fairness towards remote points (which

can be underprivileged communities), without specifying them in advance. This is

starkly different from many application domains, where remote points are considered

as outliers (to be ignored) or anomalies (to be detected), see e.g., the well-known
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survey by [63].

Formally, we study two clustering problems in Euclidean space Rd. In both of them,

the input is n data points X ⊂ Rd (and k ∈ [n]), and the goal is to find k centers C ⊂ Rd

that minimize a certain objective cost(X, C). In Ordered k-Median, there is a

predefined non-decreasing weight vector v ∈ Rn
+, and the data points X = {x1, . . . , xn}

are ordered by their distance to the centers, i.e., d(x1, C) ≥ · · · ≥ d(xn, C), to define

the objective
costv(X, C) :=

n∑︂
i=1

vi · d(xi, C), (4.1)

where throughout d(·, ·) refers to ℓ2 distance, extended to sets by the usual convention

dist(x, C) := minc∈C dist(x, c). This objective follows the Ordered Weighted Averaging

(OWA) paradigm of [64], in which data points are weighted according to a predefined

weight vector, but in order of their contribution to the objective. The p-Centrum

problem is the special case where the first p weights equal 1 and the rest are 0, denoting

its objective function by costp(X, C). Observe that this problem already includes both

k-Center (as p = 1) and k-Median (as p = n).

Recall that for a set X, a weighted set X ′ is an ϵ-coreset of X for clustering

objective cost(·, ·) if it approximates the objective within factor 1± ϵ, i.e.,

∀C ⊂ Rd, |C| = k, cost(X ′, C) ∈ (1± ϵ) cost(X, C),

and the size of X ′ is the number of distinct points in it.1

The above coreset definition readily applies to ordered weighted clustering. However,

a standard coreset is constructed for a specific clustering objective, i.e., a single weight

vector v ∈ Rn
+, which might limit its usefulness. The notion of a simultaneous coreset,

introduced recently by [22], requires that all clustering objectives are preserved, i.e.,

the (1 + ϵ)-approximation holds for all weight vectors in addition to all centers. This
1A common alternative definition is that X ′ is as a set with weights w : X ′ → R+, which represent

multiplicities, and then size is the number of non-zero weights. This would be more general if weights
are allowed to be fractional, but then one has to extend the definition of cost(·, ·) accordingly.
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“simultaneous” feature is valuable in data analysis, since the desired weight vector

might be application and/or data dependent, and thus not known when the data

reduction is applied. Moreover, since ordered weighted clustering includes classical

clustering, e.g., k-Median and k-Center as special cases, all these different analyses

may be performed on a single simultaneous coreset.

4.1.1 Our Contribution

Our main result is (informally) stated as follows. To simplify some expressions, we

use Oϵ,d(·) to suppress factors depending only on ϵ and d. The precise dependence

appears in the technical sections.

Theorem 4.1.1 (informal version of Theorem 4.4.6). There exists an algorithm that,

given an n-point data set X ⊂ Rd and k ∈ [n], computes a simultaneous ϵ-coreset of

size Oϵ,d(k2 log2 n) for Ordered k-Median.

Our main result is built on top of a coreset result for p-Centrum (the special case

of Ordered k-Median in which the weight vector is 1 in the first p components and

0 in the rest). For this special case, we have an improved size bound, that avoids the

O(log2 n) factor, stated as follows. Note that this coreset is for a single value of p

(and not simultaneous).

Theorem 4.1.2 (informal version of Theorem 4.4.4). There exists an algorithm that,

given an n-point data set X ⊂ Rd and k, p ∈ [n], computes an ϵ-coreset of size Oϵ,d(k2)

for p-Centrum.

The size bounds in the two theorems are nearly tight. The dependence on n in

Theorem 4.1.1 is unavoidable, because we can show that the coreset size has to be

Ω(log n), even when k = d = 1. (See Theorem 6.2).

For both Theorem 4.1.1 and Theorem 4.1.2, the hidden dependence on ϵ and d is

(1
ϵ
)d+O(1). This factor matches known lower bounds [D. Feldman, private communica-
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tion] and state-of-the-art constructions of coresets for k-Center (which is a special

case of Ordered k-Median) [65].

A main novelty of our coreset is that it preserves the objective for all weights

(v ∈ Rn
+ in the objective function) simultaneously. It is usually easy to combine

coresets for two data sets, but in general it is not possible to combine coresets for

two different objectives. Moreover, even if we manage to combine coresets for two

objectives, it is still nontrivial to achieve a small coreset size for infinitely many

objectives (all possible weight vectors v ∈ Rn
+). See the overview in Section 4.1.2 for

more details on the new technical ideas needed to overcome these obstacles.

4.1.2 Overview of Techniques

We start with discussing Theorem 4.1.2 (which is a building block for Theorem 4.1.1).

Its proof is inspired by [12], who constructed coresets for k-Median clustering in Rd

by reducing the problem to its one-dimensional case. We can apply a similar reduction,

but the one-dimensional case of p-Centrum is significantly different from k-Median.

One fundamental difference is that the objective counts only the p largest distances,

hence the subset of “contributing” points depends on the center. We deal with this

issue by introducing a new bucketing scheme and a charging argument that relates

the error to the p largest distances. See Section 4.3 for more details.

The technical difficulty in Theorem 4.1.1 is two-fold: how to combine coresets for

two different weight vectors, and how to handle infinitely many weight vectors. The

key observation is that every Ordered k-Median objective can be represented as a

linear combination of p-Centrum objectives (see Lemma 4.4.7). Thus, it suffices to

compute a simultaneous coreset for p-Centrum for all p ∈ [n]. We achieve this by

“combining” the individual coresets for all p ∈ [n], while crucially utilizing the special

structure of our construction of a p-Centrum coreset, but unfortunately losing an

O(log n) factor in the coreset size. In the end, we need to “combine” the n coresets
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for all p ∈ [n], but we can avoid losing an O(n) factor by discretizing the values of p,

so that only O(log n) coresets are combined, The result is a simultaneous coreset of

size Oϵ,d(log2 n), see Section 4.4 for more details.

4.1.3 Additional Related Work

Ordered k-Median and its special case p-Centrum generalize k-Center and

are thus APX-hard even in R2 [66]. However, p-Centrum may be solved optimally

in polynomial time for special cases such as lines and trees [67]. The first provable

approximation algorithm for Ordered k-Median was proposed by [68], and they

gave 2-approximation for trees and O(log n)-approximation for general metrics. The

approximation ratio for general metrics was drastically improved to 38 by [69], improved

to 18+ ϵ by [70], and finally a (5+ ϵ)-approximation was obtained very recently by [71].

4.2 Preliminaries

Throughout this Chapter, we use capital letters other than I and J to denote finite

subsets of Rd. We recall some basic terminology from [12]. For a set Y ⊂ R, define its

mean point to be
µ(Y ) := 1

|Y |
∑︂
y∈Y

y, (4.2)

and its cumulative error to be

δ(Y ) :=
∑︂
y∈Y

|y − µ(Y )|. (4.3)

Let I(Y ) := [inf Y, sup Y ] denote the smallest closed interval containing Y . The

following facts from [12] will be useful in our analysis.

Lemma 4.2.1. For every Y ⊂ R and z ∈ R, the following holds,

• ∑︁
y∈Y

⃓⃓⃓⃓
|z − y| − |z − µ(Y )|

⃓⃓⃓⃓
≤ δ(Y ); and

• if z /∈ I(Y ) then ∑︁
y∈Y |y − z| = |Y | · |µ(Y )− z|.
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It will be technically more convenient to treat a coreset as a point set X ′ ⊂ Rd

associated with integer weights w : X ′ → N, which is equivalent to a multiset (with

weights representing multiplicity), and thus the notation of costv(X ′, C) in (4.1) is

well-defined. (These weights w are unrelated to the predefined weights {vi}.) While our

algorithm always produces X ′ with integral weights w, our proof requires fractional

weights during the analysis, and thus we extend (4.2) and (4.3) to a point set Y

with weights w : Y → R+ by defining µw(Y ) := 1∑︁
y∈Y

w(y)
∑︁

y∈Y w(y) · y, δw(Y ) :=∑︁
y∈Y w(y) · |y − µ(Y )|.

We will use the fact that in one-dimensional Euclidean space, p-Centrum can be

solved (exactly) in polynomial time by dynamic programming, as shown by [67].

Lemma 4.2.2 ([67]). There is a polynomial-time algoritm that, given a set of one-

dimensional points X = {x1, . . . , xn} ⊂ R and parameters k, p ∈ [n], computes a set

of k centers C ⊂ Rd that minimizes costp(X, C).

4.3 The Basic Case: p-Centrum for k = d = 1 (one
facility in one-dimensional data)

In this section, we illustrate our main ideas by constructing a coreset for p-Centrum

in the special case of one facility in one-dimensional Euclidean space (i.e., k = d = 1).

This is not a simultaneous coreset, but rather for a single p. The key steps of our

construction described below will be repeated, with additional technical complications,

also in the general case of p-Centrum, i.e., k facilities in dimension d.

We will need two technical lemmas, whose proofs appear in Section 4.3.1.

The first lemma bounds δ(Y ) by the cost of connecting Y to an arbitrary point

outside I(Y ) (which in turn is part of the objective in certain circumstances).

Lemma 4.3.1. Let Y ⊂ R be a set with (possibly fractional) weights w : Y → R+.

Then for every z ∈ R such that z ̸∈ I(Y ) or z is an endpoint of I(Y ), δw(Y ) ≤
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2∑︁y∈Y w(y) · |y − z|.

Recall that k = 1, hence the cost in an instance of p-Centrum is the sum of the

p largest distances to the center. In the analysis of our coreset it will be useful to

replace some points of the input set X with another set Y . The second lemma will be

used to bound the resulting increase in the cost; it considers two sequences, denoted

X and Y , of the connection costs, and bounds the difference between the sum of the

p largest values in X and that in Y by a combination of ℓ∞ and ℓ1 norms.

Lemma 4.3.2. Let X = (x1, . . . , xn) and Y = (y1, . . . , yn) be two sequences of real

numbers. Then for all S ⊆ [n], | topp(X)−topp(Y )| ≤ p maxi∈S |xi−yi|+
∑︁

i∈[n]\S |xi−

yi|, where topp(Z) is the sum of the p largest numbers in Z.

Outline of the Coreset Construction In the context of a one-dimensional

point set X ⊂ R, the term interval will mean a subset of X that spans a contiguous

subsequence under a fixed ordering of the points, i.e., a subset {xi, . . . , xj} when the

points in X are ordered as x1 ≤ . . . ≤ xn. Informally, our coreset construction works

as follows. First, use Lemma 4.2.2 to find an optimal center y∗, its corresponding

optimal cost OPT, and a subset P ⊂ X of size |P | = p that contributes to the optimal

cost. Then partition the data into three intervals, namely X = L ∪R ∪Q, as follows.

Points from P that are ≤ y∗ are placed in L, points from P that are > y∗ are placed

in R, and all other points are placed in Q = X \ P . Now split L, Q and R into

sub-intervals, in a greedy manner that we describe below, and represent the data

points in each sub-interval by adding to the coreset a single point, whose weight is

equal to the number of data points it replaces. See Figure 4-1 for illustration.

To split L into sub-intervals, scan its points from the smallest to the largest and

pack them into the same sub-interval J as long as their cumulative error δ(J) is below

a threshold set to Θ(ε ·OPT). This ensures, by Lemma 4.3.1, a lower bound on their

total connection cost to the optimal center y∗, which we use to upper bound the
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Figure 4-1. Coreset construction for p-Centrum with k = 1 facilities in dimension d = 1.
The left figure depicts the partition of the data into X = (L ∪ R) ∪Q, where P = L ∪ R
contains the p furthest points from an optimal center y∗. The right figure shows the different
manners of splitting L and Q into intervals.

number of such intervals (which immediately affects the size of the coreset) by O
(︂

1
ϵ

)︂
.

The split of R is done similarly. To split Q = X \ P , observe that the distance from

every q ∈ Q to the center y∗ is less than OPT
p

, hence the diameter of Q is less than
2OPT

p
, and Q can be partitioned into O(1

ε
) sub-intervals of length O( εOPT

p
). Observe

that the construction for Q differs from that of L and R.

Let D denote the coreset resulting from the above construction. To prove that

the resulting coreset has the desired error bound for every potential center y ∈ R,

we define an intermediate set Z that contains a mix of points from X and D. We

stress that Z depends on the potential center y ∈ R, which is possible because Z

is used only in the analysis. The desired error bound follows by bounding both

| cost(Z, y)− cost(X, y)| and | cost(Z, y)− cost(D, y)|, (here we use Lemma 4.3.2), and

by the triangle inequality.

Detailed Construction and Coreset Size

We now give a formal description of our coreset construction. Let X = {x1, . . . , xn} ⊂

R be the input data set, and recall that costp(X, y) for a point y ∈ R is the sum of

the p largest numbers in {|x1 − y|, . . . , |xn − y|}. Denote the optimal center by y∗ :=

argminy∈R costp(X, y), and the corresponding optimal cost by OPT := costp(X, y∗).

By Lemma 4.2.2, y∗ and OPT can be computed in polynomial time. Next, sort X by

distances to y∗. For simplicity, we shall assume the above notation for X is already in

this sorted order, i.e., |x1 − y∗| ≥ · · · ≥ |xn − y∗|. Thus, costp(X, y∗) = ∑︁p
i=1 |xi − y∗|.

Let P := {x1, . . . , xp}, L := {xi ≤ y∗ : xi ∈ P}, R := {xi > y∗ : xi ∈ P} and
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Q := X \ P . By definition, X is partitioned into L, Q and R, which form three

intervals located from left to right. We now wish to split L, Q and R into sub-intervals,

and then we will add to D the mean of the points in each sub-interval, with weight

equal to the number of such points.

Split L into sub-intervals from left to right greedily, such that the cumulative error

of each interval J does not exceed 2ε·OPT
21 , and each sub-intervals is maximal, i.e., the

next point cannot be added to it. Split R into sub-intervals similarly but from right

to left. We need to bound the number of sub-intervals produced in this procedure.

For sake of analysis, we consider an alternative split of L that is fractional, i.e., allows

assigning a point fractionally to multiple sub-intervals, say 1/3 to the sub-interval to

its left and 2/3 to the sub-interval to its right. The advantage of this fractional split

is that all but the last sub-interval have cumulative error exactly 2ε·OPT
21 .

We show in Lemma 4.3.3 that the number of sub-intervals produced in the original

integral split is at most twice that of the fractional split, and thus it would suffice to

bound the latter by O(1
ε
).

Lemma 4.3.3. The number of sub-intervals in the integral split is at most twice than

that of the fractional split.

Proof. It suffices to show that for every t, the first 2t sub-intervals produced by

the integral partitioning contain at least as many points as the first t sub-intervals

produced by the fractional partitioning. For this, the key observation is that in a

fractional split, only the two endpoints of a sub-interval may be fractional, because

the cumulative error of a singleton set is 0.

We prove the above by induction on t. The base case t = 1 follows from these

observations, since the fractional sub-interval may be broken into two integral sub-

intervals, each with cumulative error at most 2ε·OPT
21 . Suppose the claim holds for t− 1

and let us show that it holds for t. Since the cumulative error is monotone in adding
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new points, we may assume the first t− 1 sub-intervals from fractional split contain as

many points as the first 2(t− 1) sub-intervals from integral split. Now similarly to the

base case, the t-th fractional interval may be broken into two integral sub-intervals,

and this proves the inductive step.

To see that the number of sub-intervals produced by a fractional partitioning of

L is O(1
ε
), we use Lemma 4.3.1. Suppose there are m such sub-intervals J1, ..., Jm.

We can assume that the first m− 4 of them do not contain y∗ and have cumulative

error at least 2ε·OPT
21 , because at most two sub-intervals can contain y∗, and at most

one sub-interval from each of L and R may have cumulative error less than 2ε·OPT
21 .

By Lemma 4.3.1 and the fact that y∗ is not in the first i ≤ m − 4 sub-intervals,

OPT ≥ ∑︁m−4
i=1

∑︁
x:x∈Ji

|x− y∗| ≥ 1
2
∑︁m−4

i=1 δw(Ji) = (m− 4) ε·OPT
21 . Thus m = O(1

ε
), and

by Lemma 4.3.3 a similar bound holds also for the number of sub-intervals in the

integral split of L and of R. Now split Q greedily into maximal sub-intervals of length

≤ ε·OPT
3p

. Since maxq∈Q |q − y∗| ≤ |xp − y∗| ≤ OPT
p

, the length of I(Q) is ≤ 2OPT
p

, and

we conclude that Q is split into at most 3
ε

+ 1 sub-intervals.

Finally, construct the coreset D from the sub-intervals, by adding to D the mean

of each sub-interval in D, with weight that is the number of points in this sub-interval.

Since the total number of sub-intervals is O(1
ϵ
), the size of the coreset D is also

bounded by O(1
ϵ
).

Coreset Accuracy To prove that D is an ϵ-coreset for X, fix a potential center

y ∈ R and let us prove that | costp(D, y)− costp(X, y)| ≤ ε ·OPT, where we interpret

D as a multi-set. Let P1 ⊆ X denote the set of p points in X that are farthest from y.

Now define an auxiliary set Z := {z1, . . . , zn}, as follows. For each i ∈ [n], let Xi ⊂ X

be the sub-interval containing xi in the construction of the coreset (recall it uses the

optimal center y∗ and not y), and let π(xi) = µ(Xi) be its representative in the coreset

D. Now if (a) i ≤ p; (b) y ̸∈ Xi; and (c) P1 ∩Xi is either empty or all of Xi; then let
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zi := π(xi). Otherwise, let zi := xi.

We now aim to bound | costp(Z, y) − costp(D, y)| using Lemma 4.3.2 with S =

{p + 1, ..., n}. Consider first some i ∈ S (i.e., i > p). Then

|d(zi, y)− d(π(xi), y)| ≤ |zi − π(xi)|

= |xi − π(xi)| (4.4)

≤ ε ·OPT
3p

. (4.5)

Consider next i /∈ S (i.e., i ≤ p). We can have zi ̸= π(xi) only if y ∈ Xi or if P1 ∩Xi

is neither empty nor all of Xi. This can happen for at most 7 distinct sub-intervals

Xi, because the former case can happen for at most 3 sub-intervals Xi (by a simple

case analysis of how many sub-intervals might have an endpoint at y, e.g., two from

L, or one from each of L, R, Q) and because P1 is contained in 2 intervals (to the left

and right of y), and each of them can intersect at most 2 distinct sub-intervals Xi

without containing all of Xi. We obtain
p∑︂

i=1
|d(zi, y)− d(π(xi), y)|

=
∑︂

i∈[p]:zi ̸=π(xi)
|d(xi, y)− d(π(xi), y)| (4.6)

≤
∑︂

Xi:i∈[p],(y∈Xi)∨(P1∩Xi ̸=∅,Xi)
δ(Xi) (4.7)

≤ 7 · 2ε ·OPT
21 (4.8)

= 2ε ·OPT
3 , (4.9)

where (4.7) is by Lemma 4.2.1, and (4.9) is by the fact that these Xi are from L or R

(recall i ≤ p) and thus have a bounded cumulative error. Applying Lemma 4.3.2 to our

S = {p+1, ..., n} together with (4.5) and (4.9), we obtain | costp(Z, y)−costp(D, y)| ≤

p · ε·OPT
3p

+ 2ε·OPT
3 = ε ·OPT.

Lastly, we need to prove that costp(Z, y) = costp(X, y). We think of Z as if it is

obtained from X by replacing each xi with its corresponding zi = π(xi) = µ(Xi). We

can of course restrict attention to indices where zi ̸= xi, which happens only if all
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three requirements (a)-(c) hold. Moreover, whenever this happens for point xi, it must

happen also for all points in the same sub-interval Xi, i.e., every xj ∈ Xi is replaced by

zj = π(xj) = µ(Xi). By requirement (c), Xi is either disjoint from P1 or contained in

P1. In the former case, points xj ∈ Xi do not contribute to costP (X, y) because they

are not among the p farthest points, and then replacing all xj ∈ Xi with zj = µ(Xi)

would maintain this, i.e., the corresponding points zj do not contribute to costp(Z, y).

In the latter case, the points in Xi contribute to costP (X, y) because they are among

the p farthest points, and replacing every xj ∈ Xi with zj = µ(Xi) would maintain

this, i.e., the corresponding points zj contribute to costp(Z, y). Moreover, their total

contribution is the same because using requirement (b) that y /∈ Xi, we can write

their total contribution as ∑︁xj∈Xi
d(xj, y) = |Xi| · d(µ(Xi), y) = ∑︁

xj∈Xi
d(π(xj), y).

4.3.1 Proofs of Technical Lemmas

Lemma 4.3.4 (restatement of Lemma 4.3.1). Let Y ⊂ R be a set with (possibly

fractional) weights w : Y → R+. Then for every z ∈ R such that z ̸∈ I(Y ) or z is an

endpoint of I(Y ),

δw(Y ) ≤ 2
∑︂
y∈Y

w(y) · |y − z|.

Proof. Assume w.l.o.g. that z is to the left of I(Y ), i.e., z ≤ infy∈Y y. Partition Y

into YL = {y ∈ Y : y ≤ µw(Y )} and YR = Y \ YL. Define wL := ∑︁
x∈YL

w(x) and

wR := ∑︁
x∈YR

w(x). Since

(wL + wR) · µw(Y ) =
∑︂
y∈Y

w(y) · y =
∑︂

y∈YL

w(y) · y +
∑︂

y∈YR

w(y) · y,

we have that ∑︂
y∈YL

w(y)(µw(Y )− y) =
∑︂

y∈YR

w(y)(y − µw(Y )).
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For every y ∈ YL we actually have z ≤ y ≤ µw(Y ), and we conclude that

2
∑︂
y∈Y

w(y)(y − z) = 2(wL + wR) · (µw(Y )− z)

≥ 2wL · (µw(Y )− z)

≥ 2
∑︂

y∈YL

w(y)(µw(Y )− y)

=
∑︂

y∈YL

w(y)(µw(Y )− y) +
∑︂

y∈YR

w(y)(y − µw(Y ))

= δw(Y ).

Lemma 4.3.5 (restatement of Lemma 4.3.2). Let X = (x1, . . . , xn) and Y =

(y1, . . . , yn) be two sequences of real numbers. Then for all S ⊆ [n],

| topp(X)− topp(Y )| ≤ p max
i∈S
|xi − yi|+

∑︂
i∈[n]\S

|xi − yi|,

where topp(Z) is the sum of the p largest numbers in Z.

Proof. For all T ⊆ [n], |T | = p,
⃓⃓⃓⃓
⃓∑︂
i∈T

(xi − yi)
⃓⃓⃓⃓
⃓ ≤ ∑︂

i∈T ∩S

|xi − yi|+

⃓⃓⃓⃓
⃓⃓ ∑︂
i∈T \S

(xi − yi)

⃓⃓⃓⃓
⃓⃓

≤ p max
i∈S
|xi − yi|+

∑︂
i∈[n]\S

|xi − yi|.

Now let X1 ⊆ [n] be the set of indices of the p largest numbers in X, then by the

above inequality

topp(X) =
∑︂

i∈X1

xi ≤
∑︂

i∈X1

yi +
⃓⃓⃓⃓
⃓ ∑︂

i∈X1

(xi − yi)
⃓⃓⃓⃓
⃓

≤ topp(Y ) + p max
i∈S
|xi − yi|+

∑︂
i∈[n]\S

|xi − yi|.

By symmetry, the same upper bound holds also for topp(Y )− topp(X), and the lemma

follows.

81



4.4 Simultaneous Coreset for Ordered k-Median

In this section we give the construction of a simultaneous coreset for Ordered k-

Median on data set X ⊂ Rd (Theorem 4.4.6), which in turn is based on a coreset for

p-Centrum (Theorem 4.4.4). In both constructions, we reduce the general instance

in Rd to an instance X ′ that lies on a small number of lines in Rd. The reduction

is inspired by a projection procedure of [12], that goes as follows. We start with

an initial centers set C, and then for each center c ∈ C, we shoot O(1
ϵ
)d lines from

center c to different directions, and every point in X is projected to its closest line.

The projection cost is bounded because the number of lines shot from each center is

large enough to accurately discretize all possible directions. The details appear in

Section 4.4.2.

For the projected instance X ′, we construct a coreset for each line in X ′ using

ideas similar to the case d = k = 1, which was explained in Section 4.3. However, the

error of the coreset cannot be bounded line by line, and instead, we need to address

the cost globally for all lines altogether, see Lemma 4.4.1 for the formal analysis.

Finally, to construct a coreset for p-Centrum in Rd, the initial centers set C for

the projection procedure is picked using some polynomial-time O(1)-approximation

algorithm, such as by [71]. A coreset of size Oϵ,d(k2) is obtained by combining the

projection procedure with Lemma 4.4.1.

To deal with the infinitely many potential weights in the simultaneous coreset for

Ordered k-Median, the key observation is that it suffices to construct a simultaneous

coreset for p-Centrum for O( log n
ϵ

) different value of p, and then “combine” the

corresponding p-Centrum coresets. An important structural property of the p-

Centrum coreset is that it is formed by mean points of some sub-intervals. This

enables us to “combine” coresets for p-Centrum by “intersecting” all their sub-

intervals into even smaller intervals. However, this idea works only when the sub-
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intervals are defined on the same set of lines, which were generated by the projection

procedure. To resolve this issue, we set the centers set C in the projection procedure

to be the union of all centers needed for p-Centrum in all the O(log n) values of p.

Since the combination of the coresets for p-Centrum yields even smaller sub-intervals,

the error analysis for the individual coreset for p-Centrum still carries on. The size of

the simultaneous coreset is O(log2 n)-factor larger than that for (a single) p-Centrum,

because we combine O(log n) coresets for p-Centrum, and we use O(log n) times more

centers in the projection procedure. The detailed analysis appears in Section 4.4.3.

4.4.1 Coreset for p-Centrum on Lines in Rd

Below, we prove the key lemma that bounds the error of the coreset for p-Centrum

for a data set that may be represented by lines. The proof uses the idea introduced

for the k = d = 1 case in Section 4.3. In particular, we define an intermediate

(point) set Z to help compare the costs between the coreset and the true objective.

The key difference from Section 4.3 in defining Z is that the potential centers might

not be on the lines, so extra care should be taken. Moreover, we use a global cost

argument to deal with multiple lines in X. We also introduce parameters s and tl

in the lemma. These parameters are to be determined with respect to the initial

center set C in the projection procedure, and eventually we want (s +∑︁
l∈L tl) to be

O(OPTp) where OPTp is the optimal for p-Centrum. We introduce these parameters

to have flexibility in picking s and tl, which we will need later when we construct a

simultaneous coreset that uses a more elaborate set of initial centers C.

Lemma 4.4.1. Suppose k ∈ Z+, ϵ ∈ (0, 1), X ⊂ Rd is a data set, and L is a collection

of lines in Rd. Furthermore,

• X is partitioned into {Xl | l ∈ L}, where Xl ⊆ l for l ∈ L, and

• ∀l ∈ L, Xl is partitioned into a set of disjoint sub-intervals Yl, such that ∀Y ∈ Yl,

either len(I(Y )) ≤ O( ϵ
p
· s) or δ(Y ) ≤ O( ϵ

k
· tl) for some s, tl > 0.

83



Then for all sets C ⊂ Rd of k centers, the weighted set D := {µ(Y ) | Y ∈ Yl, l ∈ L}

with weight |Y | for element µ(Y ) satisfies | costp(D, C) − costp(X, C)| ≤ O(ϵ) · (s +∑︁
l∈L tl).

Proof. Suppose X = {x1, . . . , xn}. The proof idea is similar to the d = k = 1 case as

in Section 4.3. In particular, we construct an auxiliary set of points Z := {z1, . . . , zn},

and the error bound is implied by bounding both | costp(Z, C) − costp(D, C)| and

| costp(Z, C)− costp(X, C)| for all k-subset C ⊂ Rd.

Notations For xi ∈ X, let Yi ∈ Yl denote the unique sub-interval that contains xi,

where l is the line that Yi belongs to, and let π(xi) denote the unique coreset point in Yi

(which is µ(Yi)). Define M := {xi | len(Yi) ≤ O( ϵ
p
·s)} and N := X\M . We analyze the

error for any given C = {c1, . . . , ck} and let Ci = {x ∈ X : arg minj∈[k] d(x, cj) = ci}

(ties are broken arbitrarily) be the cluster induced by C. If x ∈ Ci, we say x is served

by ci. Let P1 ⊂ X denote the set of p farthest points to C. Define cil to be the

projection of ci onto line l.

Defining Z We define zi to be either xi or π(xi) as follows. For xi ∈ M , let

zi = xi. For xi ∈ N , if

a) I(Yi) does not contain any cjl for j ∈ [n], l ∈ L, and

b) all points in Yi are served by a unique center, and

c) Yi is either contained in P1 or does not intersect P1,

then we define zi := π(xi) otherwise zi := xi.

Let error := ϵ · (s + ∑︁
l∈L tl). It suffices to show | costp(D, C) − costp(Z, C)| ≤

O(error) and | costp(Z, C)− costp(X, C)| ≤ O(error).

Part I: | costp(D, C)−costp(Z, C)| ≤ O(error) To prove |costp(D, C)−costp(Z, C)| ≤
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O(error), we apply Lemma 4.3.2 with S = M , so

|costp(D, C)− costp(Z, C)|

≤ p · max
xi∈M

|d(π(xi), C)− d(zi, C)|

+
∑︂

xi∈N

|d(π(xi), C)− d(zi, C)|. (4.10)

Observe that xi ∈M implies |d(π(xi), xi)| ≤ len(I(Yi)) = O( ϵ
p
· s). Therefore,

p · max
xi∈M

|d(π(xi), C)− d(zi, C)| ≤ p ·O( ϵ

p
· s) · p = O(ϵ · s). (4.11)

Then we bound the second term ∑︁
xi∈N |d(π(xi), C)− d(zi, C)|. We observe that

in each line l, there are only O(k) distinct sub-intervals Yi ∈ Yl induced by xi ∈ N

such that zi = xi. Actually, for each line l, there are at most k sub-intervals Y ∈ Yl

such that I(Y ) contains some cil for i ∈ [n], and there are at most 2k sub-intervals

whose points are served by at least 2 centers, and there are at most 4k intervals that

intersect P1 but are not fully contained in P1. Hence,

∑︂
xi∈N

|d(π(xi), C)− d(zi, C)| ≤
∑︂

xi∈N :zi=xi

d(π(xi), xi)

≤
∑︂

Yi:xi∈N,zi=xi

δ(Yi)

≤
∑︂
l∈L

O(k) · ϵ

k
· tl (4.12)

= O(ϵ) ·
∑︂
l∈L

tl. (4.13)

Combining Inequality 4.11 and 4.13 with 4.10, we conclude that | costp(D, C) −

costp(Z, C)| ≤ O(error).

Part II: | costp(Z, C) − costp(X, C)| ≤ O(error) Let Y ′ ⊆ ⋃︁
l∈L Yl be the set of

sub-intervals Yi such that xi ∈ N and a) - c) hold (i.e. zi = π(xi)). Note that by

construction, the only difference between Z and X is due to replacing points in sub-

intervals Y ∈ Y ′ with |Y | copies of µ(Y ), thus it suffices to analyze this replacement

error.
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Let PZ ⊆ Z be (multi)-set of the p-furthest points of Z from C. We start with

showing that, the coreset point µ(Y ) of Y ∈ Y ′, is fully contained in PZ or does not

intersect PZ . Consider some Y ∈ Y ′ and assume points in Y are all served by cj.

Denote the endpoints of interval I(Y ) as a and b. Let l ∈ L be the line that contains

Y . Since I(Y ) does not contain cjl, then either ∠abcj > π
2 or ∠bacj > π

2 . W.l.o.g.,

we assume that ∠abcj > π
2 . By Observation 4.4.2, we know that if Y ∩ P1 = ∅, then

µ(Y ) ̸∈ PZ ; on the other hand, if Y ⊆ P1, then µ(Y ) ∈ PZ .

Observation 4.4.2. Let ∆ABC denote a triangle where ∠ABC > π
2 . Let E be a

point on the edge BC then |AC| ≥ |AE| ≥ |AB|.

Hence, if Y ∈ Y ′ has empty intersection with P1, the |Y | copies of µ(Y ) in Z

does not contribute to either costp(Z, C) or costp(X, C). Thus, it remains to bound

the error for Y ∈ Y ′ such that Y ⊆ P1. In the 1-dimensional case as in Section 4.3,

replacing Y with the mean µ(Y ) does not incur any error, as the center is at the

same line with the interval I(Y ). However, this replacement might incur error in

the d-dimensional case since the center might be outside the line that contains the

sub-interval Y . Luckily, this error has been analyzed in [12, Lemma 2.8], and we adapt

their argument in Lemma 4.4.3 (shown below). By Lemma 4.4.3, ∀cj ∈ C, l ∈ L, the

total replacement error for all sub-intervals Y ∈ Y ′ ∩ Yl such that i) Y ⊆ P1 and ii)

all points in Y are served by cj, is at most O( ϵ
k
· tl). Therefore,

| costp(Z, C)− costp(X, C)| ≤
∑︂
l∈L

∑︂
cj∈C

O( ϵ

k
· tl)

= O(ϵ) ·
∑︂
l∈L

tl

≤ O(error).

This finishes the proof of Lemma 4.4.1.

Lemma 4.4.3. Let l ⊂ Rd be a line and c ∈ Rd be a point. Define cl be the

projection of c on l. Assume that X1, . . . , Xm ⊂ l are finite sets of points in l such
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that I(X1), . . . , I(Xm) are disjoint, δ(Xi) ≤ r and ∀i ∈ [m], cl /∈ I(Xi). Then⃓⃓⃓⃓
⃓⃓ m∑︂
i=1

∑︂
x∈Xi

d(x, c)−
m∑︂

i=1
|Xi| · d(µ(Xi), c)

⃓⃓⃓⃓
⃓⃓ ≤ O(r).

Proof. W.l.o.g. we assume ∀i ∈ [m], Xi is not a singleton, since ∑︁x∈Xi
d(x, c) =

|Xi| · d(µ(Xi), c) for singleton Xi. Let erri := ∑︁
x∈Xi

d(x, c)− |Xi| · d(µ(Xi), c). In [12,

Lemma 2.5], it was shown that erri ≥ 0 for all i ∈ [m] (using that cl ̸∈ I(Xi)).

Furthermore, it follows from the argument of [12, Lemma 2.8] that, if each Xi is

modified into a weighted set X ′
i with real weight wi : X ′

i → R+, such that I(Xi) = I(X ′
i)

and each X ′
i has the same cumulative error δwi

(X ′
i) = r, then

• ∀i ∈ [m], err′
i := ∑︁

x∈X′
i
w(x) · d(x, c)−

(︂∑︁
x∈X′

i
wi(x)

)︂
· d(µwi

(X ′
i), c) ≥ 0, and

• ∑︁
i∈[m] err′

i = ∑︁
i∈[m]

∑︁
x∈X′

i
w(x)·d(x, c)−∑︁i∈[m]

(︂(︂∑︁
x∈X′

i
wi(x)

)︂
· d(µwi

(X ′
i), c)

)︂
≤

O(r).

Hence, it suffices to show that it is possible to modify each Xi into a real weighted set

X ′
i with I(X ′

i) = I(Xi), such that δ(X ′
i) = r and err′

i ≥ erri for all i ∈ [m].

For each i ∈ [m], find two points a ̸= b ∈ I(Xi) such that µ(Xi) is the midpoint of

a and b. Such a and b must exist since we assume Xi is not a singleton. We form X ′
i by

adding points a and b with the same (real-valued) weight into Xi, such that δwi
(X ′

i) = r,

then err′
i ≥ erri follows from the geometric fact that d(c, a) + d(c, b) ≥ 2d(c, µ(Xi)).

This concludes Lemma 4.4.3.

4.4.2 Coreset for p-Centrum in Rd

We now prove the theorem about a coreset for p-Centrum. As discussed above, we

use a projection procedure inspired by [12] to reduce to line cases, and then apply

Lemma 4.4.1 to get the coreset.

Theorem 4.4.4. Given k ∈ Z+, ϵ ∈ (0, 1), an n-point data set X ⊂ Rd, and p ∈ [n],

there exists an ϵ-coreset D ⊂ Rd of size O( k2

ϵd+1 ) for p-Centrum. Moreover, it can be
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computed in polynomial time.

We start with a description of how we reduce to the line case, which will be used

again in the simultaneous coreset.

Reducing to Lines: Projection Procedure Consider an m-point set C :=

{c1, . . . , cm} ⊂ R which we call projection centers. We will define a new data set

X ′ by projecting points in X to some lines defined with respect to C. The lines

are defined as follows. For each ci ∈ C, construct an ϵ-net Ni for the unit sphere

centered at ci, and for u ∈ Ni, define liu as the line that passes through ci and u.

Let L := {liu | i ∈ [m], u ∈ Ni} be the set of projection lines. Then X ′ is defined by

projecting each data point x ∈ X to the nearest line in L. Since Ni’s are ϵ-nets on

unit spheres in Rd, we have |L| ≤ O(1
ϵ
)d · |C|. The cost of this projection is analyzed

below in Lemma 4.4.5.

Lemma 4.4.5 (projection cost). For all C ′ ⊂ Rd and p ∈ [n], | costp(X ′, C ′) −

costp(X, C ′)| ≤ O(ϵ) · costp(X, C).

Proof. For x ∈ X, denote the projection of x by σ(x) ∈ X ′, and for y ∈ X ′ let

σ−1(y) ∈ X be any x ∈ X such that σ(x) = y. Observe that ∀x ∈ X, d(x, C ′) −

d(σ(x), C ′) ≤ d(x, σ(x)) ≤ O(ϵ) · d(x, C), where the first inequality is by triangle

inequality, and the last inequality is by the definition of σ(x).

Let A ⊆ X ′ be the p-furthest points from C ′ in X ′. Then

costp(X ′, C ′) =
∑︂
x∈A

d(x, C ′) ≤
∑︂
x∈A

d(σ−1(x), C ′) + O(ϵ) ·
∑︂
x∈A

d(σ−1(x), C)

≤ costp(X, C ′) + O(ϵ) · costp(X, C).

Similarly, let B ⊆ X be the p-furthest points from C ′ in X. Then

costp(X, C ′) =
∑︂
x∈B

d(x, C ′) ≤
∑︂
x∈B

d(σ(x), C ′) + O(ϵ) ·
∑︂
x∈B

d(x, C)

≤ costp(X ′, C ′) + O(ϵ) · costp(X, C).

This finishes the proof.
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We remark that both the projection center and the candidate center C ′ in

Lemma 4.4.5 are not necessarily k-subsets. This property is not useful for the coreset

for p-Centrum, but it is crucially used in the simultaneous coreset in Section 4.4.3.

Below we give the proof of Theorem 4.4.4.

Proof of Theorem 4.4.4. For the purpose of Theorem 4.4.4, we pick C to be an

O(1)-approximation to the optimal centers for the k-facility p-Centrum on X,

i.e., costp(X, C) ≤ O(1) ·OPTp, where OPTp is the optimal value for the p-Centrum.

Such C may be found in polynomial time by applying known approximation algorithms,

say by [71]. As analyzed in Lemma 4.4.5, for such choice of C, the error incurred in

X ′ because of the projections is bounded by O(ϵ) ·OPTp.

We will apply Lemma 4.4.1 on X ′. The line partitioning {X ′
l | l ∈ L} of X ′ that we

use in Lemma 4.4.1 is naturally induced by the line set L resulted from the projection

procedure. Then, for each l ∈ L, we define the disjoint sub-intervals Yl as follows.

Let S := X ′ ∩ l, let S1 ⊆ S be the subset of the p-furthest points from C, and let

S2 := S \ S1. We then break S1 and S2 into sub-intervals, using similar method as

in Section 4.3. Let APX := costp(X ′, C), and let APXl be the contribution of S in

APX. Break S1 into sub-intervals according to cumulative error δ with threshold

O( ϵ·APXl

k
), similar with how we deal with L and R in Section 4.3. Break S2 into

maximal sub-intervals of length Θ( ϵ·APX
p

), similar with Q in Section 4.3. Again, similar

with the analysis in Section 4.3, the number of sub-intervals is at most O(k
ϵ
) for each

l ∈ L.

Finally, we apply Lemma 4.4.1 with tl := APXl and s := APX, and it yields a

multi-set D such that | costp(D, C ′) − costp(X, C ′)| ≤ O(ϵ) · (APX +∑︁
l∈L APXl) =

O(ϵ) · APX = O(ϵ) · OPTp. On the other hand, the size of D is upper bounded by

|L| · k
ϵ
≤ O( k

ϵd+1 ) · |C| ≤ O( k2

ϵd+1 ). This concludes Theorem 4.4.4.
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4.4.3 Simultaneous Coreset for Ordered k-Median in Rd

In this section we prove our main theorem that is stated below as Theorem 4.4.6. As

discussed before, we first show it suffices to give simultaneous coreset for p-Centrum

for O(log n) values of p. Then we show how to combine these coresets to obtain a

simultaneous coreset.

Theorem 4.4.6. Given k ∈ Z+, ϵ ∈ (0, 1) and an n-point data set X ⊂ Rd, there

exists a simultaneous ϵ-coreset of size O(k2 log2 n
ϵd ) for Ordered k-Median. Moreover,

it can be computed in polynomial time.

We start with the following lemma, which reduces simultaneous coresets for

Ordered k-Median to simultaneous coresets for p-Centrum.

Lemma 4.4.7. Suppose k ∈ Z+, ε ∈ (0, 1), X ⊂ Rd and D is a simultaneous ϵ-coreset

for the k-facility p-Centrum problem for all p ∈ [n]. Then D is a simultaneous

ϵ-coreset for Ordered k-Median.

Proof. Suppose X = {x1, . . . , xn}. We need to show for any center C and any weight

v, costv(D, C) ∈ (1 ± ϵ) · costv(X, C). Fix a center C and some weight v. We

assume w.l.o.g. d(x1, C) ≥ . . . ≥ d(xn, C). By definition we have costv(X, C) =∑︁n
i=1 vi · d(xi, C) and costp(X, C) = ∑︁p

i=1 d(xi, C) for any p. Since D is an ε-coreset of

X for p-Centrum on every p ∈ [n], costp(D, C) ∈ (1± ε) costp(X, C). Let vn+1 := 0,

and we have

costv(D, C) =
n∑︂

p=1
(vp − vp+1) · costp(D, C)

∈ (1± ϵ) ·
n∑︂

p=1
(vp − vp+1) · costp(X, C)

= (1± ϵ) · costv(X, C).
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With the help of the following lemma, we only need to preserve the objective for

p’s taking powers of (1 + ϵ). In other words, it suffices to construct simultaneous

coresets to preserve the objective for only O( log n
ϵ

) distinct values of p’s.

Lemma 4.4.8. Let X, C ⊂ Rd and p1, p2 ∈ [n] such that p1 ≤ p2 ≤ (1 + ϵ) · p1. Then

costp1(X, C) ≤ costp2(X, C) ≤ (1 + ϵ) · costp1(X, C).

Proof. We assume w.l.o.g. d(x1, C) ≥ . . . ≥ d(xn, C). By definition,

costp2(X, C) = costp1(X, C) +
p2∑︂

i=p1

d(xi, C) ≥ costp1(X, C).

On the other hand,

costp2(X, C) = costp1(X, C) +
p2∑︂

i=p1+1
d(xi, C)

≤ costp1(X, C) + (p2 − p1) ·
1
p1

costp1(X, C)

≤ costp1(X, C) + ϵ · p1 ·
1
p1
· costp1(X, C)

= (1 + ϵ) · costp1(X, C).

We are now ready to present the proof of Theorem 4.4.6.

Proof of Theorem 4.4.6. As mentioned above, by Lemma 4.4.8, it suffices to obtain

an ϵ-coreset for O( log n
ϵ

) values of p’s. Denote the set of these values of p’s as W .

We use a similar framework as in Theorem 4.4.4, and we start with a projection

procedure. However, the projection centers are different from those in Theorem 4.4.4.

For each p ∈ W , we compute an O(1)-approximate solution Cp for p-Centrum, which

is a k-subset. Then, we define C := ⋃︁
p∈P Cp be the union of all these centers, so

|C| ≤ O(k·log n
ϵ

). Let X ′ be the projected data set. By Lemma 4.4.5, the projection

cost is bounded by O(ϵ) · costp(X, C) ≤ O(ϵ) · costp(X, Cp) ≤ O(ϵ) · OPTp, for all

p ∈ W .
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Following the proof of Theorem 4.4.4, for each p ∈ W , we apply Lemma 4.4.1 on

the projected set X ′ in exactly the same way, and denote the resulted coreset as Dp.

By a similar analysis, for each p, the size of Dp is O(k2·log n
ϵd+1 ).

Then we describe how to combine Dp’s to obtain the simultaneous coreset. A

crucial observation is that, the coresets Dp’s are constructed by replacing sub-intervals

with their mean points, and for all p ∈ W , the Dp’s are built on the same set of lines.

Therefore, we can combine the sub-intervals resulted from all Dp’s. Specifically, com-

bining two intervals [a, b] and [c, d] yields [min{a, c}, max{a, c}], [max{a, c}, min{b, d}],

[min{b, d}, max{b, d}]. For any particular p, in the combined sub-intervals, the length

upper bound and the δ upper bound required in Lemma 4.4.1 still hold. Hence the

coreset D resulted from the combined sub-intervals is a simultaneous coreset for all

p ∈ W . By Lemma 4.4.7 and Lemma 4.4.8, D is a simultaneous ϵ-coreset for Ordered

k-Median.

The size of D is thus O(log n) times the coreset for a single p. Therefore, we

conclude that the above construction gives a simultaneous ϵ-coreset with size O(k2 log2 n
ϵd+1 ),

which completes the proof of Theorem 4.4.6.
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Chapter 5

Coreset for Clustering with
Missing Values

In this Chapter, we consider coresets and approximation algorithms for k-clustering

problems, particularly k-Means and more generally (k, z)-Clustering (see Defini-

tion 1.2.1), for points in Rd with missing values (coordinates). The presence of missing

values in data sets is a common phenomenon, and dealing with it is a fundamental

challenge in data science. While data imputation is a very popular method for handling

missing values, it often requires prior knowledge which might not be available, or

statistical assumptions on the missing values that might be difficult to verify [72,

73]. In contrast, our worst-case approach does not requires any prior knowledge.

Specifically, in our context of clustering, the distance dist(x, c) between a clustering

center point c and a data point x is evaluated only on the available (i.e., non-missing)

coordinates. Similar models that aim to minimize clustering costs using only the

available coordinates have been proposed in previous work [74–77], and some other

relevant works were discussed in a survey [78].

Clustering under this distance function, which is evaluated only on the available

coordinates, is a formidable computational challenge, because distances do not satisfy

the triangle inequality, and therefore many classical and effective clustering algorithms,

such as k-Means++ [79], cannot be readily applied or even be defined properly.
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Despite the algorithmic interest in clustering with missing values, the problem is still

not well understood and only a few results are known. In a pioneering work, Gao,

Langberg and Schulman [80] initiated the algorithmic study of the k-Center problem

with missing values. They took a geometric perspective and interpreted the k-Center

with missing values problem as an affine-subspace clustering problem, and followup

work [81, 82] has subsequently improved and generalized their algorithm. Only very

recently, approximation algorithms for objectives other than k-Center, particularly

k-Means, were obtained for the limited case of at most one missing coordinate in

each input point [1] or for constant number of missing coordinates [2].

We focus on designing coresets for clustering with missing values. Roughly speak-

ing, an ϵ-coreset is a small proxy of the data set, such that the clustering objective

is preserved within (1 ± ϵ) factor for all center sets (see Definition 1.2.2 for formal

definition). Efficient constructions of small ϵ-coresets usually lead to efficient approxi-

mations schemes, since the input size is reduced to that of the coreset, see e.g. [1, 7, 8].

Moreover, apart from speeding up approximation algorithms in the classical setting

(offline computation), coresets can also be applied to design streaming [83–85], dis-

tributed [86–88], and dynamic algorithms [89, 90], which are effective methods/models

for dealing with big data, and recently coresets were used even in neural networks [91].

5.1 Our Results

Coresets. Our main result, stated in Theorem 5.1.1, is a near-linear time construction

of coresets for k-Means with missing values. Here, an ϵ-coreset for k-Means for a

data set X in Rd with missing coordinates is a weighted subset S ⊆ X with weights

w : S → R+, such that

∀C ⊂ Rd, |C| = k,
∑︂
x∈S

w(x) · dist2(x, C) ∈ (1± ϵ)
∑︂
x∈X

dist2(x, C),
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where dist(x, c) :=
√︂∑︁

i:xi not missing (xi − ci)2, and dist(x, C) := minc∈C dist(x, c); note

that the center set C does not contain missing values. More generally, our coreset also

works for (k, z)-Clustering, which includes k-Median.

Theorem 5.1.1 (Informal version of Theorem 5.3.1). There is an algorithm that, given

0 < ϵ < 1/2, integers d, j, k ≥ 1, and a set X ⊂ Rd of n points each having at most j

missing values, it constructs with constant probability an ϵ-coreset for k-Means on X

of size m = (jk)O(min{j,k}) · (ϵ−1d log n)2, and runs in time Õ
(︂
(jk)O(min{j,k}) · nd + m

)︂
.

Our coreset size is only a low-degree polynomial of d, ϵ and log n, and can thus

deal with moderately-high dimension or large data set. The dependence on k (number

of clusters) and j (maximum number of missing values per point) is also a low-degree

polynomial as long as at least one of k and j is small. Furthermore, the space

complexity of our construction algorithm is near-linear, and since our coreset is clearly

mergeable, it is possible to apply the merge-and-reduce method [83] to convert our

construction into a streaming algorithm of space poly log n. Prior to our result, the

only known coreset construction for clustering with missing values is for the special case

j = 1 [1] and has size kO(k) · (ϵ−2d log n). Since our coreset has size poly(kϵ−1d log n)

when j = 1, it improves the dependence on k over that of [1] by a factor of kO(k).

Near-linear time PTAS for k-Means with missing values. Very recently, a

PTAS for k-Means with missing values, was obtained by Eiben, Fomin, Golovach,

Lochet, Panolan, and Simonov [2]. Its time bound is quadratic, namely O(2poly(jk/ϵ) ·

n2d), and since our coreset can be constructed in near-linear time, we can speedup

this PTAS to near-linear time by first constructing our coreset and then running this

PTAS on the coreset.

Corollary 5.1.2 (Near-linear time PTAS for k-Means with missing values). There

is an algorithm that, given 0 < ϵ < 1/2, integers d, j, k ≥ 1, and a set X ⊂ Rd of

n points each having at most j missing values, it finds with constant probability a
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(1 + ϵ)-approximation for k-Means on X, and runs in time Õ
(︂
(jk)O(min{j,k}) · nd +

2poly(jk/ϵ) · dO(1)
)︂
.

5.1.1 Technical Overview

Our coreset construction is based on the importance sampling framework introduced

by Feldman and Langberg [13] and subsequently improved and generalized by [17,

41]. In the framework, one first computes an importance score σx for every data point

x ∈ X, and then draws independent samples with probabilities proportional to these

scores. When no values are missing, the importance scores can be computed easily,

even for general metric spaces [17, 41, 42]. However, a significant challenge with

missing values is that distances do not satisfy the triangle inequality, hence importance

scores cannot be easily computed.

We overcome this hurdle using a method introduced by Varadarajan and Xiao [92]

for projective clustering (where the triangle inequality similarly does not hold). They

reduce the importance-score computation to the construction of a coreset for k-

Center objective; this method is quite different from earlier approaches, e.g. [13,

17, 41, 42], and yields a coreset for k-Means whose size depends linearly on log n

and of course on the size of the k-Center coreset. (Mathematically, this arises from

the sum of all importance scores.) We make use of this reduction, and thus focus on

constructing (efficiently) a small coreset for k-Center with missing values.

An immediate difficulty is how to deal with the missing values. We show that it is

possible to find a collection of subsets of coordinates I (so each I ∈ I is a subset of

[d]), such that if we construct k-Center coresets SI on the data set “restricted” to

each I ∈ I, then the union of these SI ’s is a k-Center coreset for the original data

set with missing values. Crucially, we ensure that each “restricted” data set does not

contain any missing value, so that it is possible to use a classical coreset construction

for k-Center. Finally, we show in a technical lemma how to find a collection as
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necessary of size |I| ≤ (jk)O(min{j,k}).

Since a “restricted” data set does not contain any missing values, we can use

a classical k-Center coreset construction, and a standard construction has size

O(kϵ−d) [65], which is known to be tight. We bypass this ϵ−d limitation by observing

that actually Õ(1)-coreset for k-Center suffices, even though the final coreset error

is ϵ. We observe that an Õ(1)-coreset can be constructed using a variant of Gonzalez’s

algorithm [93].

To implement Gonzalez’s algorithm, a key step is to find the furthest neighbor of

a given subset of at most O(k) points, and a naive implementation of this runs in

linear time, which overall yields a quadratic-time coreset construction, because the

aforementioned reduction of [92] actually requires Θ(n/k) successive runs of Gonzalez’s

algorithm. To resolve this issue, we propose a fully-dynamic implementation of

Gonzalez’s algorithm so that a furthest-point query is answered in time poly(k log n),

and the point-set is updated between successive runs instead of constructed from

scratch. Our dynamic algorithm is based on a random-projection method that was

proposed for furthest-point queries in the streaming setting [94]. Specifically, we

project the (restricted) data set onto several random directions, and on each projected

(one-dimensional) data set we apply a data structure for intervals.

5.1.2 Additional Related Work

Recently, attention was given to some non-traditional settings of coresets for clustering,

including coresets for Gaussian mixture models (GMM) [95, 96]; coresets for logistic

regressions [97]; and coresets for clustering under fairness constraints [98]. Also

considered were settings that capture uncertainty, for example when each point is only

known to lie in a line (i.e., clustering lines) [1], and when each point comes from a

finite set (i.e., clustering point sets) [99].
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5.2 Preliminaries

We represent a data point as a vector in (R∪ {?})d, and a coordinate takes “?” if and

only if it is missing. Let Rd
? be a shorthand for (R∪ {?})d. Throughout, we consider a

data set X ⊂ Rd
?. The distance is evaluated only on the coordinates that are present

in both x, y, i.e.,

∀x, y ∈ Rd
?, dist(x, y) :=

√︄ ∑︂
i:xi,yi ̸=?

(xi − yi)2.

For x ∈ Rd
?, we denote the set of coordinates that are not missing by Ix := {i : xi ̸=?}.

For integer m ≥ 1, let [m] := {1, . . . , m}. For two points p, q ∈ Rd
? and an index set

I ⊆ Ip ∩ Iq, we define the I-induced distance to be distI(p, q) :=
√︂∑︁

i∈I(pi − qi)2. A

point x ∈ Rd
? is called a j-point if it has at most j missing coordinates, i.e., |Ix| ≥ d−j.

5.3 Coresets

We prove our main theorem in this section.

Theorem 5.3.1. There is an algorithm that, given as input a data set X ⊂ Rd
? of size

n = |X| consisting of j-points and parameters k, z ≥ 1 and 0 < ϵ < 1/2, constructs

with constant probability an ϵ-coreset of size m = Õ
(︃

zz · (j+k)j+k+1

jjkk−z−2 · (d log n)
z+2

2

ϵ2

)︃
for

(k, z)-Clustering of X, and runs in time Õ
(︂

(j+k)j+k+1

jjkk−2 · nd + m
)︂
.

We remark that (j+k)j+k

jjkk = (jk)O(min(j,k)). To see this, assume j ≥ k w.l.o.g., so
(j+k)j

jj = (1 + k
j
)j ≤ e

k
j

·j = ek and (j+k)k

kk ≤ (j + k)k.

Theorem 5.3.1 is the main theorem of this Chapter, and we present the proof

in this section. As mentioned in Section 5.1.1 and previous chapters, the coreset is

constructed via importance sampling, by following three major steps.

1. For each data point x ∈ X, compute an importance score σx ≥ 0.
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2. Draw N (to be determined later) independent samples from X, such that x ∈ X

is sampled with probability px ∝ σx.

3. Denote the sampled (multi) set as S, and for each x ∈ S define its weight

w(x) := 1
pxN

. Report the weighted set S as the coreset.

The importance score σx is usually defined as (an approximation) of the sensitivity of

x, denoted

σ⋆
x := sup

C⊂Rd,|C|=k

distz(x, C)
costz(X, C) , (5.1)

which measures the maximum possible relative contribution of x to the objective

function.

Usually, there are two main challenges with this approach. First, the sensitivity

(5.1) is not efficiently computable because it requires to optimize over all k-subsets

C ⊂ Rd. Second, one has to determine the number of samples N (essentially the coreset

size) based on a probabilistic analysis of the event that S is a coreset. Prior work on

coresets has studied these issues extensively and developed a general framework, and

we shall use the variant stated in Theorem 5.3.2 below. This framework only needs an

approximation to the sensitivities {σ⋆
x}x∈X , more precisely it requires overestimates

σx ≥ σ⋆
x whose sum ∑︁

x∈X σx is bounded. Moreover, it relates the number of samples

N to a quantity called the weighted shattering dimension sdimmax, which roughly

speaking measures the complexity of a space (set of points) by the number of distinct

ways that metric balls can intersect it. The definition below has an extra complication

of a point weight v, which originates from the weight in the importance sampling

procedure, and thus we need a uniform upper bound, denoted sdimmax, over all possible

weights.1

1In principle, this uniform upper bound is not necessary, and an upper bound for weights
corresponding to the importance score suffices, but a uniform upper bound turns out to be technically
easier to deal with.
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Definition 5.3.1 (Shattering dimension). Given a weight function v : Rd
? → R+, let

sdimv(Rd
?) be the smallest integer t such that

∀H ⊂ Rd
?, |H| ≥ 2

⃓⃓⃓{︂
BH

v (c, r) : c ∈ Rd, r ≥ 0
}︂⃓⃓⃓
≤ |H|t,

where BH
v (c, r) := {x ∈ H : v(x) · dist(x, c) ≤ r}. Moreover, let sdimmax(Rd

?) :=

supv:Rd
?→R+ sdimv(Rd

?).

Strictly speaking, Theorem 5.3.2 has been proposed and proved only for metric

spaces, but the proof is applicable also in our setting (where dist need not satisfy

the triangle inequality), because it only concerns the binary relation between data

points and center points (without an indirect use of a third point, e.g., by triangle

inequality.)

Theorem 5.3.2 ([41]2). Let X ⊂ Rd
? be a data set, and let k, z ≥ 1. Consider the

importance sampling procedure with importance scores that satisfy σx ≥ σ⋆
x for all

x ∈ X, and with a sufficiently large number of samples

N = Õ

(︄
ϵ−2kzz sdimmax(Rd

?)
∑︂
x∈X

σx

)︄
.

Then with constant probability it reports an ϵ-coreset for (k, z)-Clustering.

Proof of Theorem 5.3.1. Because of Theorem 5.3.2, it suffices to bound sdimmax(Rd
?),

and to provide an efficient algorithm to estimate σx whose sum is bounded. These two

components are provided in Lemma 5.3.3 and Lemma 5.3.4 stated below (their proofs

appear in Sections 5.3.1 and 5.3.2), Plugging these two lemmas into Theorem 5.3.2,

the main theorem follows.

Lemma 5.3.3 (Shattering dimension bound). sdimmax(Rd
?) = O(d).

2Our theorem statement is based on [41, Theorem 31], adapted to our context. One difference is
that their theorem is about VC-dimension, but it is also applicable for shattering dimension. Another
difference is that we use a more direct terminology that is specialized to metric balls in Rd

? instead of
a general range space.
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Lemma 5.3.4. There is an algorithm that, given a data set X ⊂ Rd
? of n j-points,

for (k, z)-Clustering computes importance scores {σx}x∈X such that with constant

probability,

• σx ≥ σ⋆
x for all x ∈ X; and

• ∑︁
x∈X σx ≤ O

(︃
(j+k)j+k+1

jjkk−z−1 ·
√︂

dz · logz+2 n
)︃

,

and its running time is Õ
(︂

(j+k)j+k+2

jjkk−2 · nd
)︂
.

5.3.1 Proof of Lemma 5.3.3: Shattering Dimension of Rd
?

We now prove Lemma 5.3.3, which asserts that sdimmax(Rd
?) = O(d). We remark that

the shattering dimension bound for Rd without missing values has been proved in [13,

Lemma 16.1] and our proof is actually an extension of it.

Proof of Lemma 5.3.3. Let us verify Definition 5.3.1. Consider H ⊂ Rd
? and a weight

function v : Rd
? → R+. Recall that given c ∈ Rd and r ≥ 0, we have BH

v (c, r) = {h ∈

H : v(h) · dist(h, c) ≤ r} and dist(h, c)2 = ∑︁
i∈Ih

(hi− ci)2 for h ∈ H. We need to show

that ⃓⃓⃓
{BH

v (c, r) : c ∈ Rd, r ≥ 0}
⃓⃓⃓
≤ |H|O(d). (5.2)

Observe that

h ∈ BH
v (c, r) ⇐⇒ v(h) · dist(h, c) ≤ r

⇐⇒ −r2 +
∑︂
i∈Ih

(v2(h)h2
i + v2(h)c2

i − 2v2(h)hici) ≤ 0.

Next, we write this inequality in an alternative way, that separates terms depending h

from those depending on c and r, more precisely as an inner-product ⟨f(h), g(c, r)⟩ ≤ 0

for vectors f(h), g(c, r) ∈ R3d+1. Now consider f : H → Rd × Rd × Rd × R and
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g : Rd × R→ Rd × Rd × Rd × R such that f(h) = (p, q, t,−1), where p, q, t ∈ Rd and

for i ∈ [d]

pi =

⎧⎨⎩v2(h) · h2
i if i ∈ Ih

0 otherwise
qi =

⎧⎨⎩v2(h) if i ∈ Ih

0 otherwise

ti =

⎧⎨⎩−2v2(h) · hi if i ∈ Ih

0 otherwise

and g(c, r) = (y, z, w, r2), where y, z, w ∈ Rd, yi = 1, zi = c2
i , wi = ci for i ∈ [d]. Then

we have

h ∈ BH
v (c, r) ⇐⇒ ⟨f(h), g(c, r)⟩ ≤ 0.

For a vector t ∈ R3d+1, let projH− (t) := {h ∈ H : ⟨f(h), t⟩ ≤ 0} be the subset of H

that has nonpositive inner-product with t (it can be viewed also as projection or a

halfspace). Therefore, by (5.2), we have
⃓⃓⃓
{BH

v (c, r) : c ∈ Rd, r ≥ 0}
⃓⃓⃓
=
⃓⃓⃓
{projH− (g(c, r)) : c ∈ Rd, r ≥ 0}

⃓⃓⃓
≤
⃓⃓⃓
{projH− (t) : t ∈ R3d+1}

⃓⃓⃓
.

We observe that
⃓⃓⃓
{projH− (t) : t ∈ R3d+1}

⃓⃓⃓
≤ |H|O(d),

since this may be related to the shattering dimension of halfspaces in R3d+1, which

is O(d) and is a well-known fact in the PAC learning theory (cf. [100, Chapter 7.2]).

This concludes the proof of Lemma 5.3.3.

5.3.2 Proof of Lemma 5.3.4: Estimating Sensitivity Efficiently

We use a technique introduced by Varadarajan and Xiao [92] that reduces the

sensitivity-estimation problem to the problem of constructing a coreset for k-Center

clustering. This coreset concept is defined as follows.
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Definition 5.3.2. An α-coreset for k-Center of a data set X ⊂ Rd
? is a subset

Y ⊆ X such that

∀C ⊂ Rd, |C| = k, max
x∈X

dist(x, C) ≤ α ·max
y∈Y

dist(y, C).

Note that the error parameter α represents a multiplicative factor, which is slightly

different from that of ϵ in ϵ-coreset for (k, z)-Clustering, and roughly corresponds

to α = 1 + ϵ. The reasoning is that maxy∈Y dist(y, C) for Y ⊆ X is always no more

than maxx∈X dist(x, C), and therefore we only need to measure the contraction-side

error.

The reduction in Lemma 5.3.5 was presented in [92], and we restate its algorithmic

steps in Algorithm 6. This needs access to some Algorithm A that constructs an

α-coreset for k-Center on a point set X ⊂ Rd
?. Each iteration i calls Algorithm A

to construct a k-Center coreset for the current point set X (which is initially the

entire data set), assign sensitivity estimates O(αz/i) to every coreset point, and then

remove these coreset points from X. These iterations are repeated until X is empty.

Algorithm 6 Sensitivity estimation from [92, Lemma 3.1] for data set X ⊂ Rd
?

Require: algorithm A that constructs α-coreset for k-Center
1: i← 1
2: while X ̸= ∅ do
3: P ← A(X)
4: for x ∈ P do
5: σx ← O(αz/i)
6: end for
7: X ← X \ P
8: i← i + 1
9: end while

Lemma 5.3.5 ([92, Lemma 3.1]). Suppose algorithm A constructs an α-coreset of

size T = T (α, d, j, k) for k-Center an input X ⊂ Rd
?. Then Algorithm 6 (which

makes calls to this Algorithm A) computes sensitivities {σx} for (k, z)-Clustering

satisfying that σx ≥ σ⋆
x for all x ∈ X, and ∑︁x∈X σx ≤ αz · T log |X|.
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However, there are two outstanding technical challenges. First, there is no known

construction of a small k-Center coreset for our clustering with missing values setting.

Moreover, as can be seen from Algorithm 6, this reduction executes the k-Center

coreset construction |X|
T

times (where T is the size of the coreset as in Lemma 5.3.5),

and when using a naive implementation of the k-Center coreset construction, which

naturally requires Ω(|X|) time, results overall in quadratic time, which is not very

efficient.

First, to deal with question marks, we employ a certain family I of subset of

coordinates (so each I ∈ I is a subset of [d]), and we restrict the data set X on each

I ∈ I. Each restricted data set (restricted on some I) may be viewed as a data set in

RI , without any question marks. We show that the union of k-Center coresets on

all restricted data sets with respect all to I ∈ I, forms a valid k-Center coreset for

X (which has question marks), provided that the family I has a certain combinatorial

property. Naturally, the size of this coreset for X depends on an upper bound on |I|.

Second, since the choice of family I is oblivious to the data set, it suffices to design

an efficient algorithm for k-Center coreset for any restricted data set. We observe

that the efficiency bottleneck in Algorithm 6 is the repeated invocation of Algorithm A

to construct a coreset, even though its input changes only a little between consecutive

invocations. Hence, we design a dynamic algorithm, that maintains a k-Center

coreset on the restricted data sets under point updates. Our algorithm may be viewed

as a variant of Gonzalez’s algorithm [93], and we maintain it efficiently by a random

projection idea that was used e.g. in [94]. In particular, we “project” the data points

onto several one-dimensional lines in Rd, and we maintain an interval data structure

(that is based on balanced trees) to dynamically maintain the result of our variant of

Gonzalez’s algorithm. We summarize the dynamic algorithm in the following lemma.

Lemma 5.3.6. There is a randomized dynamic algorithm with the following guar-

antees. The input is a dynamic set X ⊂ Rd
? of j-points, such that X undergoes
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q adaptive updates (point insertions and deletions) and the points ever added are

fixed in advance (non-adaptively). The algorithm maintains per update in time

Õ
(︂

(j+k)j+k+1

jjkk · (j + k log q)(d + k2 log q)
)︂
, a subset Y ⊆ X such that the size of Y

is only |Y | ≤ O
(︂

(j+k)j+k+1

jjkk−1 · log d
)︂

and with constant probability, Y is an O(k
√

d log q)-

coreset for k-Center on X after every update.

The proof of the lemma can be found in Section 5.3.3, and here we proceed to the

proof of Lemma 5.3.4.

Proof of Lemma 5.3.4. We plug in the dynamic algorithm in Lemma 5.3.6 as A in

Lemma 5.3.5. Specifically, line 3 and 7 of Algorithm 6 are replaced by the corresponding

query and update procedure. Since |X| = n, and each point is inserted and deleted for

exactly once, algorithm 6 needs q = O(n) insertions and deletions of points. Moreover,

the set of points ever added is just X which is fixed. Thus, α is replaced by O(k
√

d log n)

and T is replaced by O
(︂

(j+k)j+k+1

jjkk−1 · log d
)︂
. Therefore, for (k, z)-Clustering, this

computes σx for x ∈ X such that σx ≥ σ⋆
x, and that

∑︂
x∈X

σx ≤ αz · T · log n = O

(︄
(j + k)j+k+1

jjkk−z−1 ·
√︂

dz · logz+2 n

)︄
.

The total running time is bounded by Õ
(︂

(j+k)j+k+2

jjkk−2 · nd
)︂

for implementing O(n)

updates.

5.3.3 Proof of Lemma 5.3.6: Dynamic O(1)-Coresets for k-
Center Clustering

As mentioned, the high level idea is to identify a collection I of subsets of coordinates

(so each I ∈ I satisfies I ⊆ [d]), construct an α-coreset (a will be determined is the

later context) Yi for k-Center on the data set X with coordinates restricted on each

Ii ∈ I, and then the union ⋃︁i Yi would be the overall α
√

d-coreset for k-Center on

X. The exact definition of restricted data set goes as follows.
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Definition 5.3.3. For a point p ∈ Rd
? and a subset I ⊆ Ip, define p|I ∈ RI in the

obvious way, by selecting the coordinates {pi}i∈I . Define the I-restricted data set to

be X|I := {p|I : p ∈ X, I ⊆ Ip}. Since each vector in X|I arises from a specific vector

in X, a subset Y ⊆ X|I corresponds to a specific subset of X, and we shall denote

this subset by Y −1.

We observe that the metric space on the restricted data set becomes a usual

metric space, i.e. it satisfies the triangle inequality, and can be realized as a point

set in RI which does not contain question marks. Therefore, this reduces our goal

to constructing k-Center coresets for this usual data set. However, the size of the

coreset yielded from this approach would depend on the size of the family I. Hence,

a key step is to identify a small set I such that the union of the coreset restricted

on I is an accurate coreset. To this end, we consider the so-called (j, k, d)-family of

coordinates as in Definition 5.3.4. This family itself is purely combinatorial, but we

will show in Lemma 5.3.7 that such a family actually suffices for the accuracy of the

coreset, and we show in Lemma 5.3.8 the existence of a small family.

Definition 5.3.4. A family of sets I ⊂ 2[d] is called a (j, k, d)-family if for any

J, K ⊂ [d], J ∩K = ∅, |J | = j, |K| = k, there exists an I ∈ I such that I ∩ J = ∅ and

K ⊂ I.

Lemma 5.3.7. Suppose I is a (j, k, d)-family Let X ⊆ Rd
? be a set of j-points, and

for every I ∈ I, let YI be an α-coreset for k-Center on X|I . Then ∪I∈IY −1
I is an

α
√

d-coreset for k-Center on X.

Proof. It suffices to show that for any center set C = {c1, . . . , ck} ⊆ Rd with k points

and x ∈ X, if dist(x, C) ≥ r for some r ≥ 0, then we can find a coreset point

y ∈ ∪I∈IY −1
I such that dist(y, C) ≥ r

α
√

d
.

For i ∈ [k], let ti ∈ arg maxt∈Ix |xt − ci
t|, i.e., ti is the index of coordinate that

contributes the most in distance dist(x, ci), so |xti
− ci

ti
| ≥ r√

d
. Let K be any k-subset
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such that K ⊆ Ix and {t1, . . . , tk} ⊆ K. Since I is a (j, k, d)-family and |Ix| ≥ d− j,

by definition, there exists an I ⊆ I such that K ⊆ I ⊆ Ix. We note that

dist(x|I , C|I) = distI(x, C) = min
i∈[k]

distI(x, ci) ≥ min
i∈[k]

distK(x, ci) ≥ min
i∈[k]
|xti
− ci

ti
| ≥ r√

d
.

Since I ⊆ Ix, we know that x|I ∈ X|I . As YI is an α-coreset for X|I , we know that

there exists y ∈ Y −1
I such that

dist(y, C) ≥ distI(y, C) = dist(y|I , C|I) ≥ dist(x|I , C|I)
α

≥ r

α
√

d
.

Next, we show the existence of a small (j, k, d)-family. We remark that this

combinatorial structure has been employed in designing fault-tolerant data structures

and algorithms (cf. [101–103]). Similar bounds were obtained in their different contexts

and languages, and here we provide a proof for completeness.

Lemma 5.3.8. There is a (j, k, d)-family I of size O
(︂

(j+k)j+k+1

jjkk log d
)︂
. Moreover,

there is a randomized algorithm that constructs I in time O(d · |I|) with probability at

least 1− 1
dj+k .

Proof. Set t = (j+k)j+k+1

jjkk · 2 log d. We add t random sets into I where each random set

is generated by independently including each element of [d] with probability k
j+k

. For

a set J ⊆ [d], |J | = j and a set K ⊆ [d], |K| = k such that J ∩K = ∅, the probability

that a random set generated in the above way contains K but avoids J , is(︄
j

j + k

)︄j

·
(︄

k

j + k

)︄k

.

Since there are at most dj+k tuples of such J and K, by union bound and the choice

of t, the probability that I is a (j, k, d)-family is at least

1− dj+k

(︄
1− ( j

j + k
)j · ( k

j + k
)k

)︄t

≥ 1− 1
dj+k
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Gonzalez’s algorithm yields k-Center coreset for restricted data set. Fi-

nally, the k-Center coreset for the restricted data set on each I ∈ I would be

constructed using an approximate version of Gonzalez’s algorithm [93]. We note that

while Gonzalez’s algorithm was originally designed as an approximation algorithm for

k-Center, the approximate solution actually serves as a good coreset for k-Center

(see Lemma 5.3.9). The assumption that the input forms a metric space is crucial in

Lemma 5.3.9, and this is guaranteed since we run this variant of Gonzalez only on a

restricted data set which satisfies the triangle inequality.

Lemma 5.3.9 (Approximate Gonzalez). Let (M, d) be a metric space. Let A ⊂ M

be a set of n points and consider the following variant of Gonzalez’s greedy algorithm.

Set B = {b0} for an arbitrary b0 ∈ A. Repeat for k times, where each time we add

a c-approximation of B’s furthest point into B. Precisely, add bi ∈ A such that

c · dist(bi, B) ≥ maxa∈A dist(a, B) into B. Then B is a (1 + 2c)-coreset for k-Center

on A.

Proof. Fix a center set C = {c1, . . . , ck} with k points and let r := maxb∈B dist(b, C).

Then we have ⋃︁k
i=1 Ball(ci, r) covers B where Ball(x, r) = {y : dist(x, y) ≤ r} is the

ball centered at x with radius r. It suffices to prove that A ⊆ ⋃︁k
i=1 Ball(ci, (2c + 1)r).

Since k balls B(c1, r), · · · , B(ck, r) cover B and |B| = k+1, by pigeonhole principle,

there exists bi, bj ∈ B, i < j that are contained in a same ball B(ci, r). W.l.o.g., we

assume bi, bj ∈ B(c1, r). Now fix a ∈ A \B, since a has never been added into B, we

have

dist(a, B) ≤ dist(a, {b1, . . . , bj−1})

≤ c · dist(bj, {b1, . . . , bj−1})

≤ c · dist(bi, bj)

≤ c · (dist(bi, c1) + dist(bj, c1))

≤ 2cr.
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Thus A ⊆ ⋃︁k+1
i=1 Ball(bi, 2cr) ⊆ ⋃︁k

i=1 Ball(ci, (2c + 1)r).

Dynamic implementation of Gonzalez’s algorithm. To make this k-Center

coreset construction dynamic, we adapt the random projection technique to Gonzalez’s

algorithm, so that it suffices to dynamically execute Gonzalez’s algorithm on a set of

one-dimensional lines in Rd.

Random projection. We call a sample from the d-dimensional standard normal

distribution N(0, Id) a d-dimensional random vector for simplicity. To implement (the

variant of) Gonzalez’s algorithm as in Lemma 5.3.9 in the dynamic setting, we project

the point set to several random vectors and use one dimensional data structure to

construct k-Center coreset in each of the one dimensional projected data set.

Note that the key step in Gonzalez’s algorithm is the furthest neighbor search,

and we would show that our projection method eventually yields an O(k
√

log n)-

approximation of the furthest neighbor with high probability. The following two facts

about normal distribution are crucial in our argument, and Lemma 5.3.12 is our main

technical lemma.

Fact 5.3.10. Let u ∈ Rd and let v ∼ N(0, Id) be a random vector, then ⟨u, v/|u|⟩ ∼

N(0, 1).

Fact 5.3.11. Let Z ∼ N(0, 1), then there exists some universal constant c > 0 such

that P [|Z| ≤ 1
k
] ≤ c

k
, and P [|Z| ≥ t] ≤ e−c·t2 for any t > 0.

Lemma 5.3.12. Let X ⊂ Rd, |X| = n and V be a collection of t = O(k log n+log δ−1)

random vectors in Rd, then with probability 1− δ, for every C ⊆ X, |C| ≤ k and every

x ∈ X, there exists a vector v ∈ V such that (i) |x · v − c · v| ≥ Ω( 1
k
) · ∥c − x∥2 for

every c ∈ C and (ii) |a · v − b · v| ≤ O(
√

log n) · ∥a− b∥2 for every a, b ∈ X.

Proof. Fix a subset C ⊆ X, |C| ≤ k, a point x and a random vector v. For every c ∈ C,

since (c−x) · v/∥c−x∥2 ∼ N(0, 1), by Fact 5.3.11, the probability that |c · v−x · v| ≥
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Ω( 1
k
) · ∥c−x∥2 is at least 1− 1

4k
. For every a, b ∈ X, since (a−b) ·v/∥a−b∥2 ∼ N(0, 1),

by Fact 5.3.11, the probability that |a · v − b · v| ≤
√

log n∥a− b∥2 is at most 1
4n2 .

Since there are k choices of c ∈ C and at most n2 choices of a, b ∈ X, by union

bound, with probability at least 1− k · 1
4k
−n2 · 1

4n2 = 1
2 , the following two events hold,

(i) |x·v−c·v| ≥ Ω( 1
k
)·∥c−x∥2 for every c ∈ C and (ii) |a·v−b·v| ≤ O(

√
log n)·∥a−b∥2

for every a, b ∈ X.

Now since V contains t random vectors, the probability that there exists one vector

v ∈ V that satisfies (i) and (ii) is at least 1− 1
2t .

Finally, by union bound, since there are at most (n+1)k+1 choices of C ⊆ X, |C| = k

and x ∈ X, the probability such that for every C and x, there exists v ∈ V such that

(i) and (ii) happen is at least 1− (n+1)k+1

2t ≥ 1− δ.

In the next lemma, we present a dynamic algorithm that combines the random

projection idea with a one-dimensional data structure. This combining with the

(j, k, d)-family idea would immediately imply Lemma 5.3.6.

Lemma 5.3.13. There is a dynamic algorithm that for every P ⊆ Rm subject to at

most q adaptive point insertions and deletions where the set of points ever added is

fixed in advance, maintains set Q ⊆ P with |Q| ≤ k + 1 such that with probability at

least 1 − δ, Q is an O(k
√

log q)-coreset for k-Center on P after every update, in

time O
(︂
(k2 log q + m)(k log q + log δ−1)

)︂
per update.

Proof of Lemma 5.3.6. The dynamic algorithm is initialized by using Lemma 5.3.8

to construct a (j, k, d)-family I of size O
(︂

(j+k)j+k+1

jjkk log d
)︂
, and then for each I ∈ I,

we create a data structure DI (that maintains X|I), using Lemma 5.3.13 with failure

probability δ := Θ
(︂

1
|I|

)︂
. Upon each update of X, we update each DI , and obtain the

maintained coreset YI from DI .

Analysis. Since we pick δ = Θ
(︂

1
|I|

)︂
for all DI ’s, with constant probability all data

structures DI ’s succeed simultaneously. The running time follows immediately from
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Lemma 5.3.8 and Lemma 5.3.13. The coreset accuracy follows from Lemma 5.3.7 and

Lemma 5.3.13 (noting that we need to suffer a
√

d factor because of Lemma 5.3.7).

Proof of Lemma 5.3.13. We assume there is a data structure T that maintains a set

of real numbers and supports the following operations, all running in O(log n) time

where n is the number of elements currently present in the structure.

• Remove(x): Remove an element x from the structure.

• Add(x): Add an element x to the structure.

• UpperBound(x): Return the largest element that is at most x.

• LowerBound(x): Return the smallest element that is at least x.

Note that such T may be implemented by using a standard balanced binary tree.

Furthest point query. We also need Furthest(C) query, where C ⊂ R and it asks

for an element x that has the largest distance to C (and it should return an arbitrary

element if C = ∅). This Furthest(C) can be implemented by using O(|C|) many

UpperBound and LowerBound operations, which then takes O(|C| log n) time in

total. To see this, assume C = {c1, . . . , ck} where c1 ≤ . . . ≤ ck then the clusters

partitoned by C is (−∞, 1
2(c1 + c2)], (1

2(c1 + c2), 1
2(c2 + c3)], · · · , (1

2(ck+1 + ck), +∞)

and we can find the potential furthest points in each cluster by querying the following,

UpperBound(−∞), LowerBound
(︃1

2(c1 + c2)
)︃

,

UpperBound
(︃1

2(c1 + c2)
)︂
, LowerBound

(︂1
2(c2 + c3)

)︃
. . .

UpperBound
(︃1

2(ck+1 + ck)
)︃

, LowerBound(+∞)

and the furthest point to C among the above 2k = O(|C|) many points is what we

seek for.
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The dynamic algorithm is presented in Algorithm 7. The algorithm samples a

set of independent random vectors V (in a data oblivious way), then creates an

above-mentioned interval structure Tv for each v ∈ V . When we insert/delete a point

x, the update is performed on every Tv with the projection ⟨x, v⟩. The coreset for the

current data set P can be computed on the fly by simulating the Gonzalez’s algorithm.

In particular, this is where the Furthest query is used, and we find an approximate

furthest point in P by taking the furthest point in each Tv, and select the one that is

the relative furthest in P .

Algorithm 7 Dynamic Gonzalez’s algorithm
1: procedure Init ▷ initialize an empty structure
2: l← O(k log q+log δ−1), and draw l independent random vectors in Rm, denotes

as V
3: initialize Tv for each v ∈ V
4: end procedure
5: procedure Update(x)
6: insert/delete ⟨x, v⟩ for each v ∈ V
7: end procedure
8: procedure Get-Coreset(k)
9: Q← ∅

10: for i = 1, . . . , k + 1 do
11: for v ∈ V , let xv ∈ P satisfy ⟨xv, v⟩ = Tv.Furthest(⟨Q, v⟩)

▷ where ⟨Q, v⟩ := {⟨x, v⟩ : x ∈ Q}
12: v⋆ ← arg maxv∈V dist(xv, Q)
13: Q← Q ∪ {xv⋆}
14: end for
15: return Q
16: end procedure

Analysis. Let A be the set of points ever added, so |A| ≤ q. Recall that A is

fixed in advance. By applying Lemma 5.3.12 in A, we know that with probability

1− δ, the following event E happens. For every C ⊆ A, |C| ≤ k, every x ∈ A, there

exists v ∈ V , such that

(i) |⟨c− x, v⟩| ≥ Ω( 1
k
) · ∥x− c∥2 for every c ∈ C, and

(ii) |⟨a− b, v⟩| ≤ O(
√

log q) · ∥a− b∥2 for every a, b ∈ A.
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Now condition on E . Suppose the current point set is P . Suppose we run the Get-

Coreset subroutine and we query Tv.Furthest(⟨Q, v⟩) for some v and Q. Suppose

x ∈ P ⊆ A is the current furthest point to Q. Because of E , there exists a vector v ∈ V

such that (i) and (ii) hold. By (i), we have that dist(⟨x, v⟩, ⟨Q, v⟩) ≥ Ω( 1
k
) · dist(x, Q).

By (ii), we know that for any p ∈ P and c ∈ Q, |⟨p − c, v⟩| ≤ O(
√

log q)∥p − c∥2,

so dist(⟨p, v⟩, ⟨Q, v⟩) ≤ O(
√

log q) · dist(p, Q). So if Tv.Furthest(⟨Q, v⟩) returns an

answer ⟨p, v⟩, we know that

dist(p, Q) ≥ dist(⟨p, v⟩, ⟨Q, v⟩)
O(
√

log q)
≥ dist(⟨x, v⟩, ⟨Q, v⟩)

O(
√

log q)
≥ Ω

(︄
1

k
√

log q

)︄
· dist(x, Q).

Thus, p is an O(k
√

log q)-approximation of the furthest point to Q. This combining

with Lemma 5.3.9. implies the error bound.

Running time. For the running time, we note that for each update of P , we need

to update Tv for each v ∈ V accordingly. Thus we need to pay O(lm) time (recalling

that l = O(k log q + log δ−1) was defined in Algorithm 7) to compute all the inner

products and O(l log q) time to update all Tv’s. The main loop in Get-Coreset

requires O(kl) many Furthest(·) queries and this runs in O(k2l log q) time in total.

In conclusion, the running time of each update (and maintaining coreset) is bounded

by

O
(︂
(k2 log q + m) · l

)︂
= O

(︂
(k2 log q + m)(k log q + log δ−1)

)︂
.
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Chapter 6

The Lower Bound

6.1 Coresets for Clustering in Graphs of Bounded
Treewidth

We present an Ω(k
ϵ
· tw(G)) lower bound for clustering in graphs, which matches the

linear dependence on tw(G) of our coreset construction in Chapter 2. Previously, no

lower bounds for k-Median were known. In fact, even the O(log n) factor for general

metrics was not justified. Since our hard instance in Theorem 6.1.1 consists of O(k
ϵ
·2t)

vertices, it readily implies for the first time that the O(log n) factor is optimal for

general metrics (see Corollary 6.1.5).

Our lower bound is actually split into two theorems: one for the tree case (tw(G) =

1) and one for the other cases (tw(G) ≥ 2). Ideally, we would use a unified argument,

but unfortunately the general argument for tw(G) ≥ 2 does not apply in the special

case tw(G) = 1 because some quantity is not well defined, and we thus need to employ

a somewhat different argument for the tree case.

Theorem 6.1.1 (Lower Bound for Graphs with Treewidth ≥ 2). For every 0 < ϵ < 1

and integers t, k ≥ 1, there exists an unweighted graph G = (V, E) with tw(G) ≤ t + 1,

such that any ϵ-coreset for k-Median on data set X = V has size Ω(k
ϵ
· t).

Proof. The vertex set of Gk,ϵ is defined as L ∪ R ∪ {u0}. Let m := k
ϵ
. Both L

114



and R consist of m groups, i.e. L := ⋃︁m
i=1 Li and R := ⋃︁m

i=1 Ri. For i ∈ [m], Li

consists of t elements, and Ri consists of 2t elements. Let Li := {l(i)
j : j ∈ [t]}, and

Ri := {r(i)
J : J ⊆ [t]}. Since t ≥ 1, L is non-empty. Define a special connection point

u0 to which all points of L∪R connect to (the specific way of connection is defined in

the next paragraph).

The edge set is defined as follows. All edges are of weights 1. Connect all points

in L∪R to u0. For each i ∈ [m], for each l
(i)
j ∈ Li and r

(i)
J ∈ Ri, if j ∈ J , add an edge

{l(i)
j , r

(i)
J }. Finally, let T = Ω(m

k
· 2t), and make T − 1 copies of each point in L, which

we call shadow vertices: for each l
(i)
j , create T − 1 vertices, and connect them to l

(i)
j

directly (so they form a star with center l
(i)
j ).

Fact 6.1.2. All distances in Gk,ϵ are 2, except that the distances between Li and Ri

(i ∈ [m]) are 1.

For simplicity, we use G to represent Gk,ϵ in the following.

Treewidth Analysis: First, consider removing u0 from G, and define the resultant

graph as G′. Then tw(G) ≤ tw(G′) + 1. Observe that G′ has m components:

{Li ∪ Ri : i ∈ [m]}, so it suffices to bound the treewidth for each component. For

each such component, since removing Li makes all points in the component isolated,

we conclude that the treewidth of the component is at most |Li| = t. Therefore, we

conclude that tw(G) ≤ t + 1.

Error Analysis: Suppose D ⊆ V (with weight w) is an O(ϵ)-coreset of size o(k
ϵ
·t).

By manipulating the weight w, we assume w.l.o.g. that D does not contain the shadow

vertices. Pick any k-subset S ⊆ [m], such that for every i ∈ S, |D ∩ Li| ≤ t
2 and

|D∩Ri| ≤ t
2 . Such S must exist, since otherwise there would be m−k = Ω(k

ϵ
) number

of i’s, such that |D ∩ Li|+ |D ∩Ri| > t
2 , which contradicts |D| = o(k

ϵ
· t).

We would then pick two subsets Pi, Qi ⊆ [t] for each i ∈ S, which correspond to

two points in Ri and encode two subsets of Li, as in the following claim.
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Claim 6.1.3. For each i ∈ S, there exists Pi, Qi ⊆ [t], such that

1. If l
(i)
j ∈ D ∩ Li, then j ∈ Pi and j ∈ Qi.

2. If r
(i)
J ∈ D ∩Ri, then J ̸= Pi and J ̸= Qi.

3. |Pi| ≤ |D ∩ Li|+ O(1), and |Qi| ≥ t−O(1).

Proof. Suppose D∩Ri = {r(i)
J1 , . . . , r

(i)
Js
}, and let J = {J1, . . . , Js}. Find the minimum

cardinality Pi such that item 1 and 2 holds: this is equivalent to find the smallest

P ′, such that (D ∩ Li) ∪ P ′ /∈ J . Such P ′ may be found in a greedy way: try

out all 0-subsets, 1-subsets, . . . , until (D ∩ Li) ∩ P ′ /∈ J . Since |D ∩ Ri| ≤ t
2 and

|D∩Li| ≤ t
2 , such greedy procedure must end after trying out O(1)-subsets and hence

|Pi| ≤ |D ∩ Li|+ O(1).

Let Qi denote the set with the maximum cardinality such that item 1 and 2 holds.

By a similar argument, we can prove that |Qi| ≥ t−O(1).

Based on this claim, we define C1 := {r(i)
Pi

: i ∈ S}, and C2 := {r(i)
Qi

: i ∈ S}.

Observe that the cost on both C1 and C2 are the same on the coreset D (by item 1).

However, the objective on C1 and C2 differ by an Ω(ϵ) factor (where we use item 2

and 3). To see it,

cost(V, C1) = 2⏞⏟⏟⏞
u0

+ 2(m− k) · T · t⏞ ⏟⏟ ⏞
cost of L \ Li

+ 2(m · 2t − k)⏞ ⏟⏟ ⏞
cost of R

+ T ·
∑︂
i∈S

2(t− |Pi|) + |Pi|⏞ ⏟⏟ ⏞
cost of Li

=2 + 2(m− k) · T · t + 2(m · 2t − k) + 2ktT − (2− 1)T ·
∑︂
i∈S

|Pi|

≥2 + 2(m− k) · T · t + 2(m · 2t − k) + 2ktT − kT · ( t

2 + O(1)).

Similarly,

cost(V, C2) =2 + 2(m− k) · T · t + 2(m · 2t − k) + T ·
∑︂
i∈S

2(t− |Qi|) + |Qi|

≤2 + 2(m− k) · T · t + 2(m · 2t − k) + 2ktT − kT · (t−O(1))
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So,

cost(V, C1)
cost(V, C2)

≥ 1 +
kT · ( t

2 −O(1))
2 + 2(m− k) · T · t + 2(m · 2t − k) + 2ktT − kT · (t−O(1))

≥ 1 + Ω(ϵ)

where the last inequality is by m = k
ϵ

and T = Ω(m
k
· 2t). This contradicts the fact

that D is an O(ϵ)-coreset.

Then we prove for the special case with treewidth 1, which is the tree case.

Theorem 6.1.4 (Lower Bound for Star Graphs). For every 0 < ϵ < 1/3 and integer

k ≥ 1, there exists an (unweighted) start graph G = (V, E) with |V | = O(k
ϵ
) such that

any ϵ-coreset for k-Median on data set X = V has size Ω(k
ϵ
).

Proof. Denote the root node of the star graph G = (V, E) by r and leaf nodes by

x1, . . . , xn (n ≥ 100k
ϵ

). Suppose D ⊆ V (with weight w) is an ϵ-coreset of size o(k
ϵ
).

Let W = ∑︁
x∈D\{r} w(x). Consider a k-center set where all centers are on r. We have

that

W =
∑︂
x∈D

w(x) · d(x, r) ≥ (1− ϵ) · cost(X, r) = (1− ϵ) · n, (6.1)

where the inequality is from the fact that D is an ϵ-coreset.

Next, we construct two center sets C1 and C2. Let C1 ⊆ V \ (D ∪ {r}) be a

collection of k distinct leaf nodes that are not in D. Let C2 be the collection of k

nodes in D \ {r} with largest weights. By construction, we have that

W ′ =
∑︂

x∈C2

w(x) ≥ kW

|D|
≥ 100ϵW ≥ 50ϵn, (6.2)

where the last inequality is by Inequality (6.1). Moreover, since D is an ϵ-coreset, we

have that

2W + w(r) = cost(D, C1) ≤ (1 + ϵ) · cost(V, C1) ≤ 2 · (2n + 1). (6.3)
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By symmetry, cost(V, C1) = cost(V, C2). Then by the definition of coreset, we have

cost(D, C1)
cost(D, C2)

= 2W + w(r)
2(W −W ′) + w(r) ≤

1 + ϵ

1− ϵ
.

However, by Inequalities (6.2) and (6.3), we have

2W + w(r)
2(W −W ′) + w(r) ≥

2W + w(r)
2W + w(r)− 50 · 2ϵn

(Ineq. (6.2))

≥ 2 · (2n + 1)
2 · (2n + 1)− 100ϵn

(Ineq. (6.3))

>
1 + ϵ

1− ϵ
,

which is a contradiction. This completes the proof.

Combining Theorems 6.1.4 and 6.1.1, we obtain a lower bound of Ω(k
ϵ
· tw(G)) for

the coreset size. Moreover, we observe that the hard instance in Theorem 6.1.1 has

O(2t) nodes, which in fact implies an Ω(log n) size lower bound for general graphs.

We state this corollary as follows.

Corollary 6.1.5. For every 0 < ϵ < 1 and integers n, k ≥ 1, there exists an unweighted

graph G = (V, E) with |V | = O(n) such that any ϵ-coreset for k-Median on data set

X = V has size Ω(k
ϵ
· log n).

6.2 Coresets for Ordered Weighted Clustering

In this section we show that the size of a simultaneous coreset for Ordered k-Median,

and in fact even for the special case p-Centrum, must grow with n, even for k = d = 1.

More precisely, we show that it must depend at least logarithmically on n, and therefore

our upper bound in Theorem 4.4.6 is nearly tight with respect to n.

Theorem 6.2.1. For every (sufficiently large) integer n and every n−1/3 < ϵ < 1/2,

there exists an n-point set X ⊂ R, such that any simultaneous ϵ-coreset of X for

p-Centrum with k = 1 has size Ω(ϵ−1/2 log n).
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While a simultaneous coreset preserves the objective value for all possible centers

(in addition to all p ∈ [n]), our proof shows that even one specific center already

requires Ω(log n) size. Our proof strategy is as follows. Suppose D is a simultaneous

ϵ-coreset for Ordered k-Median on X ⊂ R with k = 1, and let c ∈ R be some center

to be picked later. Since D is a simultaneous coreset for Ordered k-Median, it is in

particular a coreset for p-Centrum problems for all p ∈ [n]. Let WX(p) := costp(X, c)

be the cost as a function of p, and let WD(p) be similarly for the coreset D, when we

view X, D and the center c as fixed. It is easy to verify that WD(·) is a piece-wise

linear function with only O(|D|) pieces. Now since D is a simultaneous ϵ-coreset, the

function WD(·) has to approximate WX(·) in the entire range, and it would suffice to

find an instance X and a center c for which WX(p) cannot be approximated well by a

few linear pieces. (Note that this argument never examines the coreset D explicitly.)

The detailed proof follows.

Proof. Throughout, let F (x) :=
√

x. Now consider the point set X := {x1, x2, . . . , xn} ⊂

R, defined by its prefix-sums ∑︁j∈[i] xj = F (i) (for all i ∈ [n]). It is easy to see that

1 = x1 > x2 > · · · > xn > 0. Fix center c := 0 and consider a simultaneous ϵ-

coreset D of size |D|. Since D is a simultaneous coreset for Ordered k-Median,

WD(p) ∈ (1± ϵ) ·WX(p) for all p ∈ [n], where by definition WX(p) = F (p).

We will need the following claim, which shows that each linear piece in WD(·)

(denote here by g) cannot be too “long”, as otherwise the relative error exceeds ϵ. We

shall use the notation [a..b] = {a, a + 1, . . . , b} for two integers a ≤ b.

Claim 6.2.2. Let F be as above and let g : R → R be a linear function. Then for

every two integers a ≥ 1 and b ≥ (1 + 1
ϵ
)2 satisfying b

a
≥ (1 + 12

√
ϵ)4, there exists an

integer p ∈ [a..b] such that g(p) /∈ (1± ϵ) · F (p).

Proof. We may assume both g(a) ∈ (1± ϵ) ·F (a) and g(b) ∈ (1± ϵ) ·F (b), as otherwise

the claim is already proved. Since g is linear, it is given by g(x) = k(x− a) + g(a),
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where k := g(b)−g(a)
b−a

. Let ˆ︁p := ⌊
√

ab⌋. Observe that ˆ︁p ∈ [a..b], thus it suffices to prove

that

g(ˆ︁p)
F (ˆ︁p) < 1− ϵ.

The intuition of picking ˆ︁p = ⌊
√

ab⌋ is that x =
√

ab maximizes F (x)ˆ︁g(x) , where ˆ︁g(x)

is the linear function passing through (a, F (a)) and (b, F (b)), and we know that this

ˆ︁g(x) should be “close” to g as g(a) ∈ (1± ϵ) · F (a) and g(b) ∈ (1± ϵ) · F (b). (Notice

that since F is concave, ˆ︁g(x) ≤ F (x) for all x ∈ [a, b].)

To analyze this more formally,

g(ˆ︁p) = g(b)− g(a)
b− a

(⌊
√

ab⌋ − a) + g(a)

= (⌊
√

ab⌋ − a) · g(b) + (b− ⌊
√

ab⌋) · g(a)
b− a

∈ (1± ϵ) · (⌊
√

ab⌋ − a)
√

b + (b− ⌊
√

ab⌋)
√

a

b− a

= (1± ϵ) · ⌊
√

ab⌋+
√

ab
√

a +
√

b
.

Therefore,

0 <
g(ˆ︁p)
F (ˆ︁p) ≤ (1 + ϵ) · ⌊

√
ab⌋+

√
ab

(
√

a +
√

b) ·
√︂
⌊
√

ab⌋
.

To simplify notation, let t :=
(︂

b
a

)︂1/4
and s :=

(︃
⌊
√

ab⌋√
ab

)︃1/2
. By simple calculations, our

assumptions b
a
≥ (1+12

√
ϵ)4 and b ≥ (1+ 1

ϵ
)2 imply the following facts: t+t−1 ≥ 2+11ϵ

and 1
1+ϵ
≤ s ≤ 1. And now we have

(1 + ϵ) · ⌊
√

ab⌋+
√

ab

(
√

a +
√

b) ·
√︂
⌊
√

ab⌋
= (1 + ϵ) · s + s−1

t + t−1

≤ (1 + ϵ)(2 + ϵ)
2 + 11ϵ

< 1− ϵ.

Altogether, we obtain 0 < g(ˆ︁p)
F (ˆ︁p) < 1− ϵ, which completes the proof of Claim 6.2.2.
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We proceed with the proof of Theorem 6.2.1. Recall that WD(p) is the sum of

the p largest distances from points in D to c, when multiplicities are taken into

account. Thus, if the p-th largest distance for all p ∈ [a..b] arise from the same point

of D (with appropriate multiplicity), then WD(p)−WD(p− 1) is just that distance,

regardless of p, which means that WD(p) is linear in this range. It follows that WD(p)

is piece-wise linear with at most |D| pieces. By Claim 6.2.2 and the error bound of

the coreset, if a linear piece of WD(p) spans p = [a..b] where (1 + 1
ϵ
)2 ≤ b ≤ n, then

b ≤ (1 + 12
√

ϵ)4 ·a ≤ (1 + O(
√

ϵ)) ·a. Since all the linear pieces span together all of [n],

we conclude that |D| = Ω
(︂
log1+O(

√
ϵ)(ϵ2n)

)︂
= Ω

(︂
log n√

ϵ

)︂
and proves Theorem 6.2.1.

6.3 Coresets for Clustering with Missing Values

Recall that in Chapter 5, we design a coreset of size (jk)O(min(j,k)) poly(ϵ−1d log n) for

k-Means with missing values. In this Chapter, we prove the following lower bound

to assert the necessity of the exponential dependence on min(j, k).

Theorem 6.3.1. Consider the k-Means with missing values problem in Rd where

each point can have at most j missing coordinates. Assume there is an algorithm

that constructs an ϵ-coreset of size f(j, k) · poly(ϵ−1d log n), then f(j, k) can not be as

small as 2o(min(j,k)).

Proof. Consider the following n points instance with j = k = Θ(log n), and d = 2j.

For a subset I of [d], we define a data point p(I) such that p(I)i = 1 if i ∈ I and

p(I)i =? otherwise. Then we let the data set P = {p(I)|I ⊆ [d], |I| = j}. We remark

that we can make |P | =
(︂

d
j

)︂
= n by choosing a proper j = Θ(log n).

We prove that any 1/2-coreset of P should contain every point in P . Let D be

such a coreset and assume p(I) ̸∈ D, we choose the following k = j centers. For

every i ∈ I, we define a center ci ∈ Rd such that the i-th coordinate of ci is 0 and

the other coordinates of ci are 1. We observe that, for any i ∈ I, dist(p(I), ci) = 1.
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Meanwhile for any other p(I ′) ̸= p(I), there must be a i′ ∈ I \ I ′ since |I| = |I ′|, thus

dist(p(I ′), ci′) = 0. This should imply that the cost on coreset is 0 while the cost on

P is 1 which makes a contradiction.

Since j = k = Θ(log n), d = 2j, we have 2o(min(j,k)) · poly(d log n) = o(n). Thus

f(j, k) can not be as small as 2o(min(j,k)).

6.4 Coresets for Clustering in Euclidean Space

We prove the following lower bound for coresets in Euclidean space. While this lower

bound still has a gap of at least 1√
ϵ

from the known upper bounds, it is in fact the

first nontrivial lower bound for the Euclidean setting.

Theorem 6.4.1 (Lower Bound for 1D Lines). For every 0 < ϵ < 1/24 and integer

k ≥ 1, there exists a set of data points V ⊆ R, such that every ϵ-coreset for k-Median

of V has size Ω( k√
ϵ
), even if the coreset may use any point in R.

We first introduce our technical Lemma 6.4.2, which shows a quadratic function

cannot be approximated by an affine linear function in a short interval.

Lemma 6.4.2. Let ϵ ∈ (0, 1/12) and 1/2 ≤ p ≤ q ≤ 1. Suppose f(x) = ax2 + b where

a > 0, b, g(x) is a non-negative linear function on [p, q], and g(x) ∈ (1± ϵ)f(x) for

every x ∈ [p, q], then q ≤ p +
√︂

24(b/a + 1)ϵ.

Proof. Since g(x) is non-negative and g(x) ∈ (1 ± ϵ)f(x),∀x ∈ [p, q], we have that∫︁ q
p g(x)dx ∈ (1± ϵ)

∫︁ q
p f(x)dx. By computation,

∫︁ q
p f(x)dx =

∫︁ q
p (ax2 + b)dx = a(q3−p3)

3 +

b(q − p). Since g(x) is linear,
∫︁ q

p g(x)dx = (g(p) + g(q))(q − p)/2. By the fact that

g(x) ∈ (1±ϵ)f(x) = (1±ϵ)(ax2+b), we have
∫︁ b

a g(x)dx ∈ (1±ϵ)(ap2+aq2+2b)(q−p)/2.

But
∫︁ b

a g(x)dx ≤ (1 + ϵ)
∫︁ b

a (ax2 + b)dx = (1 + ϵ)(a(q3 − p3)/3 + b(q − p)), so we have

that,
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a(q3 − p3)/3 + b(q − p)
(ap2 + aq2 + 2b)(q − p)/2 ≥

1− ϵ

1 + ϵ
≥ 1− 2ϵ.

So we have p2 + q2 − 2pq
1−6ϵ
− 12bϵ

(1−6ϵ)a ≤ 0. Since 1
2 ≤ p ≤ q ≤ 1 and 0 < ϵ < 1/12,

we have that

(q − p)2 ≤ 12bϵ

(1− 6ϵ)a + 12ϵpq

1− 6ϵ
≤ 24(b/a + 1)ϵ

which implies q ≤ p +
√︂

24(b/a + 1)ϵ.

Now we are ready to prove Theorem 6.4.1.

Proof of Theorem 6.4.1. We first prove the basic case k = 1. Without loss of generality,

we can assume V = [−1, 1].1 Let f(x) := cost(V, {x}) =
∫︁

V ∥t− x∥dt denote the cost

of connecting V to x ∈ R (the 1-Median value). Note that f(x) = x2 + 1 on [−1, 1].

Assume D is an ϵ-coreset of V for the 1-median problem. Recall that D is a weighted

set and may contain the ambient points of the real line. Let g(x) := cost(D, {x}).

Then g(x) is a piecewise linear function and the transition from one affine linear

function to another happens only when x crosses a coreset point. So the number of

pieces is at most |D|+ 1. We need to prove g(x) has at least Ω( 1√
ϵ
) pieces.

Since D is an ϵ-coreset of V , we have that g(x) ∈ (1± ϵ)f(x) for every x ∈ [−1, 1].

Assume g(x) has m pieces in [1/2, 1] and their connecting points are x0 = 1/2 < x1 <

... < xm = 1. Then g(x) is affine linear in [xi−1, xi] but g(x) ∈ (1 ± ϵ)f(x), so by

Lemma 6.4.2, xi < xi−1 +
√︂

24(1/1 + 1)ϵ < xi−1 + 7
√

ϵ. So m ≥ 1/2
7
√

ϵ
= 1

14
√

ϵ
.

Now we consider the case of general k. We put k copies of [−1, 1] in the real line.

In particular, we let Vi = [−1+ (i−1)t, 1+ (i−1)t] for a large enough positive number

t > 39√
ϵ

and V = ∪k
i=1Vi. Let Si = [1/2 + (i− 1)t, 1 + (i− 1)t] be a subset of Vi. We

partition each Si into m = Θ(1/
√

ϵ) intervals Si1, ..., Sim, such that each of them has

length 13
√

ϵ.
1For discretization, we can let V = {0,± 1

m , ...,±1} for large enough m.
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Now, for the sake of contradiction, we assume there is an ϵ-coreset D of V for the

k-median problem, such that |D| < mk/2. By averaging, we know that there is a

j∗ ∈ [k] such that ∪k
i=1Sij∗ contains at most k/2 points of D. Let b = |D ∩ (∪k

i=1Sij∗)|

in the following, then b < k/2. So there are k − b > k/2 many i ∈ [k] such that Sij∗

doesn’t contain any coreset point. We assume S0j∗ = [a0, b0] and let x be a variable

in [a0, b0]. We construct the following set of centers Cx = {xi : i ∈ [k]} where if

Sij∗ ∩D ̸= ∅, xi = x + (i− 1)t, otherwise xi = (i− 1)t.

Let f(x) = cost(V, Cx), then f(x) = b + (k − b)(x2 + 1) = (k − b)x2 + k. We note

that k ≤ f(x) ≤ 2k on [a0, b0]. Let Di = D∩ [(i− 4/3)t, (i− 2/3)t], D′ = ∪i∈[k]Di and

D′′ = D\D′. We first claim that |cost(D′′, Cx)−cost(D′′, Ca0)| ≤ O(
√

ϵk/t). Actually,

note that when x ∈ [a0, b0], the connection cost of points in D′′ is always Ω(t), along

with the fact that when x ∈ [a0, b0], cost(D′′, Cx) ≤ cost(D, Cx) ≤ (1+ϵ)cost(V, Cx) ≤

3k, we know that the total weight of D′′ is at most 3k/t. Now, since x changes by at

most 13
√

ϵ, the connection cost of every point in D′′ changes by at most 13
√

ϵ, so we

have

|cost(D′′, Cx)− cost(D′′, Ca0)| ≤ 39
√

ϵk

t
.

Let g(x) = cost(D′, Cx) + cost(D′′, Ca0). Since t > 39√
ϵ

and f(x) ≥ k for every

x ∈ [a0, b0], we conclude that when x ∈ [a0, b0],

|g(x)− cost(D, Cx)| = |cost(D′′, Ca0)− cost(D′′, Cx)| ≤ 39
√

ϵk

t
≤ ϵf(x).

But cost(D, Cx) ∈ (1 ± ϵ)f(x) on [a0, b0], so we have that g(x) ∈ (1 ± 2ϵ)f(x) on

[a0, b0].

Now we show that g(x) is an affine linear function in [a0, b0]. We note that

D′ = ∪i∈[k]Di and cost(Di, Cx) = cost(Di, {xi}) for any x ∈ [a0, b0]. If xi = x+(i−1)t

then by construction, xi never crosses any coreset point in Di, so cost(Di, {xi}) remains

affine linear. On the other hand, if xi = (i−1)t, then cost(Di, {xi}) is a constant. So we

know that g(x) = cost(D′, Cx) + cost(D′′, Ca0) = ∑︁
i∈[k] cost(Di, {xi}) + cost(D′′, Ca0)
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is an affine linear function on [a0, b0]. But g(x) ∈ (1± 2ϵ)f(x) on [a0, b0], by Lemma

6.4.2, we know that the length of [a0, b0] is at most
√︂

24( k
k−b

+ 1) · 2ϵ ≤
√

144ϵ = 12
√

ϵ,

arriving at a contradiction.
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Conclusions

Coresets are important data reduction tools for clustering problems. Coresets for

clustering have received great attentions from big data algorithm and machine learning

algorithm research community. In this dissertation, we make various contributions to

this line of research.

We make contributions to a fundamental question on what kind of metric space

admit constant-sized coresets, by constructing such coresets in bounded treewidth

graph and the more general excluded-minor graph.

Moreover, we resolve new challenges appearing in modern application scenario

of coresets. In particular, we have designed simultaneous coresets and coresets for

clustering with missing values.

We also provide various lower bounds to support our upper bound results.
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