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Abstract 

Signals-of-Opportunity (SoOp) remote sensing of the Earth measures the reflections 

of existing transmitters from Earth’s surface in order to discern information on the Earth’s 

geophysical properties. While the transmissions of Global Navigation Satellite System 

(GNSS) emitters have been widely used in this application, other sources are also available 

that can provide distinct advantages. In particular, S-band (i.e. 2.34 GHz) transmissions in 

the satellite-based digital audio radio service (e.g. the XM and Sirius systems) provide 

geostationary emissions of relatively higher power and in multiple channels of ~ 2 MHz 

bandwidth. The reflection of these signals for example from the ocean surface can be used 

to sense ocean wind speeds and other properties of the sea surface. Measurements of these 

reflections can be processed to produce Delay Doppler Maps (DDMs) that provide further 

insight into the scattering process. 

In this thesis, a model for ocean-reflected DDMs acquired by an airborne receiver 

developed by Purdue University is developed for comparison with the measurements. 

Particular emphasis in the comparisons is placed on scattering effects outside the specular 

region traditionally examined in SoOp sensing by examining portions of the DDMs at 

significant delay and doppler offsets with respect to the specular point.  In addition, the 

impact of the receive antenna pattern on these portions of the DDM and on the polarization 

of the received signals is examined. The results show the utility of these measurements for 
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ocean remote sensing, as well as the importance of an accurate model for ocean surface 

scattering for predicting the results obtained.  
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Chapter 1: Introduction 

  Global Navigation Satellite System Reflectometry (GNSS-R) has displayed 

significant potential to be a powerful tool in the microwave remote sensing of ocean and 

land surfaces. Recently, researchers have been exploring the use of Signals of Opportunity 

(SoOp) from different satellites including commercial ones to extend sensing capabilities 

using reflectometry. Together with traditional GNSS-R, these types of reflectometry are 

called GNSS+R. This chapter provides an overview of the history of GNSS+R 

development in Section 1.1 and introduces key concepts about GNSS+R in Section 1.2. 

 

1.1 History 

The Global Positioning System (GPS) and Global Navigation Satellite Systems 

(GNSS) more general are originally designed for positioning and navigation purposes. In 

the last century, researchers have tried to solve the problems of multipath propagation of 

the GPS and GNSS signals that affect positioning precision. A special kind of multipath 

propagation, the signal reflected or scattered from the ocean surface, was recognized to be 

a useful tool for observing the ocean surface with remote sensing applications [1]. In 1993, 

M. Martin-Neira from the European Space Agency (ESA) firstly proposed to utilize the 

GPS signal that is reflected by the earth’s surface for a new bistatic altimetry called 

“Passive Reflectometry and Interferometric System (PARIS)” [2]. Lately, a series of 
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ground-based experiments were launched to study the sensitivity of reflected GPS signals 

in the ocean altimetry application and demonstrate the potential of the PARIS concept [3]. 

Researchers also extended into applications of determining tide height near coastal regions 

[4] and ionospheric delay [5] through reflected GPS signals.  

 

 

Figure 1.1 Airborne GNSS+R Geometry 

 

A first airborne experiment in [6] proved that GPS signals scattered from the ocean 

surface can be detected from an airborne receiver. Then, several airborne reflectometry 

experiments were conducted for the purpose of developing ocean surface remote sensing 

applications. In a 1997 airborne experiment, Garrison et al. utilized a left hand circularly 

polarized (LHCP) antenna looking downwards to receive the reflected GPS signal and a 

right hand circularly polarized (RHCP) antenna on top of the plane to receive the GPS 
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directly transmitted signal, and used the two signals in delay mapping [7]. In the next year, 

Garrison and Katzberg carried out another airborne experiment and showed that the 

correlation waveform obtained from the direct and reflected GPS signals was closely 

related to the roughness of the ocean surface near the specular region, and the roughness 

of the surface could be used to retrieve ocean surface wind speed [8]. A series of theoretical 

works [9] [10] were then conducted to model the correlation waveform, and the measured 

waveforms were compared with the modeled ones to retrieve ocean surface windspeed. 

The results show good agreement with in situ measured windspeeds from nearby buoys. In 

2000, Zavorotny and Voronovich [11] published a more thorough and extended theoretical 

model of the delay waveform based on Kirchhoff Approximation with Geometric Optics 

(KA-GO), and their model has been widely used in later research on GNSS+R. Figure 1.1 

shows the traditional GNSS+R for application of ocean surface windspeed retrieval. 

Besides airborne experiments, the possibility to use a spaceborne receiver in the 

GNSS+R system was also investigated. The reflected GPS signal from earth surface was 

firstly detected by the Space Shuttle Imaging Radar C-band (SIR-C) experiment [12] 

unintendedly during the calibration phase of the mission. In the following year, a balloon 

experiment was carried out to show that a high-altitude GNSS receiver at 37 km height 

could be used to retrieve surface windspeed [13]. The first formal GNSS-R spaceborne 

mission, the UK Disaster Monitoring Constellation mission (UK-DMC), was launched in 

2004. Its spaceborne experiments verified that several GPS reflected signals had been 

observed that were then processed for the purpose of ocean surface roughness retrieval [14] 

[15] [16] and surface windspeed retrieval [17]. Following the UK-DMC mission, another 
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experiment designed specifically for the spaceborne GNSS-R, the TechDemoSat-1 (TDS-

1) was launched in 2014 for further study of spaceborne reflectometry [18]. Later in 2016, 

the launch of the Cyclone Global Navigation Satellite System (CYGNSS) marked a 

milestone in the development of GNSS-R. The CYGNSS, as shown in Figure 2, is a 

constellation composed of eight microsatellites which provide excellent temporal and 

spatial coverage of the tropics and designed for hurricane prediction [19]. The retrieval 

algorithm uses a Geophysical Model Function and separates the sea state into “fully 

developed sea (FDS)” and “young sea limited fetch (YSLF)” to retrieve the ocean surface 

wind speed from the measured Delay Doppler Maps (DDM) [20].  

 

 

Figure 1.2 Cyclone Global Navigation Satellite System (CYGNSS) launched on 15 

December 2016. Source: [21] 
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GNSS satellites have several advantages in reflectometry systems: continuous global 

coverage orbits, L band frequency signals which can penetrate atmosphere, vegetation, and 

rain. However, L band signals have the disadvantages of only penetrating soils by around 

5 cm and being not sensitive to high frequency ocean waves. Reflectometry measurements 

using other signals of opportunity (SoOp) can be a good candidate to complement the 

disadvantages of GNSS-R, since there are approximately 400 communication satellites in 

GEO which transmit high power signals in different bands including P, S, C, Ku, and Ka 

for different remote sensing applications. Recent research works have demonstrated the 

use of commercial satellites’ SoOp from Digital Audio Radio Transmission Service 

operated by the SiriusXM company [22]. In 2016 and 2017, a series of airborne 

experiments for S band reflectometry using signals from XM3 and XM4 operated by the 

SiriusXM company have been conducted, and the application for windspeed retrieval has 

been investigated [23] [24]. Model for S-band sea reflected signals observed in this 

campaign will be introduced in this thesis.  

 

1.2 GNSS+R Fundamental Principle 

GNSS+R utilizes the signal reflected from the Earth surface to remotely sense several 

geophysical properties such as windspeed, soil moisture, vegetation, snow, etc. By 

comparing the reflected signal with the direct signal, these properties can be retrieved. 

GPS and GNSS systems are originally used for positioning. Four satellites are needed 

to calculate three-dimensional position information describing the position of the receiver 

and calibrate the clock bias. The calculation requires the precise estimation of the distance 
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between the receiver and each satellite. The GPS satellites and the local receiver generate 

Pseudo Random Noise (PRN) codes and estimate the delay time by cross-correlating the 

received and local code. In GNSS-R, because of the roughness of the earth surface, 

reflected signals actually propagate through different paths besides the specular link, as 

shown in Figure 1.1. This implies that the receiver can receive signals with different delays 

and power at a certain time. Meanwhile, the motion of the satellite and receiver causes a 

doppler shift of the reflected signals which propagate through different paths. The received 

power can then be plotted in a Delay Doppler Map (DDM), as shown in Figure 1.3. A 

DDM shows the distribution of the reflected signal power at the receiver as a function of 

the time delay 𝜏 and doppler frequency 𝑓𝑑.  

|𝑌(𝑓𝑑, 𝜏)|2 = |∫ 𝑢1(𝑡0 + 𝑡′)𝑢0(𝑡0 + 𝑡′ + 𝜏)𝑒2𝜋𝑖𝑓𝑑𝑡′
𝑑𝑡′

𝑇𝑖

0

|

2

  (1.1) 

Equation (1.1) explains the cross-correlation process: the direct signal 𝑢0  shifted by 

doppler frequency 𝑓𝑑  is cross-correlated with the reflected signal 𝑢1  over a coherent 

integration time of 𝑇𝑖 . It should be noted that 𝑇𝑖  is designed to be smaller than the 

correlation time of a stochastic wide sense stationary (WSS) ocean surface. The roughness 

of the earth surface can then be estimated from the DDM. The DDM can also be estimated 

through the convolution of the ambiguity function of the baseband signal and the estimated 

power which reflects the statistical information of the rough surface: 

〈|𝑌(𝑓𝑑 , 𝜏)|2〉 = |χ(∆𝑓, ∆𝜏)|2 ∗ 𝐹(𝑓𝑑 , 𝜏; �̂�)  (1.2) 

where the Woodward ambiguity function (WAF) χ shown in Figure 1.4 for a GNSS signal 

can be estimated by approximated by the PRN code autocorrelation function Λ(τ): 
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|χ(∆𝑓, ∆𝜏)|2 = Λ(∆𝜏)2 (
∆𝜏

𝑇𝑐
) 𝑠𝑖𝑛𝑐2(∆𝑓 ⋅ 𝑇𝑖) (1.3)

nd the autocorrelation function Λ(τ) has the form: 

Λ(∆τ) = {
1 −

∆𝜏

𝑇𝑐
      |∆𝜏| ≤ 𝑇𝑐

0                |∆𝜏| > 𝑇𝑐

 (1.4) 

 

 

Figure 1.3 Equal Delay and Equal Doppler lines on surface (Left); Delay Doppler Map 

(Right); Mapping between surface points and Delay Doppler Map is shown 

 

where 𝑇𝑐  is the correlation time of a PRN code. For a SoOp signal from commercial 

satellites, the baseband data is nearly random as the PRN code of the GNSS, but the 

ambiguity function needs to be modified slightly. The function 𝐹(𝑓𝑑 , 𝜏; �̂�) in (1.2) contains 

the roughness information of the Earth surface, which will be discussed in the next chapter. 
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Figure 1.4 Ambiguity Function of GNSS PRN Code 
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Chapter 2: Rough Surface Scattering Models 

Scattering from rough surfaces impacts many electromagnetic applications including 

the remote sensing of ocean surface windspeeds, soil moisture, and geophysical properties 

of snow. In Earth remote sensing, the advent of signals-of-opportunity reflectometry 

methods have expanded measurements from backscattering to observations in near-

specular forward bistatic scattering to sense the geophysical properties of the rough surface. 

Many rough surface scattering theories exist to investigate these areas, including both 

analytical approximate methods as well as numerical simulations. Analytical approximate 

methods are desirable due to their efficiency and the insight they provide. This chapter will 

introduce the geometry of the scattering models in Section 2.1, two rough surface scattering 

models, Kirchhoff Approximation Geometrical Optics (KA-GO), and Small Slope 

Approximation (SSA) in Section 2.2, and Ocean Spectrum Models in Section 2.3. The 

impact of surface roughness on observed DDM’s will then be discussed in Section 2.4 

 

2.1 Geometry in Scattering Problems 

The coordinate system used to analyze the scattering problem is shown on Figure 2.1. 

The z axis is defined to be normal to the mean level of the surface. The transmitter, receiver, 

and the specular point (origin) define the xz-plane, and �̂� is defined as �̂� × �̂�. Because of 

the roughness of the surface, the incident signal can be scattered into directions other than 
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the specular point. For a local scattering point other than the specular point, the incident 

and scattering angles are defined as the angles between the normal direction (z) and the 

incident and scattering vectors �̂�1 and �̂�2. The out-of-plane angle is defined as the one 

between �̂�1
′  and �̂�2

′ , the projections of �̂�1 and �̂�2 in the xy-plane.  

 

 

Figure 2.1 Coordinate System in Scattering Models 

 

2.2 Rough Surface Scattering Models 

The roughness of a given surface depends on the frequency of the incident 

electromagnetic wave by comparing the wavelength 𝜆 with the size of the surface features. 

Lord Rayleigh first considered the scattering problems of rough surface and suggested the 

surface height variance should be larger than: 
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∆𝜉 >
𝜆

8 cos(𝜃𝑖)
 (2.1) 

to have a large effect on scattering, known as the Rayleigh Criterion.  

As surface roughness increases, the reflected field in the specular direction will be 

reduced while the incoherent scattered field will increase in other directions. The specular 

coherent component will finally disappear as the surface becomes extremely rough. The 

goal of the scattering models is to estimate the received power scattered from the surface. 

The total received power can be expressed as the sum of coherent power 𝑃𝑟,𝑐𝑜ℎ  and 

incoherent power 𝑃𝑟,𝑖𝑛𝑐𝑜ℎ. 

For a radar system receiving signals over a flat surface, the coherent power can be 

modeled as: 

𝑃𝑟,𝑐𝑜ℎ

𝑃𝑡
=

𝜆2

(4𝜋)2
⋅

𝐺𝑡𝐺𝑟

(𝑅𝑠𝑝 + 𝑅0,𝑠𝑝)
2 𝑅𝑓

2|𝜒|2 (2.2) 

where 𝑅𝑓 represents the flat surface reflection coefficient as a function of polarization state, 

𝐺𝑡𝐺𝑟 represents the antenna gain of the transmitter and receiver. 𝜒 is the factor to account 

for the reduced power caused by surface roughness. In a bistatic scattering case, the 

coherent power only appears in the specular direction. 

To discuss the scattered field, it is useful to introduce the concept of normalized Radar 

cross section (NRCS, 𝜎) which is defined as: 

𝜎(�̂�1, �̂�2) = lim
𝑅→∞

4𝜋𝑅2 < |�̅�𝑠|2 >

∆𝑆
 (2.3) 

where �̅�𝑠  is the scattered field and ∆𝑆 is the area illuminated by the antenna; note ∆𝑆 

should be small enough to approximate the incident field as a plane wave while large 
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enough to capture the statistical properties of the rough surface. Then, fields scattered from 

different pieces of the rough surface can be considered as uncorrelated with randomized 

phase, and the total incoherent power reflected from the total illuminated surface can be 

expressed as: 

𝑃𝑟,𝑖𝑛𝑐𝑜ℎ

𝑃𝑡
=

𝜆2

(4𝜋)3
∬

𝐺𝑡(�̂�1)𝐺𝑟(�̂�2)

𝑅1
2𝑅2

2 𝜎(�̂�1, �̂�2) 𝑑𝑆 (2.4) 

The ocean surface at S-band is typically sufficiently rough that the coherent power 

completely disappears. Thus, in the scattering theory discussed in this thesis, the goal is to 

compute the NRCS as a function of surface parameters. Two approximate methods for 

modeling the surface incoherent NRCS, the KA-GO and SSA, are next reviewed. 

 

2.2.1 KA-GO Model 

The Kirchhoff Approximation Geometrical Optics (KA-GO) Approximation is one of 

the most commonly used rough surface scattering theories for GNSS+R applications [11]. 

The Kirchhoff Approximation (also called Physical Optics, PO) theory applies an 

approximation for the induced physical optics currents on a rough surface and then 

computes the scattered fields radiated by those currents. The GO approximation, obtained 

as a high frequency limit of KA theory, relates the scattering at a particular incidence and 

scattering angle to the probability of obtaining a surface point tilted so as to produce 

specular reflection. The GO model is widely used to predict the surface NRCS because it 

requires knowledge only of the slope variances of the rough surface:  

𝜎𝛼𝛽 =
|Γ|

2𝑆𝑥𝑆𝑦

𝑞4

𝑞𝑧
4

exp (−
𝑞𝑥

2

2𝑆𝑥
2𝑞𝑧

2
−

𝑞𝑦
2

2𝑆𝑥
2𝑞𝑧

2
) (2.5) 
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Where 𝛼𝛽 represents the polarizations considered, and  𝑆𝑥 and 𝑆𝑦 are the RMS slopes of 

the stochastic surface in the x and y directions. These slope variances can be determined 

through an integration over the surface roughness power spectral density function. The 

scattering vector �̅� is defined as 

�̅� = �̅�𝑠 − �̅�𝑖 = �̂�𝑞𝑥 + �̂�𝑞𝑦 + �̂�𝑞𝑧 (2.6)  

where �̅�𝑠  and �̅�𝑖  are scattering and incident wave vectors. The Fresnel reflection 

coefficient Γ depends on the polarization, and for horizontal and vertical polarizations is 

expressed as: 

Γℎ =
cos(𝜃) − √𝜖 − sin2(𝜃)

cos(𝜃) + √𝜖 − sin2(𝜃)
 (2.7) 

Γ𝑣 =
𝜖 cos(𝜃) − √𝜖 − sin2(𝜃)

𝜖 cos(𝜃) + √𝜖 − sin2(𝜃)
 (2.8) 

In the cases of GNSS and SiriusXM satellites that this thesis focuses on, the incident wave 

is left hand circularly polarized (LHCP) and the scattered wave is either left or right hand 

circularly polarized, for which Γ𝑙𝑟 (col-pol) and Γ𝑟𝑟 (cross-pol) are defined as: 

Γ𝑙𝑟 =
1

2
(Γ𝑣 − Γℎ) (2.9) 

Γ𝑟𝑟 =
1

2
(Γ𝑣 + Γℎ) (2.10) 

With these formulas, the NRCS can be evaluated with the GO model as a function of the 

frequency and angle.  

Since the KA-GO is a model for the high frequency case, it is more applicable to a 

surface that is very rough with strong diffuse scattering. The model also fails to account 
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for “tilted Bragg” scattering contributions, that become important outside the specular 

region.  

 

2.2.2 SSA Model 

The Small Perturbation Method (SPM) and KA-GO are two classical theories [26] to 

model rough surface scattering in the low and high frequency limits respectively. The 

composite theory (two-scale theory) was proposed to combine both of them to solve the 

practical problems of scattering of microwave from the ocean surface.  

Rough surface scattering theories are supposed to satisfy a few fundamental physical 

behaviors, such as Shift Invariance (only the phase of scattering filed is shifted if the 

object’s position is shifted), Reciprocity (results remain unchanged if reversing time), Low 

Frequency Limit (reproduce SPM in low frequency), and Tilt Invariance (Scattering field 

remains the same if the coordinate system is rotated). Both SPM and KA satisfy reciprocity 

and horizontal shift invariance, while KA also satisfies vertical shift invariance and tilt 

invariance, but fails to reproduce SPM results in the low frequency limit. To address these 

issues Voronovich [27] developed the Small Slope Approximation (SSA) which starts with 

KA to satisfy shift invariance and reaches SPM in the low frequency limit. The SSA 

expresses the scattering amplitude as a series in surface “quasi-slope” as: 

𝑆(�̅�, �̅�0) = 𝑆0(�̅�, �̅�0) + 𝑆1(�̅�, �̅�0) (2.11) 

To evaluate the NRCS 

𝜎𝛼,𝛽 =
1

𝜋𝐴
(〈|𝑆𝛼𝛽|

2
〉 − |〈𝑆𝛼𝛽〉|

2
) (2.12) 
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where 𝛼 and 𝛽 represent polarization states. The expression for power is a sum of three 

terms: 

|𝑆𝛼𝛽|
2

= |𝑆0,𝛼𝛽|
2

+ 2 ℜ{𝑆0,𝛼𝛽𝑆1,𝛼𝛽
∗ } + |𝑆1,𝛼𝛽|

2
 (2.13) 

The first term |𝑆0,𝛼𝛽|
2
 is the modified form of KA that can reach the first order SPM limit: 

𝜎1,𝛼𝛽 = |
𝐵𝛼𝛽(�̅�, �̅�0)

𝑄𝑧
|

𝐷𝐼

𝜋
 (2.14) 

where 𝐵 is the SPM kernel function, and 𝐷𝐼 contains the surface roughness information. 

The second term and third term are expressed as: 

𝜎2,𝛼𝛽 = −
2

𝜋
ℜ{𝐵𝛼𝛽(�̅�, �̅�0)[𝐻{𝑈𝛼𝛽(𝑥, 𝑦)} + 𝑒−𝑄𝑧

2ℎ0
2
𝐹{𝑈𝛼𝛽(𝑥, 𝑦)}

−𝑈𝛼𝛽(0,0)𝐻{1}]} (2.15)
 

𝜎3,𝛼𝛽 =
1

𝜋
{𝐻{𝑉𝛼𝛽(𝑥, 𝑦)} + 𝑒−𝑄𝑧

2ℎ0
2
𝐹{𝑉𝛼𝛽(𝑥, 𝑦)} + 𝑄𝑧

2|𝑈𝛼𝛽(0,0)|
2

𝐻{1}} (2.16) 

where 𝐻{1} = 𝐷𝐼, and operators 𝐹{⋅} and 𝐻(⋅) are defined as: 

𝐹{𝑓(𝑥, 𝑦)} = ∫ 𝑑𝑥
∞

−∞

∫ 𝑑𝑦
∞

−∞

 𝑒𝑖𝑄𝑥𝑥𝑒𝑖𝑄𝑦𝑦𝑓(𝑥, 𝑦) (2.17) 

𝐻{𝑓(𝑥, 𝑦)} = ∫ 𝑑𝑥
∞

−∞

∫ 𝑑𝑦
∞

−∞

 𝑒𝑖𝑄𝑥𝑥𝑒𝑖𝑄𝑦𝑦𝐷(𝑥, 𝑦)𝑓(𝑥, 𝑦) (2.18) 

where the term 𝐷(𝑥, 𝑦) is given by: 

𝐷(𝑥, 𝑦) = 𝑒−𝑄𝑧
2ℎ0

2(1−𝐶(𝑥,𝑦)) − 𝑒−𝑄𝑧
2ℎ0

2
 (2.19) 

where 𝐶(𝑥, 𝑦) represents the correlation function of the Gaussian random process surface, 

and ℎ0 is the rms height of the rough surface. The term 𝑉𝛼𝛽 is given by: 

𝑉𝛼𝛽(𝑥, 𝑦) = 𝑈𝛼𝛽
(1)(𝑥, 𝑦) + 𝑄𝑧

2𝑈𝛼𝛽(𝑥, 𝑦)𝑈𝛼𝛽
∗ (−𝑥, 𝑦) 

−𝑄𝑧
2𝑈𝛼𝛽(0,0)𝑈𝛼𝛽

∗ (−𝑥, −𝑦) 
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−𝑄𝑧
2𝑈𝛼𝛽

∗ (0,0)𝑈𝛼𝛽(𝑥, 𝑦) (2.20) 

where 𝑈𝛼𝛽(𝑥, 𝑦) and 𝑈𝛼𝛽
(1)(𝑥, 𝑦) are two-dimensional Fourier transforms of the surface 

power spectrum 𝑊(𝜉𝑥, 𝜉𝑦) and the kernel function: 

𝑈𝛼𝛽(𝑥, 𝑦) = ∫ 𝑑𝜉𝑥

∞

−∞

∫ 𝑑𝜉𝑦

∞

−∞

 𝑒𝑖𝜉𝑥𝑥𝑒𝑖𝜉𝑦𝑦 

                        𝑀1,𝛼𝛽
∗ (�̅�, 𝐾0; 𝜉̅, �̅�𝐻 − 𝜉̅)𝑊(𝜉𝑥, 𝜉𝑦) (2.21) 

 

𝑈𝛼𝛽
(1)(𝑥, 𝑦) = ∫ 𝑑𝜉𝑥

∞

−∞

∫ 𝑑𝜉𝑦

∞

−∞

 𝑒𝑖𝜉𝑥𝑥𝑒𝑖𝜉𝑦𝑦 

                        |𝑀1,𝛼𝛽
∗ (�̅�, �̅�0; 𝜉̅, �̅�𝐻 − 𝜉̅)|

2
𝑊(𝜉𝑥, 𝜉𝑦) (2.22) 

The SSA gives a more accurate approximation of the NRCS than the two classical 

theories. In this thesis, a second order SSA (SSA2) model is used to model the NRCS for 

the S band SoOp reflectometry system of interest. 

 

2.3 Ocean Spectrum Model 

The roughness of the ocean surface is mainly produced by the surface wind and some 

other factors. To retrieve the windspeed from the roughness of the surface, the statistical 

properties that describe the surface roughness are needed, for example, the mean square 

slope for KA-GO model requires the slope PDF parameterized by windspeed. This PDF 

can be obtained from empirical models or from ocean spectrum models. In this thesis, 

Katzberg’s model and Elfouhaily’s model are applied to the KA-GO and SSA2 

respectively.  
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2.3.1 Katzberg’s Model 

Katzberg et al. proposed a model [28] to relate the windspeed at 10m height over the 

ocean surface to the rms slopes 𝑆𝑢  and 𝑆𝑐  in the upwind and cross-wind directions, 

respectively. The model is an empirical one based on data obtained from NOAA hurricane 

experiments. It describes the upwind and crosswind MSS as: 

𝑆𝑢
2(𝑈10) = 0.45(0.00 + 0.00316𝑓(𝑈10)) (2.23) 

𝑆𝑐
2(𝑈10) = 0.45(0.003 + 0.00192𝑓(𝑈10)) (2.24) 

where  

𝑓(𝑈10) = {

𝑈10

6 ln(𝑈10)
0.411𝑈10

    

0 < 𝑈10 < 3.49
3.49 < 𝑈10 < 46

46 < 𝑈10

 (2.25) 

In this thesis, Katzberg’s model is applied with the KA-GO model to estimate the NRCS. 

 

2.3.2 Elfouhaily’s Model 

When modeling radar remote sensing of the ocean surface, a spectrum that takes 

wavelength ranging from millimeters to hundreds of meters into account is expected [29].  

Elfouhaily et al. proposed an improved unified directional spectrum [30] written as 

Ψ(𝑘, 𝜑) =
1

2𝜋
𝑘−4[𝐵𝑙 + 𝐵ℎ][1 + ∆(𝑘) cos(2𝜑)] (2.26) 

where 𝐵𝑙  and 𝐵ℎ  are long-wave and short-wave curvature spectrum respectively, while 

∆(𝑘) is the unified full wavenumber spreading function. The entire spectrum of Ψ(𝑘, 𝜑) is 

used in SSA2 model calculation. Then mean square slope in upwind can be expressed as: 
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𝑆𝑢
2 = ∫ ∫ 𝑘𝑥

2
∞

−∞

∞

−∞

Ψ(kx, ky) 𝑑𝑘𝑥 𝑑𝑘𝑦 

=  ∫ ∫ 𝑘2 cos2 𝜑 Ψ(𝑘, 𝜑)𝑘 𝑑𝑘 𝑑𝜑
𝜋

−𝜋

∞

0

 (2.27) 

The mean square slope in the crosswind direction can be expressed as: 

𝑆𝑐
2 = ∫ ∫ 𝑘𝑦

2
∞

−∞

∞

−∞

Ψ(kx, ky) 𝑑𝑘𝑥 𝑑𝑘𝑦 

= ∫ ∫ 𝑘2 sin2 𝜑  Ψ(𝑘, 𝜑)𝑘 𝑑𝑘 𝑑𝜑
𝜋

−𝜋

∞

0

 (2.28) 

The total mean square slope in omnidirectional context is: 

𝑆2 = 𝑆𝑥
2 + 𝑆𝑦

2 = ∫ ∫ (𝑘𝑥
2 + 𝑘𝑦

2)
∞

−∞

∞

−∞

Ψ(kx, ky) 𝑑𝑘𝑥 𝑑𝑘𝑦 

= ∫ ∫ 𝑘2 Ψ(𝑘, 𝜑)𝑘 𝑑𝑘 𝑑𝜑
𝜋

−𝜋

∞

0

 

= ∫ 𝑘2𝑊(𝑘) 𝑑𝑘
∞

0

 (2.29) 

The factor in the integral 𝑘2𝑊(𝑘) is called the omnidirectional slope spectrum. The mean 

square slope can be applied to KA-GO model. 

 

2.4 Effect of Roughness on Scattering 

The effect of ocean surface roughness on EM wave scattering can be illustrated using 

the light of sunset reflected off the water surface in Figure 2.2. The left picture shows the 

specular scattering of the sunset optical light on a smooth lake surface. The whole image 
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of the sun can be seen in the specular point. As the roughness increases, the image of sun 

at the specular point begins to fade and spread in a larger area. On a very rough ocean 

surface, an area on the ocean surface is illuminated as shown in the right picture. The area 

is called Glistening Zone. The width and length of the glistening zone depends on the 

surface roughness and increases as the surface becomes rougher. 

 

 

Figure 2.2 Smooth (Left) vs rough scattering (Right). Left picture was taken by Garrison, 

2022, IEEE Courses Program, Reflectometry using GNSS and Other Sources of 

Opportunity (GNSS+R) [31]. Right picture was taken 2019 East China Sea, Chongming 

Island 

 

The shape of a DDM changes corresponding to the spreading of the glistening zone 

illuminated by GNSS or SoOp EM waves. Figure 2.3 illustrates how the delay waveform 

of DDM (zero doppler frequency cut) is affected by the roughness of the ocean surface. 

For a smooth surface, only the signal from specular reflection is received, and the 

waveform is similar to the autocorrelation function at a certain delay. As the roughness of 

the ocean surface increases, less coherent power is reflected from the specular point which 
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results in a lower peak in the waveform, while more incoherent power is scattered in the 

glistening zone with larger delay which results in lower slopes of the Leading- and 

Trailing-Edge. Traditional methods of retrieving the surface roughness and ocean surface 

windspeed always utilize the sensitivity of the Leading-Edge Slope, Peak Delay, or 

Trailing-Edge Slope of the waveform. 

 

 

Figure 2.3 Effect of surface scattering on DDM. The top picture shows the specular 

reflection from a smooth surface and corresponding DDM peaked at delay τ_s. The 

middle picture shows the shape of DDM from a moderately rough surface. The bottom 

one shows the shape of DDM from a very rough surface. Source: [25] 
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Chapter 3: Modeling of S-band SoOp Reflectometry 

This section will introduce a modeling approach for airborne S-band SoOp 

Reflectometry. The model aims at simulating DDMs at different windspeeds and 

geometries using MATLAB scripts. A geometry and coordinate system based on spherical 

Earth-Centered-Earth-Fixed (ECEF) model will be introduced in Section 3.1. 

 

 

Figure 3.1 Specular Geometry of airborne GNSS+R considering the effect of spherical 

earth. 

 

Based on this geometry, the specular point location will be determined. A surface grid 

surrounding the specular point is then created, and the scattering geometry, doppler 
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frequency shift and time delay of signals are determined for each surface patch (Section 

3.2). The KA-GO and SSA2 scattering models can then be chosen to apply to the simulator 

to evaluate the NRCS of each simulated surface patch (Section 3.3). The antenna pattern 

of the airborne receiver is modeled as a Gaussian beam (Section 3.4). The SNR of signals 

reflected off each surface patch are then calculated based on equation (2.4) and used to 

create a Delay Doppler Map using equation (1.2) (Section 3.5). 

 

3.1 Geometry of GNSS+R Model 

The geometry discussed in Section 2.1 only describes a local coordinate system which 

assumes a flat earth model. An ECEF coordinate system is introduced to model the 

GNSS+R off specular geometry as shown in Figure 3.1. The goal is to calculate the 

specular incident and reflection angles given the geolocation of the transmitter and receiver 

based on this coordinate system. In this coordinate system, origin is placed at the center of 

the earth. The earth center, receiver and transmitter define the xz-plane as the plane of 

incidence and the z axis points to the normal direction of the specular point (�̅�𝑠𝑝 = �̂�𝑅, 𝑅 

is the earth radius). The specular geometry in the plane satisfies: 

�̂� ⋅ �̂� = �̂� ⋅ �̂� (3.1) 

where �̅� and �̅� are vectors pointing from the specular point to the transmitter and receiver: 

�̅� = �̅�R − �̅�𝑠𝑝 = −�̂�𝑅𝑅 sin(𝛼) + �̂�(𝑅𝑅 cos(𝛼) − 𝑅) (3.2) 

�̅� = R̅T − �̅�𝑠𝑝 = �̂�𝑅𝑇 sin(𝛾 − 𝛼) + �̂�(𝑅𝑅 cos(𝛾 − 𝛼) − 𝑅) (3.3) 

where R̅T and �̅�R are vectors point from origin to the transmitter and receiver: 

�̅�R = (−�̂� sin(𝛼) + �̂� cos(𝛼)) ⋅ 𝑅𝑅 (3.4) 
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R̅T = (−�̂� sin(𝛾 − 𝛼) + �̂� cos(𝛾 − 𝛼)) ⋅ 𝑅𝑅 (3.5) 

By solving the specular condition in (), the relation between incident angle 𝜃, 𝛾, and 𝛼: 

𝛾 = 2𝜃 − sin−1(𝑟𝑡 sin(𝜃)) − sin−1(𝑟𝑟 sin(𝜃)) (3.6) 

𝛼 = 𝜃 − sin−1(𝑟𝑟 sin(𝜃)) (3.7) 

where 𝑟𝑟 =
𝑅

𝑅𝑅
, 𝑟𝑡 =

𝑅

𝑅𝑇
. The value of 𝛾 can be obtained once the latitude, longitude, and 

altitude of both receiver and transmitter are known, then 𝜃 and 𝛼 can be evaluated through 

equations (3.6) and (3.7). With these angles, the specular delay can be calculated: 

𝐷𝑟,𝑠𝑝 = |�̅�| = 𝑅𝑅√sin2(𝛼) + (cos(𝛼) − 𝑟𝑟)2 (3.8) 

𝐷𝑡,𝑠𝑝 = |�̅�| = 𝑅𝑇√sin2(𝛾 − 𝛼) + (cos(𝛾 − 𝛼) − 𝑟𝑡)2 (3.9) 

 

 

Figure 3.2 Evaluation of angles at scattering points in the spherical earth 
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Now moving off the specular to a point on the earth sphere (𝑅, 𝜃′, 𝜙′), the incident, 

scattering, and out-of-plane angles are calculated based on the geometry shown in Figure 

3.2. Here, the surface point in this spherical coordinate can be transformed to cartesian 

coordinates by: 

�̂�′ = �̂� sin(𝜃′) cos(𝜙′) + �̂� sin(𝜃′) sin(𝜙′) + �̂� cos(𝜃′) 

𝜃′ = �̂� cos(𝜃′) cos(𝜙′) + �̂� cos(𝜃′) sin(𝜙′) − �̂� sin(𝜃′) (3.10) 

�̂�′ = −�̂� sin(𝜙′) + �̂�cos (𝜙′) 

Now 

�̅�′ = �̅�𝑇 − 𝑅 ⋅ �̂�′ (3.11) 

�̅�′ = �̅�𝑅 − 𝑅 ⋅ �̂�′ (3.12) 

and 

cos(𝜃𝑖) = �̂�′ ⋅ �̂�′ =
�̂�′ ⋅ �̅�𝑇 − 𝑅

|�̅�𝑇 − 𝑅 ⋅ �̂�′|
 (3.13) 

cos(𝜃𝑠) = �̂�′ ⋅ �̂�′ =
�̂�′ ⋅ �̅�𝑅 − 𝑅

|�̅�𝑅 − 𝑅 ⋅ �̂�′|
 (3.14) 

where �̂� is the unit vector to points on surface grid from the origin, and �̅�′  and �̅�′ are 

vectors pointing from a surface point to transmitter and receiver respectively. To get the 

out-of-plane angle, �̅�′ and �̅�′ are projected into horizontal components �̅�𝐻
′  and �̅�𝐻

′ , and the 

angle 𝜂 between them is: 

cos(𝜂) =
�̅�𝐻

′ ⋅ �̅�𝐻
′

|�̅�𝐻
′ ||�̅�𝐻

′ |
 (3.15) 
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3.2 Modeling of Surface Grid 

Surface grids points surrounding the specular point are created to evaluate the 

scattering geometry, delay and doppler shift for all surface patches. The size of each surface 

patch should be small enough to evaluate the integral in equation (2.4) correctly, but large 

enough to capture all statistical information of the surface patch.  

A surface grid is created in a polar coordinate centered at the specular point. The 

surface grid contains delays (relative to specular delay) ranging from 0 to7.5 km. The range 

delay can be obtained from the number of range bins by: 

𝑅𝑑𝑒𝑙𝑎𝑦 = Δ𝑅 ⋅ 𝑛𝑟𝑎𝑛𝑔𝑒 𝑏𝑖𝑛𝑠 (3.16) 

where Δ𝑅 is the range resolution. The total range of delay 𝑟′ is then divided into 6400 

pieces. The polar angle 𝜑′ of surface grids ranges from 0 to 360 degrees with an increment 

of 4 degrees. Because of the effect of earth curvature, the surface points are scaled by a 

factor when converted to cartesian coordinates: 

𝑥 = √
2

𝜆
𝑓1𝑥𝑟′ cos(𝜑′) (3.17) 

𝑦 = √
2

𝜆
𝑓1𝑦𝑟′ sin(𝜑′) (3.18) 

where 𝜆 is the EM wavelength, and the first Fresnel zone radius along x and y are expressed 

as: 

𝑓1𝑥 =
𝑓1

𝑑𝑥 cos(𝜃)
 (3.19) 

𝑓1𝑦 =
𝑓1

𝑑𝑦
  (3.20) 
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And the First Fresnel zone radius and the spherical earth divergence parameter x and y are 

expressed as: 

𝑓1 = √
𝜆𝐷𝑡,𝑠𝑝𝐷𝑟,𝑠𝑝

𝐷𝑡,𝑠𝑝 + 𝐷𝑟,𝑠𝑝
 (3.21) 

𝑑𝑥 = √1 +
2𝑓1

2

𝑅 cos(𝜃)𝜆
 (3.22) 

𝑑𝑦 = √1 +
2𝑓1

2 cos(𝜃)

𝑅 𝜆
 (3.23) 

The area of a surface patch is then: 

𝑑𝐴 =
Δ𝑅𝑑𝑒𝑙𝑎𝑦𝑓1𝑥𝑓1𝑦Δ𝜑′

𝜆 cos(𝜃′)
 (3.24) 

 

 

Figure 3.3 Discrete surface grid that will be simulated in MATLAB 
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Figure 3.3 plots the surface grid simulated in MATLAB with 45 degrees specular 

reflection angle, 35800 km GEO satellite altitude, 2500m aircraft altitude, and 2345MHz 

S band carrier frequency in cartesian coordinate. The pattern also shows the curvature of 

earth in the scale of tens of kilometers. 

The local surface grid cartesian coordinate (x, y) can be transferred to ECEF spherical 

coordinates (𝜃′, 𝜙′) using: 

                𝜃′ = sin−1 (
√𝑥2 + 𝑦2

𝑅
) (3.25) 

𝜙′ = tan−1 (
𝑦

𝑥
) (3.26) 

 

 

Figure 3.4 Points in the Bistatic Hemisphere mapped from surface points 
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After transferring the coordinate system, scattering angles 𝜃𝑖  , 𝜃𝑠 and 𝜂 can be determined 

for each surface point using equation (3.13) to (3.15).  

These surface points can also be mapped into a bistatic hemisphere to show the 

scattering effects with respect to angles. The bistatic hemisphere transfers scattering angles 

to a plane with axis of sin(𝜃𝑠) cos(𝜂) and sin(𝜃𝑠) sin(𝜂), shown in Figure 3.4. The upper 

and lower hemisphere are symmetric. 

The delay and doppler shift of the EM wave scattered from each surface patch can be 

evaluated through this geometry. Delay is: 

𝐷′ = |�̅�′| + |�̅�′| (3.27) 

To calculate the doppler shift, the velocity of the transmitter and receiver are defined 

in the horizontal plane respectively, as shown in Figure 3.1. In the ECEF cartesian 

coordinate system, the velocity of transmitter and receiver can be expressed as: 

𝑉�̅� = 𝑉𝑇(�̂� cos(𝛾 − 𝛼) cos(𝜑𝑡𝑣) + �̂� sin(𝜑𝑡𝑣) − �̂� sin(𝛾 − 𝛼) cos(𝜑𝑡𝑣)) 

𝑉�̅� = 𝑉𝑟(�̂� cos(𝛼) cos(𝜑𝑟𝑣) + �̂� sin(𝜑𝑡𝑣) − �̂� sin(𝛼) cos(𝜑𝑟𝑣))  

where 𝑉𝑇 and 𝑉𝑟 are the instantaneous speeds of transmitter and receiver. 𝜑𝑡𝑣 and 𝜑𝑟𝑣 are 

azimuthal angles of velocity with respect to the plane of incidence (xz-plane) and oriented 

counterclockwise when looking down. Then the specular doppler shift can be evaluated by: 

𝑓𝑑,𝑠𝑝 =
1

𝜆

𝑑

𝑑𝑥
(|�̅�| + |�̅�|)  

=
1

𝜆
(

�̅�

|�̅�|
⋅ 𝑉�̅� +

�̅�

|�̅�|
⋅ 𝑉�̅�) (3.28) 

Similarly, the doppler shift of each surface point other than specular can be evaluated by: 
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𝑓𝑑 =
1

𝜆

𝑑

𝑑𝑥
(|𝐴′̅| + |𝐵′̅̅ ̅|) 

=
1

𝜆
(

𝐴′̅

|𝐴′̅|
⋅ 𝑉�̅� +

𝐵′̅̅ ̅

|𝐵′̅̅ ̅|
⋅ 𝑉�̅�) (3.29) 

 

 

Figure 3.5 Simulation results of scattering angles, delay, and doppler frequency on each 

surface point. In this scenario, assume that the satellite is staying in the GEO orbit at 

35800 km altitude with a transmitter generates 2.345 GHz EM wave. The airborne 

receiver is moving at 2.5 km altitude, 78m/s speed along the intersection of the plane of 

incidence and horizontal plane. The specular angle is assumed to be 45 degrees. 
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Figure 3.5 shows the simulation results of the scattering angles (𝜃𝑖, 𝜃𝑠, 𝜂), and delay 

and doppler shift on all surface points. In this scenario, assume that the satellite is in a GEO 

orbit at 35800 km altitude with a transmitter generating a 2.345 GHz EM wave. The 

airborne receiver is moving at 2.5 km altitude, 78m/s speed along the intersection of the 

plane of incidence and horizontal plane. The specular angle is assumed to be 45 degrees. 

The top left figure shows the distribution of incident angle 𝜃𝑖 at each scattering point. The 

angle changes in a range within 45 ± 0.1 degrees because of the high altitude of the 

satellite, which implies that the incident angle can be approximated as a constant value. 

The top right and bottom left figures show the scattering angle 𝜃𝑠 and the out-of-plane 

angle 𝜂 of each surface grid point. The bottom right figure shows the contour of delay and 

doppler shift on the surface grid. Because of the bistatic radar geometry, the iso-delay line 

shows an elliptical pattern, while the iso-doppler line shows a hyperbolic pattern.  

 

3.3 NRCS Simulation 

As indicated in equation (2.3), estimation of received power and magnitude of DDMs 

requires NRCS as a function of incident and scattering angles (i.e. 𝜃𝑖 , 𝜃𝑠 , 𝜂) and other 

parameters. The goal is to estimate the NRCS value of each surface patch using the 

scattering models.  

The first model applied in the code is KA-GO. The scattering model has been 

discussed in Section 2.2.1. The RL col-pol NRCS 𝜎𝑅𝐿 can be evaluated through equation 

(2.5) with Katzberg’s MSS model and a sea relative permittivity of 71.3674 -45.2786i at S 

band (2.345GHz).  
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The second model applied in the code is SSA2. Because of the high time complexity, 

SSA2 NRCS values are pre-tabulated using the code provided by Prof Joel Johnson. The 

incident angle of each surface point is approximated as a constant because of the small 

variation shown in Figure 3.5. The SSA2 lookup table has the dimension of 8 × 85 × 181 

which are wind speeds ranging from 1 to 8 𝑚/𝑠, scattering angles 𝜃𝑠 ranging from 0 to 84 

degrees with 1 degree increment, and out-of-plane angle 𝜂 ranging from 0 to 180 degrees 

with 1 degree increment. It should be noted that SSA may not be reliable for near grazing 

angles. Elfouhaily’s ocean spectrum is used in the NRCS computation. Other parameters 

are recorded in Table 3-1. 

Table 3-1 Parameters of SSA2 Table 

Parameter Names Values 

Frequency 𝑓 2.345 GHz 

Relative Permittivity 𝜖 71.3674 -45.2786i 

Upper Cutoff Wave Number 𝑘𝑢 2 ⋅
2𝜋

𝜆
  

Lower Cutoff Wave Number 𝑘𝑙 
𝜋

0.9𝑢10
2   * 

Inverse wave age 𝑊𝑖𝑛𝑣 0.84 (for fully developed sea) [30] 

Wave Size 𝑊𝑠 0.9 × 1.5𝑢10
2  

Surface Size Scale Factor 𝐾𝑎𝑐𝑐 
[log2

𝑊𝑠

32𝜆
] 

Sampling Number Scale Factor 𝑥𝑎𝑐𝑐 -2 or -1 for 𝑢10 larger or smaller than 2 

*𝑢10 represents the windspeed at 10 m height over the ocean surface 
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The total number of points simulated in the code is: 

𝑁 = 16 ×
𝑊𝑠

𝜆
× 2𝑋𝑎𝑐𝑐  (3.30) 

The sampling number factor 𝑥𝑎𝑐𝑐 controls the number of sampled points in the code. As 

the windspeed increases, the sampling number grows geometrically, which entails a longer 

computation time. A complete SSA2 table for this simulation model requires a computation 

time more than 40 hours. Therefore, the parallel computation tools implemented in 

MATLAB are also used to reduce the time for computation. 

 

 

Figure 3.6 NRCS predicted by SSA2 on bistatic hemisphere (upper left), surface (bottom 

left), by GO on bistatic hemisphere (upper right), surface (lower right) in RL polarization 
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With these two scattering models, the predicted NRCS values can be plotted on 

surface grids and bistatic hemisphere for comparison. Assume the same scenario described 

in Section 3.2 and a windspeed of 3 m/s, the simulated NRCS results are plotted in Figure 

3.6. Predicted NRCS values in RL polarizations are plotted in surface (lower row) and 

bistatic hemisphere (upper row) by SSA2 (Left column) and GO (Right column). While 

the NRCS predicted by the two models are almost identical near the specular region (where 

cross sections are maximum), the accuracy of GO predictions degrades further from 

specular due to the model’s failure to account for “tilted Bragg” scattering contributions. 

The SSA2 captures these effects, making it of interest for the thesis’ purposes in examining 

out-of-plane scattering. 

 

 

Figure 3.7 Gaussian Beam Antenna Gain Pattern 
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3.4 Modeling of Antenna 

The antenna gains of both transmitter and receiver need to be modeled for 𝐺𝑡 and 𝐺𝑟 

in equation (2.4). The satellite is assumed to have a constant gain over the area of interest. 

The value of 𝑃𝑡𝐺𝑡, the product of transmitted power and transmitter antenna gain, known 

as Equivalent Isotropically Radiated power (EIRP), is set to 67 dBW.  

The receiver antenna is modeled as a Gaussian beam looking straight down. The 

Gaussian beam pattern can be expressed as: 

𝐺(𝜃) =
1

𝐴
𝑒

−(
𝜃

𝜃3𝑑𝐵
)

2

ln(2)
 (3.31) 

where 𝜃3𝑑𝐵  defines the antenna 3dB beamwidth for Gaussian beam, and 
1

𝐴
 defines the 

antenna maximum gain. Using the definition of antenna radiated power [32]: 

4𝜋 = ∫ 𝑑𝜃 sin(𝜃)
𝑝𝑖

0

∫ 𝑑𝜙
𝐺(𝜃)

𝐺𝑚𝑎𝑥

2𝜋

0

 (3.32) 

then the relationship between 𝜃 and 𝐴 can be derived: 

𝐴 =
𝜃3𝑑𝐵

2

4 ln(2)
 (3.33) 

The pattern is independent of 𝜙 angle since it is assumed to be isotropic in azimuthal 

direction. The antenna gain pattern is plotted vs elevation angle 𝜃 in Figure 3.7, assuming 

a maximum gain of 3 dB. It can be verified that 3 dB gain entails a 3dB angle at 67.5 

degrees, which is labeled on the plot. The elevation angle 𝜃 of the antenna of each surface 

point can be estimated by 𝜃 = cos−1(�̂�′ ⋅ �̂�). Then the antenna gains for signals at each 

surface patch can be calculated and plotted as shown in Figure 3.8.  
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Figure 3.8 Gaussian Beam Antenna Gain Pattern projected on simulated surface 

 

3.5 Generate Modeled DDM 

Generating the final modeled DDM requires numerical evaluation of the integral in 

equation (2.4). The surface integral can be evaluated by adding up all received incoherent 

power reflected by each surface patch: 

𝑃𝑟 =
𝜆2

(4𝜋)3
∑

𝑃𝑒𝑖𝑟𝑝𝐺𝑟(𝜃𝑛)

|�̅�𝑛
′ |2|�̅�𝑛

′ |2
𝜎(𝜃𝑠𝑛, 𝜂𝑛)𝑑𝐴

𝑁

𝑛=1

 (3.34) 

where n represents nth surface patch. Using the methods described in Section 3.2 to Section 

3.4, 𝑃𝑟 can be evaluated numerically. Then the SNR can be evaluated by: 

𝑆𝑁𝑅 =
𝑝𝑟

𝑃𝑁
 (3.35) 

where the noise power 𝑃𝑁 can be estimated by: 

𝑃𝑁 = 𝐹𝑘0𝑇𝐴𝐵 (3.36) 
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with F the noise figure modeled as 3dB in the simulation, 𝑘0  the Boltzmann Constant 

known as 1.38 × 10−23𝐽/𝐾, 𝑇𝐴 the antenna temperature is 290K, and B the bandwidth of 

the signal, is 2 MHz.  

 

 

Figure 3.9 Simulated Delay Doppler maps by GO (left) and SSA2 (right) models. 

 

The estimated SNR values on all surface patches are mapped to a delay-doppler 2D 

array to calculate the accumulated SNR in each delay-doppler bin. Each delay-doppler bin 

represent a certain value of delay and doppler relative to the specular delay and specular 

doppler shift. The direct link of the transmitter and receiver is approximately parallel to the 

link of specular point and transmitter because the altitude of the satellite is high, so the 

specular doppler shift can be considered as same as that of the referral direct transmission. 

The delay can be estimated by circularly shifting the DDM matrix after solving the 

geometry and comparing with measurements. Once the delay and doppler bins are filled, 

DDM (GO) DDM (SSA2) 
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the raw array is convolved with the ambiguity function of the baseband signal. Here, the 

ambiguity function is assumed to have the similar form like that of GNSS described by 

equation (1.3) and Figure 1.4. The convolution can be done using the Fast Fourier 

Transform. The simulated Delay Doppler Map generated by GO and SSA2 models are 

plotted in Figure 3.9, assuming the same scenario described in Section 3.2 with a 

windspeed of 6 m/s. In these plots, the scales of their magnitude are adjusted to be the same. 

Both DDMs show a strong SNR along the vertical main branch near the zero doppler line, 

and vertical ripples caused by aliasing spread out the doppler axis. The main difference lies 

in the side branch where SSA2 model predicts a much stronger SNR than GO model, which 

will be analyzed in Chapter 5. Besides the DDM, the delay waveform in the zero doppler 

cut of the DDM based on GO model is plotted in Figure 3.10.  

 

 

Figure 3.10 Simulated Delay waveform at 6 m/s windspeed 

Range (km) 

S
N

R
 (

d
B

) 



51 

 

The waveform shows a pattern of leading-edge, peak power, and trailing edge as in Figure 

2.3. It should be noted that the simulation result of the falling edge depends on the size of 

the simulated surface, so a more accurate result requires a larger simulated surface size. 
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Chapter 4: S Band SoOp Reflectometry Experiment Dataset 

Besides reflectometry based on GNSS and GPS satellites, researchers are exploring 

the possibility of using SoOp from commercial satellites for ocean remote sensing. S-band 

ocean surface delay doppler maps (DDMs) were acquired by an airborne signals of 

opportunity receiver developed by Purdue University in the 2016 Maine and 2017 Carolina 

Offshore Airborne experiments of the Naval Research Laboratory (NRL) [23]. The datasets 

include measurements of RL and LL polarizations using Geostationary S-Band Satellite 

Digital Audio Radio Service (Operated by SiriusXM) transmission reflections for offshore 

locations having a variety of wind speeds. The campaigns provide a good dataset for 

evaluating the simulator discussed in Chapter 3 and analyzing out-of-plane scattering 

effects. In this chapter, details of the experiment are introduced in Section 4.1. The 

measured antenna pattern shows that the pattern was affected by the mounting plane on the 

aircraft, and a more sophisticated way to incorporate the measured pattern into the 

simulator is discussed in Section 4.2. Then, the processing of the I/Q channel of the receiver 

and cross-correlation of measure data to generate DDMs is discussed in Section 4.3. 

 

4.1 Basic Information 

The Navel Research Lab deployed a combined GPS/XM dual-pol receiver in two 

campaigns (2016 in Maine and 2017 in North Carolina). The goal was to utilize the 
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reflected signals of the XM3 (Rhythm) and XM4 (Blue) satellites from ocean surface to 

verify the feasibility of retrieving the windspeed through S-band SoOp reflectometry.  

 

 

Figure 4.1 Subsatellite points for the XM3 and XM4 satellites and aircraft locations in the 

Maine (LL pol) and Carolina (RL pol) experiments 

 

The XM3 and XM4 satellites broadcast digital audio radio services to audience in 

North America. The two satellites operate near 2.345 GHz with a 2 MHz bandwidth and 

are used as the SoOp. Satellite orbit information is retrieved by Two Line Elements (TLE) 

files provided by the System Tool Kit software. From the retrieved data summarized in 

Table 4-1, the two satellites are both geostationary. Their geographic positions and the 

aircraft locations in the two experiments are shown in Figure 4.1. 
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Table 4-1 Satellite Orbit Information 

The aircraft’s geographic information can be retrieved by parsing the GPS RMC 

(GPRMC) strings recorded during the campaigns. The essential information that will 

determine the model parameters in GPRMC and GPGGA format is summarized in Table 

4-2. 

Table 4-2 Selected GPRMC and GGA geographic information 

parameter note 

time UTC, hhmmss (RMC) 

status Position is valid or invalid (RMC) 

latitude Latitude in DDMM.MMMM (RMC) 

Latitude direction North (+), South (-) (RMC) 

longitude Longitude in DDDMM.MMMM (RMC) 

longitude direction East (+), West (-) (RMC) 

Continued 

parameters (mean) XM3 XM4 

latitude (deg) 0 0°0'50"S 

longitude (deg) 85°5'41"W 115°19'7"W 

altitude (km) 35788.16 35785.06 

latitude rate (km/s) 0.000  0.000  

longitude rate (km/s) 0.000  0.000  

altitude rate (km/s) -2.99E-05 6.00E-05 
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Table 4-2 continued 

With the information of time, latitude, and longitude in the GPS data, the flight paths in 

the two campaigns can be plotted. The first row in Figure 4.2 plots the flight paths in the 

2017 Campaign in which a RL col-pol receiver was used. The left (a), middle (b), and right 

(c) figures in the first row plot the flight paths when the RL-pol data was acquired on 

5/7/2017 19:56:19-21:38:52 UTC, 5/8/2017 13:01:07-15:41:33 UTC, and 5/9/2017 

13:11:08-15:45:17 UTC respectively. The second row in Figure 4.2 plots the flight paths 

in 2016 campaign in which a LL cross-pol receiver was used. The left (a), middle (b), and 

right (c) figures in the first row plot the flight paths when the RL-pol data was acquired on 

3/5/2016 9:9:26-12:18:22 UTC, 3/11/2016 12:31:44-16:33:36, and 3/13/2016 1:55:30-

6:56:03. All data was recorded and stored in two binary files per second. It should be noted 

that GPGGA data was not recorded during the 2016 Maine campaign, which makes it hard 

to retrieve the accurate instantaneous aircraft speed and tracking angle. Therefore, the 

emphasis of this thesis is put on the 2017 dataset.  

  

Altitude Altitude, m (GGA) 

speed Speed over ground in knots (RMC) 

track Tracking angle w.r.t North (clockwise) (RMC) 
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Figure 4.2 Selected flight paths in the 2017 and 2016 NRL RL col-pol and LL cross-pol receiver campaigns. a) 5/7/2017 RL pol; b) 

5/8/2017 RL pol; c) 5/9/2017 RL pol; d) 3/5/2016 LL pol; e) 3/11/2016 LL pol; f) 3/13/2016 LL pol. 

(c) 

(e) (d) 

(a) (b) 

(f) 



57 

 

4.2 Antenna Pattern Properties 

In Chapter 3, a Gaussian beam model was applied for the receiver’s antenna. In this 

section, the real antenna pattern will be investigated, and a more sophisticated antenna 

modeling approach is introduced.  

 

 

Figure 4.3 XM, GPS, and NRL Salinity Temperature and Roughness Remote Scanner 

(STARRS) Antenna mounted on the bottom of the aircraft in the campaign (Left). XM 

RH & LHCP Reflectometer Antenna mounting (Right). Photo was taken by Garrison et al 

in 2016. 

 

The Antenna was mounted on the bottom of the aircraft in these two campaigns as 

shown in Figure 4.3. When Zhang et al. retrieve the ocean surface windspeed through 

traditional models, their results show a strong correlation with flight heading direction 

because of the anisotropic antenna pattern caused by mounting plate [23]. The effect of the 

mounting plate on the antenna gain pattern was confirmed by measuring the pattern through 

an antenna testing company (https://antennatestlab.com/). Figure 4.4 shows the definition 

of the spherical coordinate system used to test the antenna. Here �̂� is defined as the axis 
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looking towards the earth in normal installation on aircraft, also called “Boresight” or 

“Normal axis”, while �̂� is defined as the forward direction of the aircraft. In the dataset, 

the antenna gain’s magnitude and phase at horizontal and vertical directions are tested for 

𝜃 angles from 0 to 180 degrees with 5 degrees increment and 𝜙 angles from 0 to 360 

degrees with 5 degrees increment. The results show that the antenna nominally measures 

in RHCP, but in fact the H and V polarization gain differs in all directions as shown in 

Figure 4.5. The upper two plots show the normalized antenna H-Pol and V-Pol amplitude 

patterns in the upper hemisphere (plotted versus 𝑘𝑥 = sin (𝜃)cos (𝜙)  and 𝑘𝑦 =

sin (𝜃)sin (𝜙)). The lower two plots illustrate the H-Pol and V-Pol pattern phases in 

degrees. Since the H-Pol and V-Pol gain of the antenna are quite different in all directions, 

the antenna pattern cannot be approximated as purely RHCP, and polarization effects must 

be considered in the model. Here, two methods of modeling the antenna gain are discussed.  

 

Figure 4.4 Spherical coordinate system in antenna testing 
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Figure 4.5 Antenna H-Pol Gain (upper left), V-Pol Gain (upper right), H-Pol Phase 

(lower left), V-Pol Phase (lower right) 

 

4.2.1 Modeling Method 1: RH and LHCP Antenna 

The antenna gain can be expressed using a linear combination of two orthogonal basis 

vectors (horizontal and vertical) which can be expressed withs: 

𝐸𝑣 = √𝐺𝑣𝑒𝑖𝜑𝑣  (4.1) 

𝐸ℎ = √𝐺ℎ𝑒𝑖𝜑ℎ  (4.2) 
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where 𝐸𝑣 and 𝐸ℎ represent quantities proportional to the V and H radiated fields and 𝐺𝑣 

and 𝐺ℎ represent the V and H gain of power; and 𝜑𝑣 and 𝜑ℎ represent the phase of the 

corresponding fields.   First project the H and V basis onto a RH and LHCP basis: 

𝐸𝑙 =
𝐸𝑣 + 𝑖𝐸ℎ

√2
 (4.3) 

𝐸𝑟 =
𝐸𝑣 − 𝑖𝐸ℎ

√2
 (4.4) 

Then the RH and LHCP power gain 𝐺𝑟 and 𝐺𝑙 can be calculated by taking the absolute 

value and then squaring the RH and LHCP fields𝐸𝑟  and 𝐸𝑙 . With the power gain as a 

function of 𝜃  and 𝜑 , the product of 𝐺𝑟(𝜃𝑛)  and 𝜎(𝜃𝑠𝑛, 𝜂𝑛)  in equation (3.34) can be 

replaced by: 

𝐺𝑟,𝑟𝑙(𝜃𝑛)𝜎𝑟𝑙(𝜃𝑠𝑛, 𝜂𝑛) + 𝐺𝑟,𝑙𝑙(𝜃𝑛)𝜎𝑙𝑙(𝜃𝑠𝑛, 𝜂𝑛) (4.5) 

which take both RL col-pol and LL cross-pol into account.  

 

 

Figure 4.6 Calibrated RH and LHCP Antenna gain 
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It should be noted that the gain in the dataset includes both antenna gain and amplifier 

gain, and the amplifier gain needs to be eliminated in the model. To find the amplifier gain, 

the total antenna gain is calculated, then it is subtracted it from the total gain in the dataset. 

The total gain in the dataset is given by  

𝐺0,𝑡𝑜𝑡 = √𝐺0,𝑟
2 + 𝐺0,𝑙

2  (4.6) 

where 𝐺0,𝑟  and 𝐺0,𝑙  are provided by the dataset. Then, antenna maximum gain can be 

calculated by using the fact [32]: 

4𝜋

𝐺𝑚𝑎𝑥
= ∫ ∫ 𝑔(𝜃, 𝜙) sin(𝜃) 𝑑𝜃𝑑𝜙

360°

𝜙=0

180°

𝜃=0

 (4.7) 

where 𝑔(𝜃, 𝜙)  is the normalized antenna gain pattern. The integral can be evaluated 

numerically by assuming that 𝑔(𝜃, 𝜙)  is a constant in the region of (𝜃𝑛, 𝜃𝑛 +

5°) × (𝜙𝑛, 𝜙𝑛 + 5°): 

4𝜋

𝐺𝑚𝑎𝑥
= ∑ ∑ 𝑔(𝜃𝑛, 𝜙𝑛)

𝜙𝑛𝜃𝑛

∫ ∫ sin(𝜃𝑛)

𝜃𝑛+5°

𝜃𝑛

𝑑𝜃𝑛𝑑𝜙𝑛

𝜙𝑛+5°

𝜙𝑛

 

= ∑ ∑ 𝑔(𝜃𝑛, 𝜙𝑛)

𝜙𝑛𝜃𝑛

[cos(𝜃𝑛) − cos(𝜃𝑛 + 5°)]
5𝜋

180
  (4.8) 

Therefore, the amplifier gain can be found by: 

𝐺𝐴 = 𝐺0,𝑡𝑜𝑡,𝑚𝑎𝑥 − 𝐺𝑚𝑎𝑥 (4.9) 

and finally, the RH and LHCP antenna gain can be calculated by subtracting the amplifier 

gain. The RH and LHCP antenna gain are plotted in figure 4.6, and the 𝜙 = 0 cut of the 

antenna pattern is plotted in figure 4.7. The LHCP cross-pol gain is approximately 10 dB 
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lower than RHCP col-pol gain. The difference between them is not small enough to be 

ignored. 

 

 

Figure 4.7 𝜙 cut of antenna pattern 

 

4.2.2 Modeling Method 2: Gain-NRCS Product 

A more sophisticated way to model the antenna pattern is to consider the effect of 

antenna gain and phase on scattering. A new quantity, the Gain-NRCS product, is derived 

from the scattering matrix to consider antenna polarization effects. To begin, received 

fields from the antenna are written in terms of linear-basis surface scattering matrix scaled 

by the antenna H-pol and V-pol amplitude gains: 

[
𝐸𝑟ℎ

𝐸𝑟𝑣
] = [

√𝐺ℎℎ𝑒𝑖𝜑ℎ 0

0 √𝐺𝑣𝑣𝑒𝑖𝜑𝑣
] ⋅ [

𝑆ℎℎ 𝑆ℎ𝑣

𝑆𝑣ℎ 𝑆𝑣𝑣
] ⋅ [

𝐸𝑖ℎ

𝐸𝑖𝑣
]  (4.10) 

where 𝐺ℎℎ and 𝐺𝑣𝑣 are horizontal gain and vertical gain provided in the dataset. The second 

matrix on the right side is the scattering matrix, where 
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𝜎𝛼𝛽 = 〈|𝑆𝛼𝛽|
2

〉 (4.11) 

and the correlation term 

𝜎𝛼𝛽𝛼′𝛽′ = 〈𝑆𝛼𝛽𝑆𝛼′𝛽′
∗ 〉 (4.12) 

where 𝛼 and 𝛽 represent the polarization states. A scattering matrix-antenna gain product 

is next defined as: 

𝑓𝛼𝛽 = √𝐺𝛼𝛼𝑒𝑖𝜑𝛼𝑆𝛼𝛽 (4.13) 

A matrix M projecting 𝑓𝛼𝛽  in the linear polarization basis into the 𝑓𝛼𝛽  in a circular 

polarization basis then be defined as: 

𝐹𝑐𝑖𝑟𝑐 = 𝑀𝐹𝑙𝑖𝑛 (4.14) 

Where  

𝑀 =
1

2
[

1 −𝑖 𝑖 1
1 𝑖 −𝑖 1
1 −𝑖 −𝑖 −1
1 𝑖 𝑖 −1

] (4.15) 

𝐹𝑐𝑖𝑟𝑐 = [

𝑓𝑟𝑟

𝑓𝑙𝑙

𝑓𝑙𝑟

𝑓𝑟𝑙

] , 𝐹𝑙𝑖𝑛 = [

𝑓ℎℎ

𝑓ℎ𝑣

𝑓𝑣ℎ

𝑓𝑣𝑣

] (4.16) 

The product of NRCS and antenna gain used in the previous DDM power computation can 

then be replaced by a new NRCS-Gain quantity, which includes the diagonal components 

of 𝐹𝑐𝑖𝑟𝑐𝐹𝑐𝑖𝑟𝑐
𝐻 , depending on the polarization state considered: 

𝐹𝑐𝑖𝑟𝑐𝐹𝑐𝑖𝑟𝑐
𝐻 = 𝑀𝐹𝑙𝑖𝑛𝐹𝑙𝑖𝑛

𝐻 𝑀−1 (4.17) 

The derivation of the equation (4.17) and matrix 𝑀 is shown in Appendix A. In this way, 

𝜎𝑟𝑙 ⋅ 𝐺𝑟 can be derived from the H and V gain from the dataset and takes polarization effect 

into account. The quantity will replace the product of NRCS and receiver’s gain in equation 
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(2.4) to evaluate the SNR. The H and V gain used are also processed following equations 

(4.6) to (4.9) to eliminate the amplifier gain. 

 

4.3 Generate Measured DDM 

The measured data obtained from the up the down-looking antennas are processed in 

MATLAB to generate delay waveforms and delay doppler maps. The signals were sampled 

and stored in the binary files with GPS data for each second. The received signals were 

sampled to I/Q channels at 4 MHz rate. An equiripple (Parks-McClellan) linear Phase FIR 

digital filter with Hilbert transform was applied to separate the sampled signals from the 

XM3 and XM4 satellites.  

 

Figure 4.8 XM3 & XM4 signals of channel 1 (direct transmission) & channel 2 (reflected 

from ocean surface) in frequency domain after sampling and filtering 
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Each of the sampled baseband signals of channel 1 (direct transmission) and channel 2 

(reflected from ocean surface) is separated into two signals for XM3 and XM4, and their 

DFT plots in Figure 4.8 show the 2 MHz bandwidth allocation.  

 

 

Figure 4.9 Delay waveform generated from measured XM3 & XM4 signals 

 

The number of samples used in the cross-correlation (40000) represents a coherent 

integration time 𝑇𝑖  of 10 msec for cross-correlation according to equation (1.1). 200 

samples of direct and reflected signals are retained in the delay window centered with the 

direct signal to generate the delay waveform by cross-correlation. Each two adjacent range 

bins are separated by a distance of 
𝑐

𝑓𝑠
, where 𝑐 is the light speed and 𝑓𝑠 is the sampling rate. 

Then 50 waveforms are incoherently averaged to plot the delay waveform, as shown in 
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Figure 4.9. Both of the signals received from the two satellites show two peaks: the main 

peak with a higher SNR at a greater delay because of the specular excess range compared 

with the direct path and a minor one with lower SNR at the zero delay because of the 

coupling effects of the up-looking and down-looking antennas.  

 

 

Figure 4.10 Measured DDMs in RL polarization from XM3 (upper left) and XM4 (upper 

right), LL polarization from XM3 (lower left) and XM4 (lower right) 
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Then DDMs can be generated according to the equation (1.1). A total of 51 doppler 

bins are retained to shift the doppler frequencies of the reflected signal which is cross-

correlated with the direct signal to generate the DDM. Two example RL-pol DDMs 

(measured in 2017 campaign) generated in this way are shown in the upper portion of 

Figure 4.10, with the magnitude of the DDM normalized to a 0 dB maximum in the plot. 

It can be observed that both the direct and reflected signals are evident following the cross 

correlation.  

Measured LL-pol DDMs (from 2016 campaign) were also computed and are plotted 

in Figure 4.10 lower left and right with normalized magnitude. As expected, the LL pol 

measurements have a lower SNR; the impact of the antenna polarization on the LL-pol 

DDMs will be investigated in Chapter 5. All of the DDMs show a second peak SNR near 

zero delay because of the coupling effect of the antenna. The analysis of the DDMs will be 

discussed in Chapter 5. 
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Chapter 5: Analysis of Model Results 

In this chapter, the DDM and surface scattering simulator introduced in Chapter 3 is 

applied to the XM reflectometry data from the NRL airborne campaigns. The reflectometry 

dataset appears to provide a good dataset for analyzing out-of-plane scattering effects and 

effects of antenna on polarizations. Previous analyses of these datasets have focused on the 

retrieval of wind speed from near specular portions of the DDMs based on KA-GO. In this 

thesis, with the help of the simulator, particular emphasis is placed on scattering effects 

outside the specular region used in the previous analyses by examining portions of the 

DDMs at significant delay and doppler offsets with respect to the specular point. In Section 

5.1, the measured DDMs obtained from 2017 RL col-pol receiver are compared with model 

predictions of the same. At this moment, the 2016 LL dataset is not used because the 

aircraft instantaneous velocity was not recorded during the campaign. In Section 5.2, 

mapping between DDMs, Bistatic Hemispheres and surface displayed by the simulator 

illustrates the out-of-plane scattering effects of the ocean surface. In Section 5.3, the effect 

of antenna on the shape of DDMs and polarizations is discussed. 

 

5.1 DDMs Shapes Comparison 

Given the measured airplane and satellites’ instantaneous positions and velocities, the 

required geometric description can be computed following the methods in Section 3.1 for 
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each one-second product in the simulator. The airplane’s time, positions (latitude, 

longitude, altitude), velocity, and heading direction can be obtained by parsing the GPGGA 

and RMC data described in Section 4.1. The XM3 and XM4’s geoinformation which 

includes their time, latitude, longitude, altitude, velocity along them in the LLA (latitude, 

longitude, altitude) geographic coordinate can be obtained through satellite orbit 

simulation based on Two Line Elements in the STK software. Because of the large  

 

 

Figure 5.1 evaluate the specular incident angles of XM3 and XM4 numerically by 

iterating the specular point along the earth curve. 
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altitude of XM3 and XM4 satellites, their incident angles are approximately 40.2° and 56.2° 

respectively over the tracks considered and can be modeled as constant. SSA2 NRCS 

computations are pre-tabulated for the two fixed incident angles and for the entire bistatic 

scattering hemisphere and for varying wind speeds and directions, following the methods 

described in Section 3.3.  

To fix the bias of excess delay, a WGS84 elliptical Earth model and a numerical 

method is applied to determine the specular point location and compared with the analytical 

result for a spherical earth model discussed in section 3.1. To calculate the specular angle 

numerically, a curve in the plane of incident on the elliptical earth surface is obtained by: 

𝑥2 + 𝑦2

𝑎2
+

𝑧2

𝑏2
= 1 (5.1) 

< 𝑥, 𝑦, 𝑧 >⋅ (�̂�𝑅 × �̂�𝑇) = 0 (5.2) 

Where 𝑥, 𝑦, and 𝑧 are the points in the ECEF cartesian coordinate, and 𝑎 and 𝑏 are the long 

and short axis of the WGS84 elliptical earth. The curve starts and ends at the receiver and 

transmitter’s positions with zero altitude. In the first iteration, the incident and reflection 

angles at the middle point of the curve is obtained by the dot product of the local normal 

vector ∇(
𝑥2+𝑦2

𝑎2
+

𝑧2

𝑏2
)  and the vector pointing from the point to the transmitter or the 

receiver. Then in the second iteration, the curve is updated to start at the middle point and 

end at the transmitter if the incident angle is larger or end at the receiver if the reflection 

angle is larger. The same steps are repeated for 50 iterations to obtain a convergent result. 

The simulated incident angle, reflection angle, and specular point for the data measured at 

5/8/2017 13:01:07 in each iteration is plotted in Figure 5.1. The iteration method is used to 
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determine the specular angles for both XM3 and XM4 satellites respectively. The results 

show that the angles’ values begin to converge after 15 times iteration. Compared with 

40.25° and 56.20° calculated through analytical equations (3.6) based on the spherical earth 

model, the difference is not very large. Then the excess delay (difference between the 

specular-reflected and the direct path) can be evaluated through the specular angles. 

However, the excess delay of 3.786 km (XM3) and 2.760 km based on the elliptical earth 

model differs greatly from the 3.146 km and 2.004 km from the spherical earth model. 

Compared with the measured excess delay of 3.825 km and 2.775 km by locating the peaks 

of the measured delay waveform, the elliptical earth model is believed to provide more 

accurate results. The error between the measured and estimated excess delay might result 

from refraction in the atmosphere or other factors. 

Initial model and measurement comparisons are focused on the shape of the DDMs to 

confirm the model’s basic capabilities. XM4 measured DDMs computed from 2017 

Carolina experiment in RL polarization are compared with model predictions of the same 

in Figure 5.2. The SSA2 scattering model with Elfouhaily’s spectrum at 7 m/s ocean 

surface windspeed and Gaussian beam antenna model are used in this simulation. The left 

plots of Figure 5.2 are measured DDMs while the right side are the corresponding predicted 

ones, all of them are normalized to a peak amplitude of 0 dB. For RL polarization, 

comparisons of measured and modeled DDMs generated every 10 seconds along the 

selected flight path were performed, during which the aircraft heading with respect the 

scattering plane varied significantly. Three exemplar cases are shown in figure 5.2, 

representing three different aircraft heading angles: approaching or leaving the transmitter 
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Figure 5.2 Measured DDMs (left column) vs Simulated DDMs (right column). The out-

of-plane angle of aircraft heading directions are -233° (first row), 13.1° (second row), -

94.1° (third row) 
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in the plane of incidence, and orthogonal to the plane. The upper plots in Figure 5.2 show 

an out-of-plane angle of -223° (parallel direction, leaving transmitter), while the middle 

ones show an angle of 13.1° (parallel direction, approaching the transmitter), and the lower 

ones show an angle of 94.1° (orthogonal direction). The comparisons as the aircraft heading 

varies confirm that the model is capturing the basic DDM shape. The measured DDMs that 

extend in delay again show that significant non-specular scattering is captured in this 

dataset. It should be noted that the model delay extent is subject to the size of the surface 

grid used, which can be increased as needed for examining returns at greater delays. 

 

5.2 Mapping between DDMs, BHs, and Surface 

To assess the utility of this dataset for examining out-of-plane scattering effects, the 

modeled surface grid was examined in Figure 5.3 to ascertain the relationship between 

points on the Earth surface (the right most plots), angles in the bistatic hemisphere (middle 

plots), and portions on the delay-doppler map (leftmost plots). The first row examines 

points near the specular region, which occur at the “peak” of the DDM “horseshoe” - the 

location typically used in sensing wind speeds. As expected, the corresponding portions in 

bistatic hemisphere and surface points appear at specular regions in which the highest 

NRCS values are predicted. The middle row illustrates a region at greater delay and near 

zero Doppler. These greater delays correspond to multiple surface locations as shown in 

the right plots and to multiple locations away from specular in the bistatic hemisphere. 

Although the scattering in this region is ambiguous spatially, an accurate NRCS model for 

out-of-plane scattering is still important to predict the combined DDM amplitude. The 
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lower row examines portions outside the specular region both in delay and doppler. Again, 

the associated scattering angles are outside the specular region, and map to multiple 

locations on Earth’s surface.  

 

 

Figure 5.3 Relationship between points marked in red on DDMs (left), angles in the 

bistatic hemisphere (middle), and points on Earth surface (right). NRCS value predicted 

by SSA2 are plotted as background in bistatic hemisphere and Earth’s surface 
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5.3 Effect of Antenna on DDMs and Polarizations 

In previous sections, the receive antenna pattern was modeled as a Gaussian Beam. 

Pattern measurements of the antenna used on its mounting platform acquired by an external 

company [23] have been discussed in Section 4.2. Figure 4.5 shows the distorted pattern in 

the kx-ky space. After applying the model to the dataset, the effect of the antenna on the 

surface and DDMs can be simulated. 

 

 

Figure 5.4 Measured Antenna RHCP Gain (dB, left) and Modeled Gaussian Beam Pattern 

(dB, right) 

 

The data measured on 5/7/2017, 20:33:54 is used as an example. The measured data 

was obtained during the 2017 Carolina Offshore Airborne experiments (RL pol receiver) 

when the airplane was moving towards the transmitter XM4 (Blue) satellite with a heading 

angle of 19.41 degrees relative to the scattering plane and speed of 71.1 knots. First the 

magnitude of the measured RHCP pattern projected onto an Earth surface grid is shown in 

Figure 5.4 left, while the antenna pattern modeled as a Gaussian Beam is shown on the 



76 

 

right. The orientation of the antenna local coordinate is rotated to match the aircraft heading 

direction in the ECEF coordinate system. Both antenna patterns are plotted on the 

simulated surface grid. The measured pattern shows a larger power gain out of the specular 

region. 

The new antenna gain model uses the Gain-NRCS product discussed in 4.2.2. With 

this new method, the power in portions of the DDM at greater delay and doppler shifts is 

increased as shown in Figure 5.5 right, compared with the result of the old model using a 

Gaussian beam shown in the middle plot and the measured DDM in the left plot. In the 

simulation, the ocean surface wind is assumed to be 5 m/s. The new model prediction 

matches the measured DDM better than the old model.  

 

 

Figure 5.5 Measured DDM (left), Modeled DDM using Gaussian Beam (middle), 

Modeled DDM using NRCS-Gain quantity (right). The airplane was approaching the 

transmitter in the scattering plane. 

 

The corresponding Gain-NRCS products are plotted in the Bistatic Hemisphere and 

on the Simulated Surface Grid, as shown in Figure 5.6. Because of the antenna pattern, 
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these plots are distinct from those obtained with the Gaussian beam model. The larger 

Gain-NRCS product out of the specular region produces a larger side branch in the DDMs. 

 

 

Figure 5.6 Gain-NRCS Product in the Bistatic Hemisphere (Left Column) and on the 

Simulated Surface Grid (Right Column) with measured pattern, with measured pattern 

(1st row) and Gaussian Beam pattern (2nd row) 

 

Additional measured and modeled DDM comparisons are provided in Figure 5.7 for 

heading angles of 93.11 degrees (orthogonal direction) and 146.47 degrees (parallel 

direction, leaving the transmitter) relative to the scattering plane. It can be observed that 

the power at significant delay and doppler offsets is again increased, although not as 

significantly as in the case of Figure 5.5.  
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Figure 5.7 Measured DDM (left column), Modeled DDM using Gaussian Beam (middle column), Modeled DDM using NRCS-Gain 

quantity (right column). The airplane heading direction is orthogonal to (upper row) and leaving the transmitter in the scattering plane. 
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Although the RL and LL DDMs were measured in two different time and places which 

produce DDMs with completely different shapes, the effects of the antenna pattern on 

polarizations at the same time and place can be analyzed with the help of the simulator. 

Here, the antenna pattern is modeled by the method described in Section 4.2.1, and all of 

the DDMs’ magnitudes are set to the same scale. The antenna is modeled as having both 

LHCP and RHCP gains. The Gain-NRCS product of the RL DDM generated in the 

campaign can be calculated as a combination of both RHCP (col-pol) and LHCP (cross-

pol) gain: 

𝐺𝜎 = 𝐺𝑅 ⋅ 𝜎𝑅𝐿 + 𝐺𝐿 ⋅ 𝜎𝐿𝐿 (5.3) 

The result is plotted in Figure 5.8 upper left. If the same antenna with a reversed col-pol 

and cross-pol gain is used to measure the LL DDM, the Gain-NRCS product can be 

calculated by exchanging the LHCP and RHCP gain in equation (4.5): 

𝐺𝜎 = 𝐺𝐿 ⋅ 𝜎𝑅𝐿 + 𝐺𝑅 ⋅ 𝜎𝐿𝐿 (5.4) 

The result is plotted in Figure 5.8 upper right. The magnitudes of RL and LL DDMs are 

almost the same because the LL polarization is overwhelmed due to the non-negligible 

cross-pol gain. Now assume an ideal case in which the cross-pol component of the antenna 

is turned off. The predicted RL DDM in Figure 5.8 lower left is still almost the same as the 

one with both polarizations, however, the predicted LL DDM shows a significantly lower 

SNR. The effects of antenna on polarization will be considered in future experiments to 

display the difference between RL and LL measurements. 
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Figure 5.8 Effects of antenna pattern on polarizations. Upper left: RL DDM, considering 

both measured RH and LHCP gain. Upper right: predicted LL DDM, reverse the RH and 

LHCP gain. Lower left: RL DDM with only measured RHCP gain. Lower right: LL 

DDM with only measured RHCP gain. 
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Chapter 6: Conclusion 

The purpose of this thesis is to develop a new model for the airborne S-band SoOp 

reflectometry. In chapter 1, the historical development of the airborne and spaceborne 

GNSS+R is reviewed, and the fundamental principle of GNSS+R in microwave remote 

sensing is introduced. Then in chapter two, rough surface scattering models that this thesis 

is based on are reviewed. KA-GO model has been widely used in studying rough surface 

with strong diffuse scattering, while SSA produces a more accurate result because it takes 

the tilted Bragg component into account. Several ocean spectrum models are also discussed, 

including Katzberg’s model and Elfouhaily’s model, and they are applied to KA-GO and 

SSA models respectively to estimate the ocean surface roughness under different 

windspeed conditions. 

In chapter 3, the modeling of airborne SoOp reflectometry is discussed. The model is 

based on an ECEF coordinate system. After describing the reflectometry geometry and 

setting up the simulated surface grid, the scattering angles and NRCS of each surface patch 

can be calculated. An ideal antenna is modeled as a Gaussian beam. SNR can then be 

estimated and convolved with an ambiguity function to generate DDMs.  

In chapter 4, the S-band airborne SoOp reflectometry experiments in 2016 and 2017 

with LL and RL receiver are introduced. To solve the windspeed retrieval problems in 

previous study, two new antenna modeling approaches are discussed. Measured DDMs are 
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generated by cross-correlating the sampled signals from two up- and down-looking 

antennas on the aircraft. Then in chapter 5, the measured DDMs in the 2017 campaign is 

compared with the modeled DDMs to study the out-of-plane scattering effects. A forward 

model based on the retrieved geometry and the second order small slope approximation 

(SSA2) with Elfouhaily’s spectrum for rough surface scattering appears to capture the basic 

DDM properties, and considers the impact of ocean surface wind speed at angles both near 

and far from the specular geometry. Mapping from portions on DDMs to the bistatic 

hemisphere and Earth’s surface shows that spatial ambiguities are present, but also 

confirms the contribution of scattering from non-specular regions. The model is further 

improved by considering the effects of the measured antenna pattern on the received power 

and polarization state. The model also shows that the LL DDMs have a significantly lower 

SNR than RL DDMs if the antenna’s cross-pol component can be depressed to a lower 

value compared with col-pol component. 

Future work will focus on the doppler shift calibration and the sensitivities of out-of-

plane scattering to ocean winds and waves, and assessment of model performance for out-

of-plane geometries. 



83 

 

Reference 

[1] A. Komjathy, J. L. Garrison, and V. Zavorotny, “GPS: A new tool for ocean science,” 

GPS World, vol. 10, pp. 50–56, Apr. 1999. 

[2] M. Martin-Neira, “A passive reflectometry and interferometry system (PARIS): 

Application to ocean altimetry,” ESA J., vol. 17, pp. 331–355, 1993. 

[3] M. Martin-Neira, M. Caparrini, J. Font-Rossello, S. Lannelongue, and C. S. Vallmitjana. 

The PARIS concept: An experimental demonstration of sea surface altimetry using 

GPS reflected signals. IEEE Transactions on Geoscience and Remote Sensing, 

39(1):142{150, 2001. 

[4] K. D. Anderson, “A GPS tide gauge,” GPS World Showcase, vol. 6, pp. 44–44, Aug. 

1995. 

[5] S. J. Katzberg and J. L. Garrison Jr., “Utilizing GPS to Determine Ionospheric Delay 

over the Ocean,”, NASA Tech. Memo 4750, Dec. 1996. 

[6] J.-C. Auber, A. Bibaut, and J.-M. Rigal, “Characterization of multipath on land and sea 

at GPS frequencies,” in ION GPS-94, Salt Lake City, UT, Sept. 20, 1994, pp. 1155–

1171. 

[7] J. L. Garrison, S. J. Katzberg, and C. T. Howell III, “Detection of ocean reflected GPS 

signals: Theory and experiment,” in Proc. IEEE Southeastcon'97: Engineering the 

New Century. Blacksburg, VA, 1997, pp. 290–294. 

[8] J. L. Garrison, S. J. Katzberg, and M. I. Hill, “Effect of sea roughness on bistatically 

scattered range coded signals from the global positioning system,” Geophys. Res. 

Lett., vol. 25, pp. 2257–2260, 1998. 

[9] S. F. Clifford, V. I. Tatarskii, A. G. Voronovich, and V. U. Zavorotny, “GPS sounding 

of ocean surface waves: Theoretical assessment,” in Proc. IEEE Int. Geoscience and 

Remote Sensing Symp.: Sensing and Managing the Environment, 98CH36174. 

Piscataway, NJ, 1998, pp. 2005–2007. 

[10] A. Komjathy, V. Zavorotny, P. Axelrad, G. Born, and J. Garrison, “GPS signal 

scattering from sea surface: Comparison between experimental data and theoretical 



84 

 

model,” in Proc. 5th Int. Conf. Remote Sensing for Marine and Coastal Environments, 

vol. 1, San Diego, CA, Oct. 5–7, 1998, pp. 530–539. 

[11] V. U. Zavorotny and A. G. Voronovich. Scattering of GPS signals from the ocean 

with wind remote sensing application. IEEE Transactions on Geoscience and Remote 

Sensing, 38(2):951-964, 2000. 

[12] S. Lowe, J. Labrecque, C. Zuffada, L. J. Romans, L. Young, and G. Hajj. First 

spaceborne observation of an Earth-reflected GPS signal. Radio Science, 37:7-1,01 

2002. 

[13] Cardellach, E., Ruffini, G., Pino, D., Rius, A., Komjathy, A., and Garrison, J.L. (2003) 

Mediterranean Balloon Experiment: Ocean wind speed sensing from the stratosphere 

using GPS reflections. Remote Sensing of the Environment, 88 (3), 351–362, 

doi:10.1016/S0034-4257(03)00176-7 

[14] S. Gleason, M. Adjrad, and M. S. Unwin. Sensing ocean, ice and land reflected signals 

from space: Results from the UK-DMC GPS reflectometry experiment. In 

Proceedings of ION GNSS 18th International Technical Meeting of the Satellite 

Division, pages 1679-1685, Long Beach, CA, 2005. 

[15] Gleason, S., Hodgart, S., Sun, Y., Gommenginger, C., Mackin, S., Adjrad, M., and 

Unwin, M. (2005) Detection and processing of bistatically reflected GPS signals from 

low Earth orbit for the purpose of ocean remote sensing. IEEE Transactions on 

Geoscience and Remote Sensing, 43 (6), 1229–1241, 

doi:10.1109/TGRS.2005.845643. 

[16] Clarizia, M.P., Gommenginger, C.P., Gleason, S.T., Srokosz, M.A., Galdi, C., and Di 

Bisceglie, M. (2009) Analysis of GNSS-R delay-Doppler maps from the UKDMC 

satellite over the ocean. Geophysical Research Letters, 36 (2), L02 608, 

doi:10.1029/2008GL036292. 

[17] S. Gleason. Space-based GNSS scatterometry: Ocean wind sensing using an 

empirically calibrated model. IEEE Transactions on Geoscience and Remote Sensing, 

51(9):4853-4863, 2013. 

[18] Unwin, M., Jales, P., Tye, J., Gommenginger, C., Foti, G., and Rosello, J. (2016) 

Spaceborne GNSS-reflectometry on TechDemoSat-1: Early mission operations and 

exploitation. IEEE Journal of Selected Topics in Applied Earth Observations and 

Remote Sensing, 9 (10), 4525–4539, doi:10.1109/JSTARS.2016.2603846. 

[19] Ruf, C., Lyons, A., Unwin, M., Dickinson, J., Rose, R., Rose, D., and Vincent, M. 

(2013) CYGNSS: enabling the future of hurricane prediction [Remote Sensing 

Satellites]. IEEE Geoscience and Remote Sensing Magazine, 1 (2), 52–67, 

doi:10.1109/MGRS.2013.2260911 



85 

 

[20] M. P. Clarizia, V. Zavarotny, and C. Ruf. Level 2 wind speed retrieval algorithm 

theoretical basis document. CYGNSS Project Document 148-0138, Rev 5, 17 Aug. 

2018. 

[21] “Cyclone Global Navigation Satellite System (CYGNSS),” NASA, 13-Aug-2021. 

[Online]. Available: https://podaac.jpl.nasa.gov/CYGNSS. 

[22] R. Shah, J. L. Garrison, and M. S. Grant. Demonstration of bistatic radar for ocean 

remote sensing using communication satellite signals. IEEE Geoscience and Remote 

Sensing Letters, 9(4):619{623, 2012. 

[23] H. Zhang, J. L. Garrison, R. Wijekularatne, and J. G. Warnecke. S-band ocean 

reflectometry in high winds. In Proceedings of 2016 IEEE International Geo-science 

and Remote Sensing Symposium (IGARSS), pages 2009-2012. IEEE, 2016. 

[24] H. Zhang, J. L. Garrison and D. M. Burrage, "Ocean Roughness and Wind 

Measurements with L- and S-Band Signals of Opportunity (SoOp) Reflectometry," 

IGARSS 2018 - 2018 IEEE International Geoscience and Remote Sensing 

Symposium, 2018, pp. 3177-3180, doi: 10.1109/IGARSS.2018.8518967. 

[25] James Garrison; Valery U. Zavorotny; Alejandro Egido; Kristine M. Larson; Felipe 

Nievinski; Antonio Mollfulleda; Giulio Ruffini; Francisco Martin; Christine 

Gommenginger, "GNSS Reflectometry for Earth Remote Sensing," in Position, 

Navigation, and Timing Technologies in the 21st Century: Integrated Satellite 

Navigation, Sensor Systems, and Civil Applications, IEEE, 2021, pp.1015-1114, doi: 

10.1002/9781119458449.ch34. 

[26] Akira Ishimaru, "Rough Surface Scattering," in Wave Propagation and Scattering in 

Random Media , IEEE, 1997, pp.455-484, doi: 10.1109/9780470547045.ch21. 

[27] A. Voronovich, “Small-slope approximation for electromagnetic wave scattering at a 

rough interface of Two dielectric half-spaces,” Waves in Random Media, vol. 4, no. 

3, pp. 337–367, 1994, doi: 10.1088/0959-7174/4/3/008 

[28] S. J. Katzberg, O. Torres, and G. Ganoe. Calibration of reflected GPS for tropical 

storm wind speed retrievals. Geophysical Research Letters, 33(18), 2006. 

[29] Ryabkova M, Karaev V, Guo J, et al. A review of wave spectrum models as applied 

to the problem of radar probing of the sea surface[J]. Journal of Geophysical Research: 

Oceans, 2019, 124(10): 7104-7134. 

[30] T. Elfouhaily, B. Chapron, K. Katsaros, and D. Vandemark, “A unified directional 

spectrum for long and short wind-driven waves,” Journal of Geophysical Research: 

Oceans, vol. 102, no. C7, pp. 15781–15796, 1997, doi: 10.1029/97JC00467 



86 

 

[31] J. Garrison, “GNSS-R/SoOp-R in a nutshell,” IEEE Learning Network, 25-Jan-2022. 

[Online]. Available: https://iln.ieee.org/learnerpage.aspx. 

[32] C. Balanis, Antenna theory: Analysis and design, Fourth Edition. Hoboken, NJ: 

Wiley-Interscience, 2016. 

[33] J. Park and J. T. Johnson, "A Study of Wind Direction Effects on Sea Surface Specular 

Scattering for GNSS-R Applications," in IEEE Journal of Selected Topics in Applied 

Earth Observations and Remote Sensing, vol. 10, no. 11, pp. 4677-4685, Nov. 2017, 

doi: 10.1109/JSTARS.2017.2719405. 



87 

 

Appendix A: Gain-NRCS Derivation 

A previous study [33] has shown a part of the derivation that calculates circularly 

polarized NRCS from the scattering matrix of H and V pols. The steps to derive the 

polarization transform matrix 𝑀 and Gain-NRCS Product of RL polarization discussed in 

Section 4.2.2 is shown below. 

The scattering matrix-antenna gain product is defined in equation (4.13) in the linear 

polarization basis. The scattered electric field can be expressed as: 

[
𝐸𝑠ℎ

𝐸𝑠𝑣
] = [

𝑓ℎℎ 𝑓ℎ𝑣

𝑓𝑣ℎ 𝑓𝑣𝑣
] [

𝐸𝑖ℎ

𝐸𝑖𝑣
] 

The scattering matrix-antenna gain product also can be defined in a circular basis: 

[
𝐸𝑠𝑟

𝐸𝑠𝑙
] = [

𝑓𝑟𝑟 𝑓𝑟𝑙

𝑓𝑙𝑟 𝑓𝑙𝑙
] [

𝐸𝑖𝑟

𝐸𝑖𝑙
] 

Suppose a RHCP incident field with unit magnitude, the linear basis of scattered field can 

be transformed to RHCP by: 

𝐸𝑠𝑟 =
1

√2
[1 𝑖] [

𝐸𝑠ℎ

𝐸𝑠𝑣
] =

1

√2
[1 𝑖] [

𝑓ℎℎ 𝑓ℎ𝑣

𝑓𝑣ℎ 𝑓𝑣𝑣
] [

1
−𝑖

]
1

√2
 

It should be noted that the circular polarization definitions of incident and scattering field 

are inversed. Also in the circular basis, 

[
𝐸𝑠𝑟

𝐸𝑠𝑙
] = [

𝑓𝑟𝑟 𝑓𝑟𝑙

𝑓𝑙𝑟 𝑓𝑙𝑙
] [

1
0

] 

Therefore, 
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𝑓𝑟𝑟 = 𝐸𝑠𝑟 =
1

√2
[1 𝑖] [

𝑓ℎℎ 𝑓ℎ𝑣

𝑓𝑣ℎ 𝑓𝑣𝑣
] [

1
−𝑖

]
1

√2
 

=
1

2
(𝑓ℎℎ − 𝑖𝑓ℎ𝑣 + 𝑖𝑓𝑣ℎ + 𝑓𝑣𝑣) 

Similarly, the NRCS-gain product of other circular polarizations can be derived: 

𝑓𝑙𝑙 = 𝑓ℎℎ + 𝑖ℎℎ𝑣 − 𝑖𝑓ℎ𝑣 + 𝑓𝑣𝑣 

𝑓𝑙𝑟 = 𝑓ℎℎ − 𝑖ℎℎ𝑣 − 𝑖𝑓ℎ𝑣 − 𝑓𝑣𝑣 

𝑓𝑟𝑙 = 𝑓ℎℎ + 𝑖ℎℎ𝑣 + 𝑖𝑓ℎ𝑣 − 𝑓𝑣𝑣 

These four formula can be integrated into one matrix linear transform: 

[

𝑓𝑟𝑟

𝑓𝑙𝑙

𝑓𝑙𝑟

𝑓𝑟𝑙

] =
1

2
[

1 −𝑖 𝑖 1
1 𝑖 −𝑖 1
1 −𝑖 −𝑖 −1
1 𝑖 𝑖 −1

] [

𝑓ℎℎ

𝑓ℎ𝑣

𝑓𝑣ℎ

𝑓𝑣𝑣

] 

The three matrices are exactly 𝐹𝑐𝑖𝑟𝑐, 𝑀, and 𝐹𝑙𝑖𝑛 described in equation (4.15) and equation 

(4.16).  

The next step is to evaluate the covariance matrix.  

〈𝐹𝑐𝑖𝑟𝑐𝐹𝑐𝑖𝑟𝑐
𝐻 〉 = 〈𝑀𝐹𝑙𝑖𝑛(𝑀𝐹𝑙𝑖𝑛)𝐻〉 

= 𝑀〈𝐹𝑙𝑖𝑛𝐹𝑙𝑖𝑛
𝐻 〉𝑀−1 

where elements in 𝐹𝑙𝑖𝑛𝐹𝑙𝑖𝑛
𝐻  are evaluated by SSA2 simulation code. It should be noted that 

𝑀−1 = 𝑀𝐻. 

 


