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Abstract

Numerous techniques have been proposed by researchers to uncover the hidden patterns of real-world complex networks. Finding
a hidden community is one of the crucial tasks for community detection in complex networks. Despite the presence of multiple
methods for community detection, identification of the best performing method over different complex networks is still an open
research question. In this article, we analyzed eight state-of-the-art community detection algorithms on nine complex networks of
varying sizes covering various domains including animal, biomedical, terrorist, social, and human contacts. The objective of this
article is to identify the best performing algorithm for community detection in real-world complex networks of various sizes and
from different domains. The obtained results over 100 iterations demonstrated that the multi-scale method has outperformed the
other techniques in terms of accuracy. Multi-scale method achieved 0.458 average value of modularity metric whereas multiple
screening resolution, unfolding fast, greedy, multi-resolution, local fitness optimization, sparse Geosocial community detection
algorithm, and spectral clustering, respectively obtained the modularity values 0.455, 0.441, 0.436, 0.421, 0.368, 0.341, and 0.340..

© 2022 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction

Complex networks are utilized to graphically express relationships or construction in numerous real-world systems
including but not limited to terrorist, social, biomedical, technological, human, animal, or co-authorship. Understand-
ing the interactions of organizational arrangements or considering certain frameworks demonstrating specific con-
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structions can reveal some information about infections and dispersion. Similarly, the logical investigation of complex
network systems is a multidisciplinary field spanning over physical, social, and computer science. A graph or complex
network system shows entities and their interactions with each other. Entities in the network are expressed by vertices
or nodes whereas the interactions are represented by edges or links.Community recognition in a real-world network
is, nonetheless, a crucial issue because of the shortfall of a widespread meaning of the item for discovery, i.e., "’lo-
cal area or community”. Because of the vagueness, there is a dispersion of problematic writing in this field. Logical
assessments got advanced from the old style of looking at a cluster as a thick sub-network graph to the cutting edge
technology. It is worth noting that the old style graph were used to display a level of self-sufficiency in the organiza-
tion due to the high edge thickness between vertices inside the graph rather than outside whereas the new technology
relies on the calculation of probabilities of edge arrangements among vertices. The old style relied more on the degree
of distribution of the vertices to decide about graph clusters leading to the concepts of solid networks and powerless
networks that rely on the external and internal degree of the vertices under consideration [1]. In complex network
analysis, community detection is an important and innovative problem. It could be, for the most part, expected that an
organization is a ’community organization’ if a portion of its vertices have a higher likelihood of being connected than
vertices of different gatherings in the complex network. Regular divisions in complex networks differ in the density of
associated vertices from vertices of different gatherings to which they are more averse of being associated. A number
of philosophies and calculations have been fostered approaching the issue from different perspectives, such as statisti-
cal science [2], optimization [3], spectral [4], Bayesian and regularized [5] based approaches. Many researchers have
used dynamical network procedures like diffusion [6], traditional greedy [4] and divide-and-conquer [7].Recently,
some methods have been proposed and focused on avoiding the need to require the number of clusters [8].

Benchmark datasets are of utmost significance that can be used for estimating the effectiveness of the existing and
newly proposed algorithms in the field. As reported in [9, 10, 11], each dataset has different network structures and
properties such as entropy, average degree, cluster coefficient, and cliques, etc. The Grivan and Newman benchmark
dataset has been broadly used to verify the performance of an algorithm and validate whether its produced results
are aligned with the literature. Though, several characteristics are dissimilar to real-world complex networks, for in-
stance, all vertices of the real-world networks have the same likelihood degree and different networks are of similar
sizes [12]. Lancichinetti et al. have adapted a benchmark (LFR) that produces synthetic complex networks with al-
ready built communities. The LFR benchmark is broadly utilized for evaluating the nature of new local area discovery
models. It is more sensible with its suspicion of force law dispersion for the degree of complex networks and com-
munity approximations, and it takes into consideration covering networks. LFR employs the blending boundary mu
to show a small portion of a vertice’s connections or edges that are outside of its allocated bunch i.e. the segment’s
nature. For lower upsides of u, groups are better isolated from one another and are simpler to identify. As u expands,
it turns out harder progressively to recognize the cluster and allocate vertices to their legitimate networks.

2. Related Work

Recently, a number of algorithms have been proposed by the research community for community detection in
various fields such as transportation, terrorism, human interaction, routers, and computer as well as real-world social
complex networks [13]. Simultaneously, a survey paper looks to be the single community detection in social networks
using node information [14]. Besides [15], a very detailed paper on the community identification topic was almost
completed. It typically has a short survey of preceding methods and an attempt to classify them. We observed that
many authors are just partly aware of the relevant literature and this sometimes leads to repetitions in approaches.
Furthermore, multiple classifications are mainly incomplete and even contradictory.

2.1. Multiple Screening Resolution Community Detection Method

The author analyzed various modules at different resolution levels and increased the accuracy of community detec-
tion in complex networks, [16]. Mathematically, the multi-resolution formula can be expressed as given in equation

1:
N (2w + HgF (w_Y + nsr)2
= - 1
0 Z(2W+NV 2w+ Nr M
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For the negative value of r the author achieved super-structure or high accuracy of community detection. In the given
equation, s is the staring node of the network, W is the weight, and N is the set of nodes between start and end. While
r = 0 relates to the topological scale established by maximising Q at which the detection of the modular structure has
been tackled, which controls the path length n.

2.2. Greedy Community Detection Method

The Greedy community detection method was introduced in [17], which improved the accuracy of community
detection for large-scale networks. In the given equation 2 N(v,) and N(v,) computation for the total nodes who are
adjacent to v, and v, correspondingly. N is the set of nodes of x and y. While W(v,, v,) calculates the status of the
association inside the community, another parameter expressed by 7 is the revolving constraint, where the range is
[0, 1]. Broadly speaking, the value of the n depends on the structure of the complex network. If the given complex
network is higher or less sparse, then the value of i approaches 1 or 0. Finally, / calculates and regulates the length of
the path between nodes x and y.

1
NoD + —N(Vy))f(vx,vy) ()

W, vy) =n+ (

2.3. Multi-Resolution Community Detection Method

S¢ and Sl.Cn the given equations 4,5,6 and 7, expresses the similarities outside the community and inside the
community. S, is equal to the similarity score of S¢,—S¢ while only S¢ is equal to twice the internal community
similarities. where SSL can be calculated from the given equation 3. C is the sum of double similarity of between
pairs of nodes inside the community. While, S€ _can be computed from the given equation 3 where C is the external

our
similarity of the community.
c c
sG= > Sww, SSa= > S 3)
uveC.uveE ueC,veN,uveE

For more details, see [18]. The given parameter, @, is used to control the proportionality changes of a candidate node
a outside of the community.

Tz(a) - SSM _ ASSM[ (4)
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2.4. Local Fitness Optimization Community Detection Method

The fundamental suspicion behind this method is that complex networks have local organization, as [19], with
vertices having a place with the actual modules, as well as a long locality of them.

s
(69 +65,)

out

fe= ®)

In the given optimization equation 8§, 551 express internal while (50%, denoted external degree of the vertices inside
module G finally o parameter used to work with the size of communities. These local fitness functions have the
property of being able to be linearly integrated to generate the quality function of interest, and the quality function is
optimised through node co-evolution. The difference between the ratio of real edge number and total degrees of nodes
in the community with and without this node was defined as the local fitness function of each node.
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2.5. Unfolding Fast Community Detection for Large Complex Networks

A higher accuracy algorithm given in equation 9, based on fast unfolding criteria proposed in [20]. The mathemat-
ical equation is given below:
2
- & - & - ﬁ 9)
2m 2m 2m

Zin +ki,in _ (Ztul +ki)
2m 2m

The given unfolding community detection equation AQ, where }’;, denoted the total sum of edges inside the commu-
nity C, },,, express total edges weight occurrence to the vertices in community C, K; express the count the weight of
vertex i, m used for the total density of links in the network while k; ;, represent the weight of link from i to commu-
nity C. This algorithm initiates with the weighted network containing multiple nodes. Initially, it assigns each node
to different communities. So, each and every has a community label. Next, for the starting node, assume the ending
node. Then, for each starting node i we assess its neighbours j and calculate the increase in modularity that would
result from shifting i from its community to the community of j. The node I is then assigned to the community with
the highest gain, but only if the gain is favorable.

AQ =

2.6. Multi Scale Community Detection Method

This algorithm works based on multi-scale community detection criteria [21], it figuring the modification between
the previous and new community detection quality. The change in community detection i (previous) and new j (new
community) modularity can be expressed by the given equation 10.

AQuij = 2(eij — a;a;) (10)

During each step, the best partition result has been kept in Q; given in equation 11, and then it is updated as Q; = Q.
For computation, the time range starts from O to t. This algorithm is very efficient for community detection. In the
given equation, ¢;; is the total edges, also called the universal set of edges. While a;, a; are the specific start and end
nodes, they finally multiply with 2. Based on equation 10, the community has been predicted given in equation 11 and
updated with respect to time.

Qs = mino<i<r (@s; + AQs,) Y

2.7. Spectral Community Detection Method

Spectral community detection is given in equation 12, where 6(c-;, ;) control the path length among i and j. While
k; and k; express the total degrees of each spin condition. Finally, the parameter A;; is the connected matrix among
starting node i and destination node ;.

1 kik ;
i#j

2.8. Sparse Community detection for Geo-social Data

Sparse scale is a higher accuracy community detection algorithm [22], the mathematical equation 13 is given below.

—d2.

W,',j = CZS,',]' + (1 — a)eT;/ (13)

Here, §;; the similarities among the initial and ending nodes, while « used for the distance. Its range is between 0
and 1. ¢; ; is the normal Euclidean path length between the average halt positions of each i and j, while o~ denotes the
range of standard deviation which is greater than the mean distance. Sparse community detection is an accurate and
popular algorithm due to its simplicity. In the given equation 13, a controls the length of the path among the source
and destination nodes i and j. The variable alpha multiplies the value with the similarity variable S. The alpha range
is 0 — 1. Additionally, the o is used to check the error rate of the algorithm for community detection. Finally, the end
result of the similarity store is in W.
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3. Proposed Systematic Analysis Framework

In this paper, we introduce a systematic framework to address the problem of community detection. The complete

systematic methodology is shown in figure 1. First, the dataset is imported and then irrelevant information has been
removed from it, such as loops, weights, and directions of the edges. This is extra information in our case, and it
increases the experiment throughput time. There are a total of nine datasets taken from different domains such as ani-
mals, humans, transportation, and terrorists. Next, the adjacency matrix has been created, which is the representation
of a graph. The entries in the matrix denoted as 1 mean that the links exist if e = (x,y) whereas the entries of Os
indicate the absence of links e # (x,y). Then, all the algorithms under consideration have been applied for detecting
communities in the networks.
In order to evaluate the performance of the algorithms, modularity evaluation metric has been utilized to check the
efficiency. The modularity metric was calculated over 100 iterations and the average is produced as a final result,
which is shown in table 1. The obtained results clearly show that the multi-scale algorithm performs best as com-
pared to others. Multiple screening resolutions provide the second-highest modularity. A total of eight state-of-the-art
algorithms have been analyzed over nine datasets.

3.1. Evaluation Procedure, Modularity

Modularity is an evaluation method that aims to check the quality of a community in a complex network [23]. It
is the most important and relevant accuracy measurement metric used in different fields to check the quality of the
community [24, 25, 26].In addition, researchers in the literature assumed modularity to assess a community’s quality
or reliability. Modularity is produced by the links between the nodes of an organization assuming only the absence or
presence of links in a network. The mathematical representation of modularity is given by Equation 14.

C
0= 2i ; [ax,y - 02;; y] S(Cr.Cy) (14)

A, represents the connection between the source node x and the destination node y. A link between x and y can also
be expressed by e = (x,y). If there is no connection between xand y, then A,, = 0. In Equation 14, M denotes the
total number of links in a given complex network, o, and o, show the degrees of nodes x and y, respectively, and C,
denotes the community where vertex x exists and C, expresses the community where vertex y exists.

3.2. Data Preprocessing

The development of the community detection procedure has begun with the creation of adjacency matrix from
the complex network where the matrix is denoted as A,,. The entries of the adjacency matrix are binary values that
represent the presence or absence of a link between two given nodes or vertices. The presence of a link between two
nodes can be mathematically expressed as e = (x,y) where x is the source node and y is the destination node. In
a real-world complex network dataset, a link may be an interaction between proteins, a contact between humans, a
connection between routers, a relationship between animals, and a friendship between people over social media. All
the datasets utilized in this work belong to real-world complex organizations where most of the complex network
datasets are obtained from ' 2. There are nine complex network datasets that have been used, and a total of eight
algorithms are evaluated over these data-sets. The datasets are:

e Karate eDolphin eKangaroo eHuman Contact eMISC eTrain Bombing eFoot Ball eContiguous USA
eZebra

! https://networkrepository.com/
2 https://snap.stanford.edu/data/
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Import Datasets

Datasets Preprocessing

Community Detection Algorithms.

1.Karate 2.Dholphin 3.Kamgroo 4, Human 5. MISC
. - Contact
Datasets 6.Train 7. Foot Ball 8 Contigious o>,
Boobing USA :

Multiple Screening Resolution CD|
Greedy CD
Multi Resolution CD

. Local Fitness Optimization CD
Graph Representation .
Unfolding Fast CD

Multi Scale CD
Spectral Clustering CD
Sparse Geo-Social CD

Adjacency Matrix Creation

Detected Communities

gzizxgg
!

ICompute Modularity of the Communities Detected by Different|
Algorithms

|

Execute this Step 100 times and Reported the Average

|

Best Community Detection Algorithm

A

Fig. 1. Methodology

4. Results

Table 1 highlights the obtained results after applying the algorithms on a range of different datasets for community
detection. As evident from the obtained results, the multi-scale community detection algorithm demonstrated the
highest performance over four datasets, namely karate, dolphin, misc, and the Contagious USA. The multi-screening
resolution community detection algorithm is the second best performer over three datasets: kangaroo, terrorist, and
Zebra whereas the third best performer is unfolding fast community detection algorithm that performed best over one
dataset i.e. human contacts. Figure 2 shows the results of each algorithm for each dataset where each algorithm is
represented by different color to indicate its respective performance for a given dataset. It can be observed that the
performance of the algorithms is not good for Zebra and Human contact datasets.

The average performance of each algorithm over 100 iterations is depicted in Figure 3 where the performance
of multi-scaled community detection algorithm is observed to be superior compared to other algorithms in the same
settings.
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Table 1. The average result of each algorithm stated in this table after the execution of 100 times modularity evaluation metric.

Algorithms Karate Dolphin Kangaroo Human Cont MISC Train Bomb Foot Ball Con USA Zebra
Multiple Screening Resolution CD  0.4149  0.51228  0.59836 0.25415 0.5566 0.44646 0.39989  0.58604  0.2768
Greedy CD 0.39549 0.49363  0.57836 0.23814 0.51971 0.42054 0.35614 0.5691  0.27656
Multi Resolution CD 0.4154  0.48842 0.4125 0.25403 0.53615 0.42145 0.38521 0.57046  0.27023
Local Fitness Optimization CD 0.38998 0.40585  0.29827 0.13435 0.51701 0.39557 0.39011 0.53982  0.27023
Unfolding Fast CD 0.39917  0.4904 0.57827 0.27433 0.53554 0.44208 0.32989  0.55473  0.2558
Multi Scale CD 0.42428 0.52223  0.59816 0.25746 0.55785 0.41235 0.44547  0.58713  0.2634
Spectral Clustering CD 0.23468 0.41815  0.59716 0.17508 0.50886 0.35669 0.37985  0.55446  0.2726
Sparse Geo-Social CD 0.31967 0.38703  0.28493 0.18168 0.43304 0.38659 0.31989  0.50098  0.23786
® Multiple Screening Resolution CD Greedy CD Multi Resolution CD Local Fitness Optimization CD
m Unfolding Fast CD m Multi Scale CD m Spectral Clustering CD m Sparse Geo-Social CD
— 2., B 8 ghE ﬁ:%sﬁg %ﬁé%%ﬁ
E . 483 U, mpg g CEEEELL PRI . Eecccpch
5 i gggmﬁfga eseegesh
: I I EII I
=1 =
=3
KARATE DOLPHIN KANGAROO  HUMAMN CONTACT MISC TRAN BOMBING  FOOTBALL  CONTIGIOUS USA ZEBRA

DATASETS

Fig. 2. Results of Each Algorithm for Every Dataset
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Fig. 3. It stated the average modularity results of each community detection algorithm. Y-axis express algorithms while X-axis denoted modularity
results.

5. Conclusion

In this paper, we have compared eight community detection algorithms over nine real-world complex network
datasets, which belong to a variety of domains including human, animal, contagious, USA, MISC, terrorist, and trans-
portation. Community structure prediction aims at grouping the most similar or related nodes in a given network. The
modularity evaluation metric has been used as a performance measure to evaluate the performance of each algorithm
over 100 iterations for community structure detection. The experimental results have shown the significance of multi-
scale method that outperformed other techniques under consideration. In the future, we intend to apply the existing
algorithms to extra-large dynamic and complex networks to evaluate their performance. Further, we plan to develop a
novel algorithm for more generalized performance over a range of networks. Similarly, development of a stable com-
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munity detection algorithm will also be considered as a future plan. We also intend to minimize the computational
complexity of the existing algorithms.
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