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Covariant density functional theory (CDFT) is one of the modern theoretical tools for the

description of finite nuclei and neutron stars. Its performance is defined by underlying covariant

energy density functionals (CEDFs) which depend on a number of parameters. Several investiga-

tions within the CDFT framework using the relativistic Hartree-Bogoliubov (RHB) approach are

discussed in this dissertation.

Statistical errors in ground state observables and single-particle properties of spherical even-

even nuclei and their propagation to the limits of nuclear landscape have been investigated in

the covariant energy density functionals with nonlinear density dependency. The parametric

correlations are studied in different classes of CEDFs; the elimination of these correlations reduces

the number of independent parameters to five or six without affecting the performance of CEDFs

on a global scale. Moreover, this study reveals the need to include information on deformed nuclei

for the improvement of fitting protocols. A new technique for incorporating deformed nuclei data



into the fitting protocol is described. Different CEDFs are optimized using this approach, resulting

in a significant improvement in the nuclear mass description.

A systematic investigation of the ground state and fission properties of even-even actinides

and superheavy nuclei with proton numbers / = 90 − 120 located between the two-proton and

two-neutron drip lines has been performed. These results provide a necessary theoretical input for

the modeling of the nuclear astrophysical rapid neutron capture process (r-process) taking place

in the mergers of neutron stars. The state-of-the-art CEDFs, namely, DD-PC1, DD-ME2, NL3*,

and PC-PK1, are employed in this study. Theoretical systematic uncertainties in the physical

observables and their evolution as a function of proton and neutron numbers have been quantified

and their major sources have been identified.

The extension of the nuclear landscape to hyperheavy nuclei is investigated. The transition

from ellipsoidal-like nuclear shapes to toroidal shapes is crucial for the potential expansion of the

nuclear landscape to hyperheavy nuclei. The physical reasons for the stability of toroidal nuclei in

the / ≈ 134 region are discussed.

Key words: covariant density functional theory, statistical errors, systematic uncertainties, para-
metric correlations, r-process, fission barriers, superheavy nuclei, hyperheavy nuclei, triaxiality.
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CHAPTER I

INTRODUCTION

Atomic nuclei are translationally invariant self-bound quantum many-body systems. The

spin and isospin degrees of freedom of protons and neutrons play a crucial role in the nucleon-

nucleon interaction. Since pairing correlations are important in open-shell nuclei, pairing should

be taken into account. There is a significant evidence that the optimal description of nuclei

should be relativistic [1]. As a result, at each point in the coordinate-space, the single-particle

wave functions form a spinor of dimension 16 (in the relativistic case) [2] which significantly

complicates theoretical description.

Despite these complications, there are many theoretical approaches for solving the nuclear

many-body problem such as the ab-initio no-core shell model [3], spherical shell model [4],

density functional theories [5, 6, 7, 8, 9] and others. There are significant limitations in both the

’ab-initio’ and spherical shell model calculations. While the former are feasible only for very

light nuclei and computationally impossible (at least currently) for medium and heavy nuclei, the

applicability of the latter is restricted to a few regions in the vicinity of doubly shell closures. On

the other hand, density functional models can be applied to the whole nuclear chart. No other

microscopicmethod achieves comparable accuracy of the description of the ground-state properties

and collective excitations at the same computational cost.

1



1.1 Nuclear density functional theory

Since the early seventies, density functional theory (DFT) and its models have become one

of the most important tools for the description of the ground state properties and low-energy

collective excitations in the nuclei across the whole nuclear chart. DFT is built on a series of

theorems by Kohn and Sham [10, 11, 12] and, in principle, it is a mapping of the many-body

problem into one-body problem. As a result, it is characterized by relatively small computational

cost. The description of the nuclear many-body problem in DFT is enabled in terms of energy

density functionals (EDFs) utilizing self-consistent mean-field models [5, 8, 13, 14]. These EDFs

are universal in the sense that they do not depend on the nucleus, nor on the specific region in

nuclear chart where they are applied, but only on the underlying interaction. Due to the complexity

of the nuclear force with the spin and isospin degrees of freedom, it is difficult to derive the

EDFs in a microscopic way directly from the Coulomb interaction as for Coulombic systems.

Consequently, all the successful functionals are phenomenological in nature with their parameters

adjusted to experimental data in finite nuclei and nuclear matter. Only recently there have been

attempts to reduce the number of phenomenological parameters by using information from ab-initio

calculations for non-relativistic [15, 16, 17] and relativistic [18, 19] functionals. Hartree-Fock (HF)

and Hartree-Fock-Bogoliubov (HFB) approaches based on zero range Skyrme forces or finite range

Gogny forces are self-consistent methods that are frequently used in nuclear structure calculations

[5, 6]. These approaches, which are based on the Schrödinger equation for many-body nuclear

problems, represent the non-relativistic branch of DFT.

Covariant density functional theory (CDFT) based on Dirac equation represents the relativistic

branch of the DFT framework. It is particularly interesting because it exploits basic properties of

2



quantum chromodynamics (QCD) at low energies, in particular symmetries and the separation of

scales [20]. The spin degrees of freedom and the spin-orbit interaction are consistently treated in

CDFT [21]. In addition, it includes the complicated interplay between the large Lorentz scalar and

vector self-energies induced on the QCD level by the in-medium changes of the scalar and vector

quark condensates [22]. Moreover, covariant energy density functionals (CEDFs) include nuclear

magnetism [23], i.e., a consistent description of currents and time-odd mean fields important in

description of odd-mass nuclei [24], nuclear magnetic moments [25], and rotating nuclei [26, 27].

Because of Lorentz invariance, no new adjustable parameters are required for the time-odd parts

of the mean fields.

1.2 Ground state observables and fission barriers

Atomic nuclei, like many other objects, can be characterized through distinct attributes. Mass,

radius, and shape are some of these characteristics which define the internal structure of the nuclei

and the forces that shape them. Over the years, a huge effort has been devoted to studying the

basic properties of atomic nuclei both experimentally and theoretically. Experimentally, a lot

of investigations at the ground state or at low excitation energies have been led to well-known

characteristics of atomic nuclei near the beta stability line. Nuclear masses represent an essential

property of atomic nuclei. It is used to compute binding energies, separation energies, &U values,

and U-decay half-lives. These data are vital for modeling the astrophysical rapid neutron capture

process (r-process) and, ultimately, identifying its path. Near the stability line, these values are

well-known experimentally. When extrapolated to neutron-rich nuclei, however, they turn out to be

scarce. This makes the extrapolation to the neutron-rich side of the nuclear landscape a challenge.
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In such investigations, theoretical models should be used with cautious estimates of theoretical

uncertainties.

Several decay modes (such as V-decay, U-decay, and fission) compete in the region of heavy and

superheavy nuclei. Fission is a process in which a nucleus splits into two or more fragments due

to the competition between the nuclear surface tension (which favors compact spherical shapes)

and the Coulomb repulsion (which favors elongated shapes to decrease repulsion energy). The

continuous quest for new superheavy elements (SHE) is intimately connected to the fission barrier.

This is becausemany heavy and superheavy nuclei decay by spontaneous fission, and themagnitude

of the fission barrier is a measure of a nucleus’ stability, which is mirrored in their spontaneous

fission lifetimes. In addition, the experimental research of SHEs is solely based on the observation

of U-decays. Consequently, only SHEs with spontaneous fission half-lives g(� longer than the

half-lives gU of the U decays could be observed in the experiment. It needs to be additionally noted

that only U-decays with gU longer than 10 `s can be observed in the experiments. This implies

that the study of fission barriers leads to an understanding of the limits of the existence of atomic

nuclei at large values of proton number.

Fission plays an important role in the formation of elements in the r-process of nucleosynthesis

in stellar environments. This is because the region of neutron-rich actinides and superheavy nuclei

are characterized by low fission barriers which make fission faster than all other decay modes as

well as neutron capture. Consequently, the r-process will be likely terminated, and the matter

will be returned to lighter nuclei. These will rejoin the r-process flow in the intermediate-mass

region and continue to capture neutrons until they reach the fission region once more, repeating the

process many times. This scenario (known as fission cycling) occurs in high neutron-to-seed ratio
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environments, such as neutron star mergers, and is believed to contribute to the abundance pattern

between the second and third r-process peaks. In addition, fission barriers in this region define the

opportunity for the formation of new SHEs in the r-process.

1.3 The dissertation outline

This dissertation is organized as follows: Chapter II discusses the formalism of the main

classes of covariant energy density functionals, the two types of theoretical uncertainties in physical

observable predictions, and the relativisticHartree-Boglibouve framework alongwith the numerical

calculation details. Chapter III examines the statistical errors and their propagation to the limits

of the nuclear landscape in the ground-state observables and single-particle properties of spherical

even-even nuclei. The investigation of parametric correlations in CEDFs is covered in chapter IV.

A newmethodology for optimizing CEDFs is discussed in chapter V. Chapter VI is dedicated to the

study of the ground state and fission properties of even-even actinides and superheavy nuclei with

/ = 90−120 from the two-proton up to two-neutron drip lines with proper assessment of systematic

theoretical uncertainties. Chapter VII is devoted to studying the properties of hyperheavy nuclei

(the nuclei with / > 126) and the extension of the nuclear landscape to hyperheavy nuclei.
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CHAPTER II

COVARIANT DENSITY FUNCTIONAL THEORY: FORMALISM

The relativistic mean field (RMF) model, in which a nucleus is considered as a system of

nucleons that interact through the exchange of effective mesons, represent the origin of CDFT. In

the energy density functionals, the smallest set of mesons, which includes scalar f, vector l, and

the isovector-vector d mesons, should be considered for a proper representation of both nuclear

matter and finite nuclei. Furthermore, a point-coupling density functional may be established by

analogy with meson-exchange RMF models. In the point-coupling models, a contact interaction

between nucleons may be used to substitute an exchanged meson in every channel (scalar, vector,

and isovector) of interactions.

In this dissertation, four classes of CEDFs were employed, namely, (i) those based on meson

exchange with non-linear meson-nucleon couplings (NL-ME), (ii) those based on meson exchange

with density-dependent meson-nucleon couplings (DD-ME), (iii) those based on nonlinear point

coupling interactions (PC), and finally (iv) those based on density-dependent point coupling inter-

actions (DD-PC). The basic difference between them is the way in which the interaction’s range

and density dependence are treated. While the meson exchange classes have a finite range of inter-

action, the point coupling classes have a zero range. Density dependence is explicit in the DD-ME

and DD-PC classes, whereas in the NL-ME class, it is introduced by the powers of f-mesons.
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Each of these classes is represented by a set of parameters that are considered to be state-of-the-art.

These parameterizations were adjusted to reproduce symmetric and asymmetric nuclear matter,

binding energies, charge radii, and neutron skins in finite nuclei. The state-of-the-art functionals in

these classes are NL3* [28], DD-ME2 [29], PC-PK1 [30], DD-PC1 [19] in the NL-ME, DD-ME,

PC, DD-PC models, respectively.

2.1 Major classes of covariant energy density functionals

The Lagrangians of the four different classes of functionals can be written as: L = L2><<>= +

L<>34;−B?428 5 82 where the L2><<>= consist of the Lagrangian of the free nucleons and the electro-

magnetic interaction. It is identical for all classes of functionals and is written as

L2><<>= = L 5 A44 + L4< (2.1)

with

L 5 A44 = k̄(8W`m` − <)k (2.2)

and

L4< = −1
4
�`a�`a − 4

1 − g3
2

k̄W`k�` . (2.3)

where m is the mass of the nucleon and k is a Dirac spinor. e is the electric charge of the

protons and it vanishes for neutrons. Besides the common terms, each class has its own set of

terms in the Lagrangian, as illustrated below.

2.1.1 Density-dependent meson-exchange (DD-ME) class

For the DD-ME functionals, the specific Lagrangian is:
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L��−"� =
1
2
(mf)2 − 1

2
<2
ff

2 − 1
4
Ω`aΩ

`a + 1
2
<2
ll

2

− 1
4
®'`a ®'`a +

1
2
<2
d ®d2 − 6f (k̄k)f

− 6l (k̄W`k)l` − 6d (k̄ ®gW`k) ®d` (2.4)

with the density dependence of the coupling constants given by

68 (d) = 68 (d0) 58 (G) for 8 = f, l (2.5)

6d (d) = 6d (d0) exp[−0d (G − 1)] (2.6)

where d0 denotes the saturation density of symmetric nuclear matter and G = d/d0. The functions

58 (G) are given by the Typel-Wolter ansatz [31]

58 (G) = 08
1 + 18 (G + 38)
1 + 28 (G + 38)

. (2.7)

Because of the five conditions 58 (1) = 1, 5 ′′
8
(1) = 0, and 5 ′′f (1) = 5 ′′l (1), only three of the eight

parameters 08, 18, 28, and 38 are independent and we finally have the four parameters 1f, 2f, 2l,

and 0d characterizing the density dependence. In addition we have the four parameters of the

Lagrangian L��"� <f, 6f, 6l, and 6d. As usual the masses of the l- and the d-meson are

kept fixed at the values <l = 783 MeV and <d = 763 MeV [18, 29]. Therefore, the number of

parameters #?0A in the DD-ME class of functionals is 8. These parameters are fitted using binding

energies, charge radii, neutron skins, and nuclear matter properties of 12 spherical nuclei.

2.1.2 Nonlinear meson-exchange (NL-ME) class

The NL-ME class of the functionals generated in Ref. [32] has the same model specific

Lagrangian as the DD-ME class except that the coupling constants 6f, 6l, and 6d are constants
8



and there are extra terms for a non-linear f meson coupling. These couplings are important for

the description of surface properties of finite nuclei, especially the incompressibility [33] and for

nuclear deformations [34].

L#!−"� = L��−"� −
1
3
62f

3 − 1
4
63f

4 (2.8)

For the NL-ME class we have #?0A = 6 parameters: <f, 6f, 6l, 6d, 62, and 63. The fitting of

these parameters is conducted using the same set of spherical nuclei as for DD-ME functionals.

2.1.3 Nonlinear point-coupling (PC) class

The Lagrangian of the PC functionals contains three parts:

(i) the four-fermion point coupling terms:

L4 5 = − 1
2
U( (k̄k) (k̄k) −

1
2
U+ (k̄W`k) (k̄W`k)

− 1
2
U)( (k̄ ®gk) (k̄ ®gk) −

1
2
U)+ (k̄ ®gW`k) (k̄ ®gW`k),

(2.9)

(ii) the gradient terms which are important to simulate the effects of finite range:

L34A = − 1
2
X(ma (k̄k)ma (k̄k)

− 1
2
X+ma (k̄W`k)ma (k̄W`k)

− 1
2
X)(ma (k̄ ®gk)ma (k̄ ®gk)

− 1
2
X)+ma (k̄ ®gW`k)ma (k̄ ®gW`k),

(2.10)

(iii) the higher order terms which are responsible for the surface properties:

Lℎ>C = − 1
3
V( (k̄k)3 −

1
4
W( (k̄k)4

− 1
4
W+ [(k̄W`k) (k̄W`k)]2.

(2.11)
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For the PC models we have #?0A = 9 parameters U(, U+ , U)+ , X(, X+ , X)+ , V(, W(, and W+ . The

fitting of these parameters is based on binding energies and charge radii of 60 spherical nuclei. In

these calculations, the scalar-isovector channel is neglected, i.e. we use U)( = X)( = 0, because it

has been shown in Ref. [18] that the information on masses and radii in finite nuclei does not allow

to distinguish the effects of the two isovector mesons X and d.

2.1.4 Density-dependent point-coupling (DD-PC) class

This class of functionals has the same specific Lagrangian of the PC class except that the higher

order terms as well as the gradient terms in the isoscalar-vector (V) and isovector-vector (TV)

channels are neglected. In addition, the coupling constants U8 are density dependent given as:

U8 (d) = 08 + (18 + 28G)4−38G for i = S, V, TV (2.12)

In the isovector channel a pure exponential dependence is used, i.e. 0)+ = 0 and 2)+ = 0. The

remaining set of 10 constants, 0(, 1(, 2(, 3(, 0+ , 1+ , 2+ , 3+ , 1)+ , and 3)+ that control

the strength and density dependence of the interaction Lagrangian, was adjusted in a multistep

parameter fit exclusively to the experimental masses of 64 axially deformed nuclei.

2.2 Theoretical uncertainties in covariant density functional theory

Although significant progress has been achieved over the years in the development of the-

oretical tools for the description of low-energy nuclear phenomena, some simplifications and

approximations are still necessary because of the complexity of nuclear many-body problem and

the impossibility of its exact solution for the systems with large number of particles. In addition,

fine details of nuclear force and its dependence on density are still not fully resolved. As a result, it
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becomes necessary to estimate theoretical uncertainties in the description of physical observables

[2, 35, 36]. This is especially important when one deals with the extrapolations beyond the known

regions, as, for example, in particle number or deformation, since experimental data which acts

as a substitute of exact solution are not available there. Such estimates are also required for the

evaluation of predictive power of the models and the robustness of their predictions. The need

for such estimates has been clearly recognized by nuclear theory community as illustrated by a

substantial number of the studies aiming at the quantification of theoretical uncertainties in nuclear

structure, nuclear reactions and nuclear astrophysics (see Refs. [2, 37, 38, 39, 40, 41, 42, 43] and

references quoted therein).

Theoretical uncertainties may be classified into two types: systematic and statistical uncertain-

ties [36, 44]. Systematic theoretical uncertainties emerge from underlying theoretical approxima-

tions. In the framework of DFT, there are two major sources of these approximations, namely, the

range of interaction and the form of the density dependence of the effective interaction [5, 33].

This ambiguity in defining the interaction range and its density dependence leads to several major

classes of CEDFs as outlined above and discussed in Ref. [2]. It is necessary to recognize that

precise quantification of systematic errors in the regions of nuclear chart for which experimental

data are not available is not possible due to a number of reasons [2, 36]. Existing functionals, for

example, do not form an independent statistical ensemble (see Ref. [2]) and are affected by the

human selection of the form of the functional. As a result, the systematic error cannot be described

in terms of standard deviation given by an equation similar to Eq. (3.6) (see Ref. [44]). Thus,

we prefer to use the notation systematic uncertainties (instead of systematic errors introduced in

Ref. [36]) which has a more narrow meaning since they are defined with respect to selected set
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of the functionals (see the introduction of Ref. [2]). This is the reason why systematic theoretical

uncertainties are described in terms of the spreads (Refs. [2, 45, 46]) defined as

Δ$ (/, #) = |$<0G (/, #) −$<8= (/, #) | (2.13)

where $<0G (/, #) and $<8= (/, #) are the largest and smallest values of the physical observable

$ (/, #) obtained with the employed set of CEDFs for the (/, #) nucleus.

An additional source of theoretical uncertainties is related to the details of the fitting protocol

such as the choice of experimental data and the selection of adopted errors. It applies only to

a given functional and the related theoretical uncertainties are called statistical errors [36, 44].

Note that the selection of adopted errors is to a degree subjective, in particular, if one deals with

quantities of different dimensions.

2.3 Relativistic Hartree-Bogoliubov framework

Pairing correlations play a crucial role in all open-shell nuclei. Without pairing, calculations

are limited to just a few double magic nuclei or nuclei at extremely large angular momentum

where the pairings is considerably suppressed [47]. There are a variety of recipes that account for

pairing correlations. Throughout the following studies, they are taken into account by relativistic

Hartree-Bogoliubov (RHB) theory [47, 48, 49]. It has the proper coupling to the continuum at the

neutron drip line and, therefore, it allows a correct description of weakly bound nuclei close to the

neutron drip line.

Nuclear energy density functionals are dependent on two densities, the normal density, and

the anomalous density, or pairing tensor, both of which depend on pairing correlations. The total
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energy, therefore, is the sum of both the mean field energy, which is dependent on density matrix

and meson fields, as well as the pairing energy [2].

The RHB equations for the fermions are given by [49]

©«
ℎ̂� − _ Δ̂

−Δ̂∗ −ℎ̂ ∗
�
+ _

ª®®®¬
©«
* (r)

+ (r)

ª®®®¬: = �:
©«
* (r)

+ (r)

ª®®®¬: , (2.14)

Here, ℎ̂� is the Dirac Hamiltonian for the nucleons with mass<; _ is the chemical potential defined

by the constraints on the average particle number for protons and neutrons; *: (r) and +: (r) are

quasiparticle Dirac spinors [47, 48, 49] and �: denotes the quasiparticle energies. The Dirac

Hamiltonian

ℎ̂� = "( p − \) ++0 + V(< + () (2.15)

contains an attractive scalar potential

((r) = 6ff(r), (2.16)

a repulsive vector potential

+0(r) = 6ll0(r) + 6dg3d0(r) + 4�0(r), (2.17)

and a magnetic potential

\ (r) = 6l8(r) + 6dg31(r) + 4G(r). (2.18)

The last term breaks time-reversal symmetry and induces currents. For example, time-reversal

symmetry is broken when the time-reversed orbitals are not occupied pairwise; this takes place in

odd-mass nuclei [24]. However, nuclear magnetism [23], i.e. currents and time-odd mean fields,
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plays no role in the studies of the ground states and fission barriers in even-even nuclei. Thus,

magnetic potential is neglected in the present RHB calculations.

In order to avoid the uncertainties connected with the definition of the size of the pairing

window [50], we use the separable form of the finite range Gogny pairing interaction introduced

by Tian et al [51]. Its matrix elements in A-space have the form

+ (r1, r2, r
′
1, r
′
2) =

= −�X(X − X′)%(A)%(A′)1
2
(1 − %f) (2.19)

with X = (r1 + r2)/2 and r = r1 − r2 being the center of mass and relative coordinates. The form

factor %(A) is of Gaussian shape

%(A) = 1
(4c02)3/2

4−A
2/402

(2.20)

The two parameters � = 728 MeV fm3 and 0 = 0.644 fm of this interaction are the same for

protons and neutrons and have been derived in Ref. [51] by mapping of the 1S0 pairing gap of

infinite nuclear matter to that of the Gogny force D1S [52]. This pairing provides a reasonable

description of pairing properties in the actinides (see Refs. [2, 53, 54]) and has been used in

our previous studies of different phenomena in actinides, super- and hyperheavy nuclei in Refs.

[2, 32, 55, 56, 57, 58].

The truncation of the basis is performed in such a way that all states belonging to the major

shells up to #� = 20 fermionic shells for the Dirac spinors and up to #� = 20 bosonic shells for

the meson fields are taken into account. Note that the latter applies only to the functionals which

contain meson exchange. As follows from investigation of Refs. [2, 59] this truncation of basis

provides sufficient numerical accuracy.
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2.4 An overview on the details of the numerical calculation

Various investigations in this dissertation were carried out utilizing various theoretical frame-

works. The spherical RHB framework and the spherical RHB code were used to investigate the

statistical analysis and parametric correlations in the CEDFs. The axial reflection-symmetric rel-

ativistic Hartree-Bogoliubov (RHB) framework (using the parallelized code version created and

described in [2]) is used to investigate nuclei with / = 90 − 120 between two-proton and two-

neutron drip lines. Using the reflection-asymmetric RHB framework, the OCT-RHB code of Ref.

[55] was used to study the impact of octupole deformation on the outer fission barrier. The triaxial

RHB (TRHB code) [60] framework has been employed to analyze fission barriers in some selected

superheavy nuclei, as well as in a few hyperheavy nuclei. Note that TRHB code does not include

octupole deformation.

The constrained calculations in employed codes perform the variation of the function

�'�� +
∑
_,`

�_,` (〈&̂_,`〉 − @_,`)2. (2.21)

Here (_, `) = (2, 0), (_, `) = (2, 0) and (3, 0) as well as (_, `) = (2, 0) and (2, 2) in the RHB,

OCT-RHB and TRHB calculations, respectively. �'�� is the total energy in the RHB calculations.

< &_,` > stand for the expectation values of the respective multipole moments which are defined

as

&̂20 = 2I2 − G2 − H2, (2.22)

&̂22 = G2 − H2, (2.23)

&̂30 = I(2I2 − 3G2 − 3H2). (2.24)
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�_,` in Eq. (2.21) are corresponding stiffness constants [6] and @_,` are constrained values of

respective moments. To provide the convergence to the exact value of the desired multipole

moment, we use the method suggested in Ref. [61]. Here the quantity @_,` is replaced by the

parameter @4 5 5
_,`

, which is automatically modified during the iteration in such a way that we obtain

〈&̂_,`〉 = @_,` for the converged solution. This method works well in our constrained calculations.

In the OCT-RHB code we also fix the (average) center-of-mass of the nucleus at the origin with

the constraint

〈&̂10〉 = 0 (2.25)

on the center-of-mass operator &̂10 to avoid a spurious motion of the center of mass.

The deformation parameters V2, V3 and W are extracted from respective multipole moments:

&20 =

∫
33Ad(®A) (2I2 − G2 − H2), (2.26)

&22 =

∫
33Ad(®A) (G2 − H2), (2.27)

&30 =

∫
33Ad(®A) I(2I2 − 3G2 − 3H2), (2.28)

via

V2 =

√
5

16c
4c

3/'2
0

√
&2

20 + 2&2
22 (2.29)

W = arctan
√

2
&22
&20

(2.30)

V3 =

√
7

16c
4c

3/'3
0
&30 (2.31)

where '0 = 1.2�1/3. Note that &22 = 0 and W = 0 in axially symmetric RHB calculations.

The V2 and W values have a standard meaning of the deformations of the ellipsoid-like density

distributions only for |V2 | . 1.0 values. At higher V2 values they should be treated as dimensionless
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and particle normalized measures of the &20 and &22 moments. This is because of the presence of

toroidal shapes at large negative V2 values and of necking degree of freedom at large positive V2

values.

Note that physical observables are frequently shown as a function of the &20, &30 and &22

moments. However, from our point of view such way of presentation has a disadvantage that the

physical observables of different nuclei related to the shape of the density distributions (such as

deformations) are difficult to compare because the &20, &30 and &22 moments depend on particle

number(s).
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CHAPTER III

THE PROPAGATION OF STATISTICAL ERRORS IN COVARIANT DENSITY

FUNCTIONAL THEORY: GROUND STATE OBSERVABLES AND

SINGLE-PARTICLE PROPERTIES

3.1 Introduction

Recent years have seen systematic efforts undertaken to quantify theoretical uncertainties in the

description of physical observables within the CDFT framework. Systematic uncertainties, their

sources and their propagation to the extremes of neutron number have been studied globally for the

ground statemasses, deformations, two-particle separation energies, charge radii and neutrons skins

of even-even nuclei, as well as for the positions of drip lines in Refs. [2, 38, 45, 46, 55, 58]. In Ref.

[58], systematic uncertainties in the predictions of the ground state properties of superheavy nuclei

have been investigated. Above mentioned investigations were restricted to even-even nuclei which

are either spherical or have only even-multipole deformations in the ground state. This restriction

has been removed in Refs. [55, 56] in which the global studies of octupole deformed nuclei and

related systematic uncertainties in their description have been performed. The investigations of

systematic uncertainties have also been carried out for excited states such as inner fission barriers

in superheavy nuclei (Ref. [60]), deformed one-quasiparticle states in odd-mass actinides [54, 62]

and rotational states in even-even and odd-mass actinides (Ref. [53]).
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Although impressive amount of data on systematic uncertainties in the description of physical

observables in the CDFT has been collected within last few years, very little is known about

related statistical errors. So far, they have been investigated only for potential energy curves in a

single superheavy nucleus for two CEDFs in Ref. [60]. To fill this gap in our knowledge of the

performance of CEDFs, we performed a systematic study of statistical errors in the description of

the ground state and single-particle properties of spherical nuclei.

So far, mostly the covariance analysis has been used in the studies of statistical errors for

physical observables in the DFT framework (see, for example, Refs. [36, 39, 63, 64]. However,

in the calculations of the covariance matrix a linearized least-square system in the vicinity of the

minimum of objective function j2
=>A< is usually assumed [44]. This means that the covariance

analysis assumes that full information about statistical errors is contained in the derivatives taken at

the optimum parametrization and ignores potential non-linear dependence of the observables on the

coupling constants in the parts of the parameter hyperspace away from the optimumparametrization.

However, there is no guarantee that linear approximation is valid for non-linear problems in the

region of the parameter hyperspace away from the optimum parametrization (see Ref. [44]). If that

is the case, the covariance matrix loses its validity [44]. A priori such non-linearities, which are

present in the CDFT models, cannot be disregarded. For example, the analysis of the correlations

between the U( and U+ parameters in point couplingmodels performed in Ref. [65] clearly indicates

their presence.

Thus, we use alternative approach based on the Monte-Carlo method in which randomly

generated functionals are accepted/rejected based on the condition of Eq. (3.4) given in Sec. 3.2

below. As a result, the set of reasonable functionals is generated which is used for the calculations
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of statistical errors in the physical observables of interest (see Sec. 3.2). The advantage of this

method is that its outcome is defined by full parameter hyperspace used in the analysis (and not only

by the neighborhood of optimum parametrization as in covariance analysis). This allows to take

existing non-linearities between the parameters fully into account. Thus, theMonte-Carlo approach

is free from above mentioned deficiencies of the covariance analysis. However, it is much more

numerically time consuming than relatively simple covariance analysis and requires significant

computational power. As a result, so far it was applied only to the analysis of statistical errors in

the single-particle energies of phenomenological Woods-Saxon potential (see Ref. [66]). For this

reason, we focus in the present exploratory study on the NL-MECEDFs which are characterized by

the minimum number of the parameters (and, as a consequence, by minimal dimensionality of the

parameter hyperspace) among the state-of-the-art CEDFs. Their six parameters are the mass <f

and coupling constant 6f of the f-meson, the coupling constant 6l of the l-meson, the coupling

constant 6d of the d meson which is responsible for the isovector channel of the functional and the

coupling constants 62 and 63 which define the density dependence of the functional.

3.2 Statistical errors and the details of the calculations

The normalized objective function is defined for model having #?0A adjustable parameters

p = (?1, ?2, ..., ?#?0A
) as

j2
=>A< (p) =

1
B

#C H ?4∑
8=1

=8∑
9=1

(
$8, 9 (p) −$4G?

8, 9

Δ$8, 9

)2

(3.1)

where

B =
j2(p0)

#30C0 − #?0A
(3.2)
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is global scale factor (Birge factor [67]) defined at the minimum of the penalty function (optimum

parametrization p01) which leads to the average j2(p0) per degree of freedom equal to one [36]

and

#30C0 =

#C H ?4∑
8=1

=8 (3.3)

is the total number of data points of different types. Here, #CH?4 stands for the number of different

data types. The calculated and experimental/empirical values of physical observable 9 of the

8−th type are represented by $8, 9 (p) and $4G?

8, 9
, respectively. Δ$8, 9 is adopted error for physical

observable $8, 9 . These quantities for the functionals under study are summarized in Table 3.1.

The acceptable functionals are defined from the condition [36]

j2
=>A< (p) ≤ j2

=>A< (p0) + Δj2
<0G (3.4)

This condition specifies the ’physically reasonable’ domain around p0 in which the parametrization

p provides a reasonable fit and thus can be considered as acceptable. This domain is the #-

dimensional parameter hyperspace Pspace = [?1<8=
− ?1<0G

, ?2<8=
− ?2<0G

, ..., ?#<8=
− ?#<0G

], where

?8<8=
and ?8<0G

represent the lower and upper boundaries for the variation of the 8 − Cℎ parameter.

These boundaries are defined in such a way that their further increase (for ?8<0G
) or decrease (for

?8<8=
) does not lead to additional points in parameter hyperspace which satisfy Eq. (3.4). Note that

using Δj2
<0G = 1.0 one could calculate statistical errors, while only parametric correlation could

be extracted using higher values of Δj2
<0G

The numerical calculations are performed in the following way. New parametrizations p

are randomly generated in the #-dimensional parameter hyperspace and they are accepted if the

1Because of the experimental errors and incompleteness of the physical modelling optimum parametrizations of
the models are known only up to their uncertainty probability distributions [66].
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Table 3.1

Input data for fitting protocol of the NL5() CEDFs.

NL5(A) NL5(B) NL5(C) NL5(D) NL5(E)
1 2 3 4 5 6

1. Masses � (MeV)
=1 12

Δ� [MeV] 0.001�
2. Charge radii A2ℎ (fm)

=2 9
ΔA2ℎ [fm] 0.002 A2ℎ

3. Neutron skin AB:8= (fm)
=3 4 3 [no 90Zr] 0

ΔAB:8= [fm] 0.05 AB:8= see text
4. Nuclear matter properties

=4 4
�/� [MeV] -16.0
Δ�/� [MeV] 0.05�/�
d [fm−3] 0.153
Δd [fm−3] 0.1d
 0 [MeV] 250.0
Δ 0 [MeV] 0.1 0 0.025 0 0.025 0 0.025 0 0.025 0
� [MeV] 33.0
Δ� [MeV] 0.1�

Parameters of Eq. (3.1)
#30C0 29 28 25
#?0A 6
#CH?4 4 3

The number =8 of experimental (empirical) data points and adopted errors Δ$8, 9 are
presented for each type of data. The binding energies of 16O, 40Ca, 48Ca, 72Ni, 90Zr,
116Sn, 124Sn, 132Sn, 204Pb, 208Pb, 214Pb and 210Po nuclei, the charge radii of 16O, 40Ca,
48Ca, 90Zr, 116Sn, 124Sn, 204Pb, 208Pb and 214Pb nuclei as well as neutron skins of
the 90Zr, 116Sn, 124Sn and 208Pb nuclei are used in the fitting protocol. In addition,
employed empirical values $8, 9 for the properties of symmetric nuclear matter at
saturation are provided; these are the density d0, the energy per particle �/�, the
incompressibility  0 and the symmetry energy �. The columns 3-6 show only the
changes with respect of the values provided in column 2.
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condition (3.4) is satisfied. Using the set [p1, p2, ..., p"] of " accepted functional variations the

calculations are performed for spherical nuclei in the Ca, Ni, Sn and Pb isotope chains from proton

to neutron drip lines. For each nucleus the mean values of physical observables

$̄8, 9 =
1
"

"∑
:=1

$8, 9 (p: ) (3.5)

and their standard deviations

f8, 9 =

√√√
1
"

"∑
:=1
[$8, 9 (p: ) − $̄8, 9 ]2 (3.6)

are calculated. The latter serves as a measure of statistical error.

3.3 Fitting protocols: an example of the origin of the uncertainties

Previous fits of the non-linear CEDFs have been performed in the RMF+BCS framework with

simple pairing (see Refs. [28, 68, 69, 70, 71] for details). Since in the present work the RHB

framework with separable pairing of finite range is used in the fitting protocol for the first time,

the investigation of the dependence of the optimum parametrization on the details of the fitting

protocol is performed.

The starting point is the fitting protocol of the NL3* functional (see Ref. [28]). The types of

the input data for this protocol and related adopted errors are summarized in column 2 of Table

3.1. The minimization within this protocol leads to optimum functional labeled NL5(A) (see Table

3.2). When considering the quality of the functional we take into account the ranges of the nuclear

matter properties recommended for relativistic functionals in Ref. [72]. These are d0 ∼ 0.15 fm−3,

�/� ∼ −16 MeV,  0 = 190 − 270, � = 25 − 35 MeV (� = 20 − 35 MeV) and !0 = 25 − 115

(!0 = 30− 80) for the SET2a (SET2b) sets of the constraints on the experimental/empirical ranges
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for the quantities of interest. As compared with the CEDF NL3*, the NL5(A) functional has better

� and !0 values but much worse  0 value. The analysis of the contributions of physical observables

of different classes shows that j2
C>C0;

is dominated by the contributions from 4 data points on neutron

skins with the contribution of the single data point on the neutron skin of 90Zr providing 22.1%

of j2
C>C0;

. These large contributions from neutron skin data to j2
C>C0;

clearly illustrate that these

functionals cannot accurately describe the current adopted experimental values of AB:8= obtained

by means of hadronic probes.

To compensate for too large value of  0 and to force it to more acceptable value, the adopted

error for  0 has been reduced from 10% to 2.5% in the fitting protocol of the NL5(B) functional

(see column 3 of Table 3.1). This functional and related nuclear matter properties as well as penalty

function contributions are shown in Table 3.2. Its �/�, d0 and  0 values are close to the NL3*

ones, but it has better symmetry energy � and the slope of symmetry energy !0. However, similar

to NL5(A) it suffers from too large contribution of neutron skins (and especially, the one coming

from 90Zr) to j2
C>C0;

.

To reduce this problem, the neutron skin of 90Zr has been dropped from the fitting protocol of

the NL5(C) functional (see column 4 in Table 3.1). This functional has �/�, d0 and  0 values

similar to the ones of the NL3* and NL5(B) functionals (see Table 3.2). Its � and !0 values are

better than those of the NL3* functional but slightly worse as compared with those of the NL5(B)

one. However, the NL5(C) functional provides better description of binding energies and charge

radii as compared with the NL5(A) and NL5(B) ones; these are physical observables which are

precisely measured in experiment. On the other hand, it gives slightly worse description of neutron
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skins in the 116Sn, 124Sn and 208Pb nuclei but as mentioned before this physical observable is

characterized by substantial experimental uncertainties.

One can consider removing the neutron skins (as least reliable experimental data on finite nuclei)

from the fitting protocol; this leads to the NL5(D) functional (see Table 3.2). It is characterized by

a substantial reduction (by a factor of 2 as compared with the CEDF NL5(C)) of the error in the

reproduction of experimental data on binding energies. However, for this functional the � and !0

values deviate more from recommended values as compared with the NL5(C) one.

Alternatively, one can use experimental errors (from Refs. [73, 74, 75]) as adopted errors for

neutron skins which are substantially larger than adopted errors (5%) of the fitting protocol of the

NL5(A-C) functionals (Table 3.1). This leads to the NL5(E) functional in which the impact of

neutron skins on total j2
C>C0;

is substantially reduced as compared with NL5(A-C) functionals. As

a consequence, the nuclear matter properties of the NL5(D) and NL5(E) functionals are similar

and they provide comparable description of binding energies and charge radii.

The results presented here clearly show that the selection of the fitting protocol (physical

observables and related adopted errors) is to a degree subjective. Definitely the use of more

experimental data of different types is expected to reduce this level of subjectivity but it cannot be

completely eliminated. Since theMonte-Carlo analysis of statistical errors is numerically extremely

time-consuming, we restrict our investigation of statistical errors of non-linear CEDFs to NL5(C)

and NL5(A) functionals.
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3.4 The ranges of the parameters in the functionals

In meson exchange models the general features of the nuclei are dominated by the properties

of the f and l mesons which are responsible for intermediate range attraction and short range

repulsion. They lead to attractive scalar ( and repulsive vector + potentials with magnitudes of

( ≈ −400 MeV/nucleon and + ≈ +350 MeV/nucleon [47, 76]. Their sum defines the depth of

nucleonic potential (∼ −50 MeV/nucleon).

Because of these large magnitudes, very small variations of the masses and coupling constants

of these two mesons lead to substantial changes in binding energies (see Figs. 3.1a and d). Note

that in this chapter instead of functional parameters ?0A8 we are using the ratio

58 =
?0A8

?0A
>?C

8

(3.7)

where ?0A>?C
8

is the value of the parameter in the optimum functional and 8 indicates the type of

the parameter. This allows to better understand the range of the variations of the parameters and

related parametric correlations in the functionals.

Coming back to Figs. 3.1a and d, one can see that ±5% change in the values of <f, 6f and 6l

leads to the changes of binding energies in the range of 2000-3000MeV. Other physical observables

used in the fitting protocols such as charge radii A2ℎ also sensitively depend on 58 (see Figs. 3.1b

and e). However, some flexibility in acceptable ranges of these parameters is provided by the fact

that binding energies and charge radii have different dependencies on 5 (<f), 5 (6f) and 5 (6l)

(see Fig. 3.1).

Above discussed features lead to the fact that the <f, 6f and 6l parameters are well localized

in the parameter hyperspace of all meson-exchange CEDFs (see Fig. 3.2). Note that the absolute
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Figure 3.1

The range of the NL5(C) CEDF parameters variations and associated changes in different
physical observables.

The physical observables shown are the total binding energy � (left columns), charge
radius A2ℎ (central columns) and neutron skin AB:8= (right columns). Upper row shows
the full range of the parameter variations, while the bottom panels magnify the region
in the vicinity of optimum parametrization ( 58 = 1.0). On one end, the range of
parameters is limited by the condition that the total energy of the nucleus is negative.
On the other end, it is defined by the collapse of numerical solution due to underlying
numerical instabilities. For each line, only the indicated parameter is changing while
the remaining parameters are kept at the values corresponding to optimum NL5(C)
functional.
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majority of these parameters are located within 5% deviation band with respect to mean value.

This similarity between the functionals becomes even more striking if we consider the ratios 68
<8

(see Figs. 3.2c and f). In reality, many physical observables depend on such ratios in the CDFT

framework. For example, the vector and scalar fields of the CDFT are proportional to
(
6l
<l

)2
and(

6f
<f

)2
in the lowest order [76]. Another example is the equation of the state of nuclear matter

which depends on the ratios 68
<8

[31]. Effective meson-nucleon coupling in nuclear matter is also

determined by such ratios [29].

On the contrary, the impact of the terms which define isovector dependence, such as the d-

meson, and density-dependent terms (such as 62 and 63) on total binding energies and charge

radii is substantially smaller (see Fig. 3.1a, b, d and e). For example, to get comparable changes

in binding energy of 208Pb, the changes in the 62, 63 and especially 6d parameters have to be

substantially larger than those for the <f, 6f and 6d parameters (see TABLE III in Ref. [83]).

In general, the 6d parameter has significantly larger impact on neutron skin than other parameters

(see Fig. 3.1c). However, in the vicinity of the optimum functional its impact is comparable with

the ones of other parameters (see Fig. 3.1f). Note also that the potential range of the variations of

the 6d, 62 and 63 parameters is substantially larger as compared with the range of variations of the

6f, <f and 6l parameters (see Fig. 3.1).

Figure 3.3 shows that the level of localization of the 6d parameter in the parameter hyperspace

is lower as compared with the parameters of the f and l mesons. The largest deviations from

the mean 6d value, defined over the set of considered functionals, are seen for the models with

explicit density dependencies (Group C functionals). However, even for group A functionals, the

deviations from mean values reach 10%. The level of localization is even lower for the 62 and
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Figure 3.2

The masses and coupling constants of the f and l mesons in different CEDFs which contain
meson exchange.

The CEDFs are combined into three groups dependent on how self- and mixed-
couplings are introduced. Group A represents the parametrizations which include
non-linear self-couplings only for thef-meson. GroupB contains the parametrizations
which include self-couplings for the f- and l-mesons (and d−mesons in the case of
PK1R). Group C represents the parametrizations which include density-dependent
meson-nucleon couplings for the f-, l-, and d-mesons. Note that the mass <l
of the l-meson is fixed at indicated values in all functionals except NL3, PK1 and
PK1R. The parameters are taken from Refs. [68] (NL1), [69] (NL3), [28] (NL3*),
[70] (NL-Z), [77] (NL-Z2), [71] (NL-SH), [78] (NL-RA1), [79] (PK1,PK1R), [80]
(TMA), [81] (TM1), [31] (TW99), [82] (DD-ME1), [29] (DD-ME2), [18] (DD-
MEX), [79] (PKDD). Note that we omitted mass-dependent terms for 6l in the TMA
parametrization which is a good approximation for heavy nuclei since 6l = 12.842 +
3.191�−0.4 [80]. Vertical solid lines represent the mean values of the respective
parameter over the set of indicated functionals. Red dashed and dotted lines show the
±5% and ±10% deviation bands with respect of these mean values.

63 parameters for which the deviations from the mean values (defined for the set of considered

functionals) could reach and even exceed 25% limit (see Fig. 3.4). However, it is interesting that

for the considered functionals the 63/62 ratio is very close to 2.75 (see Fig. 3.4c). Only two

functionals, namely, NLSH and NL5(A), exceed 10% deviation band from the mean value for the
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The same as Fig. 3.2 but for the 6d parameter.

Red dotted, dashed and dash-dotted lines show the ±5%, ±10% and ±25% deviation
bands with respect of mean values.

63/62 ratio. Considering that these two parameters define the density dependence of the non-linear

meson coupling model, this consistency of the 63/62 ratio over the studied functionals suggests

hidden parametric correlations between the 62 and 63 parameters.

3.5 Statistical errors in the ground state observables of even-even nuclei.

In this section, we will investigate statistical errors in the description of the ground state

properties of spherical Ca, Ni, Sn and Pb even-even isotopes. Within the isotope chain the

calculations cover all nuclei between the two-proton and two-neutron drip lines. When possible

the statistical errors obtained in the present study will be compared with systematic uncertainties
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The same as Fig. 3.2 but for the 62 and 63 parameters.

Red dotted and dash-dotted lines show the ±10% and ±25% deviation bands with
respect of the mean values. Note that only the functionals which belong to group A
are considered here.

defined in Refs. [2, 46]. In addition, they will be compared with statistical errors obtained in the

Skyrme DFT study with UNEDF0 functional of Ref. [39].

Statistical errors in binding energies obtained with the CEDF NL5(C) and their propagation

with the neutron number are shown in Fig. 3.5a. They are close to adopted errors of the fitting

protocol [0.1% of binding energy (see Table 3.1)] for the nuclei used in the fit. With increasing

isospin the statistical errors in binding energies substantially increase reaching ∼ 2.6, ∼ 2.6, ∼ 5.0

and ∼ 6.0 MeV at the two-neutron drip line in the Ca, Ni, Sn and Pb isotope chains, respectively.

However, they are significantly smaller at the neutron-drip line than those obtained in the Skyrme

DFT studies of Ref. [39]; by factors 4.6, 3.1, 3.4 and 2.3 for the Ca, Ni, Sn and Pb isotopes,

respectively. Statistical errors in binding energies of these nuclei are by a factor 2-3 smaller than

systematic uncertainties in the binding energies obtained in Ref. [2] (see Fig. 8 in this reference).
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Figure 3.5

The propagation of statistical errors with neutron number.

The statistical errors are calculated for binding energies [panel (a)], charge radii [panel
(b)], two-neutron separation energies [panel (c)] and neutron skins [panel (d)]. The
results are presented for the Ca (/ = 20), Ni (/ = 28), Sn (/ = 50) and Pb (/ = 82)
isotopes between two-proton and two-neutron drip lines. Open symbols are used to
indicate the nuclei whose experimental data of the type shown on the vertical axis of
the panel has been used in the fitting protocol of the NL5(C) functional.

Note that the estimate of systematic uncertainties of Ref. [2] are based only on four CEDFs, namely,

NL3*, DD-PC1, DD-ME2 and DD-MEX. The investigation of Ref. [45] suggests that the addition

of the PC-PK1 functional could lead to a substantial increase of systematic uncertainties in binding
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energies. This is at least a case for the Yb (/ = 70) isotopes for which they increase by a factor of

2.1 when the PC-PK1 results are added (see Fig. 3 in Ref. [46]).

Statistical errors in charge radii A2ℎ are presented in Fig. 3.5b. They are in the vicinity of 0.1%

of the calculated A2ℎ values shown in Fig. 23 of Ref. [2]. For the nuclei used in the fitting protocol,

statistical errors are below the adopted errors of 0.2% for A2ℎ. Calculated statistical errors are

below 25% of the rms deviations ΔAA<B
2ℎ

between calculated and experimental charge radii, which

are typical for the state-of-the-art CEDFs and which are shown in Table VI of Ref. [2]. Systematic

uncertainties in the predictions of charge radii of the Ca and Ni isotopes obtained from the set of

the four functionals (see Fig. 24 of Ref. [2]) are substantially larger (on average, by an approximate

factor of 8 and 10, respectively) than relevant statistical errors. This difference goes down with the

increase of proton number. For example, the situation in the Pb isotopes depends on the neutron

number # . Statistical errors are only somewhat smaller than systematic uncertainties in the Pb

nuclei with # ∼ 110 and # ∼ 126. On the other hand, they are smaller than statistical uncertainties

by a factor of approximately 10 for the nuclei with # ∼ 102. On average, for the Pb nuclei the

statistical errors in charge radii are by a factor of approximately 4 smaller than relevant systematic

uncertainties. Similar situation is observed also in the Sn isotopes, but the average difference

between statistical errors and statistical uncertainties in charge radii is of the order of 7.

Contrary to Skyrme DFT calculations with the UNEDF0 functional (see Fig. 4b in Ref. [39]),

statistical errors in charge radii calculated with NL5(C) (see Fig. 3.5b in the present paper) do not

show significant increase with neutron number. In reality, the f(A2ℎ) values obtained with NL5(C)

for Sn and Pb isotopes show very modest increase of approximately 20% on going from two-proton

to two-neutron drip line. Note that the f(A2ℎ) values show some fluctuations as a function of
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neutron number which are due to underlying shell structure; they become especially pronounced

in the Ni isotopes. While statistical errors for charge radii of the Ca, Ni and Sn isotopes are

comparable for Skyrme UNEDF0 and CDFT NL5(C) calculations for the nuclei near two-proton

drip line, the situation changes drastically with the increase of neutron number so that for the Ca,

Ni, Sn and Pb nuclei at the two-neutron drip line the f(A2ℎ) values obtained in Skyrme calculations

are by factor of 17-33 larger than those obtained in CDFT calculations with CEDF NL5(C).

Statistical errors in two-neutron separation energies are displayed in Fig. 3.5c. They are typically

in the range of 0.1 - 0.3 MeV and do not show a clear tendency of the increase on approaching

two-neutron drip line. These statistical errors show substantial fluctuations as a function of neutron

number with the changes in the slope of f((2=) typically taking place in the vicinity of the shell

(# = 20, 28, 50, 82 and 126) and subshell (# = 40) closures. The calculated f((2=) values are

typically by a factor of 3-4 smaller than the rms-deviations between theory and experiment for the

state-of-the-art CEDF (see Table III in Ref. [2]). It is interesting to compare our results with the

ones obtained in Skyrme DFT calculations of Ref. [39]. While the f((2=) values are comparable

for both models in the vicinity of the V-stability line, they increase drastically with increasing

neutron number in the Skyrme DFT calculations approaching ∼ 1.4, ∼ 1.4, ∼ 0.8 and ∼ 0.75 MeV

for Ca, Ni, Sn and Pb nuclei at the two-neutron drip line, respectively. This trend is contrary to the

one seen in the CDFT results.

Statistical errors in the neutron skin thickness AB:8= are shown in Fig. 3.5d. They are close to

zero near the # = / line but increase with increasing neutron number. This increase is rapid in

the Ca, Ni and Sn isotopes but it is more moderate in the Pb isotopes. An interesting feature of

the latter chain is the decrease of the f(AB:8=) values above # ∼ 170 which is most likely due to
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underlying shell effects. The statistical errors in the neutron skin thickness are substantially larger

in the Skyrme DFT calculations with the UNEDF0 and SV-min functionals (Ref. [84]) than in

the present RHB calculations with CEDF NL5(C). For example, for 208Pb the f(AB:8=) values are

0.058 fm, 0.037 fm and 0.0035 fm in the calculations with the UNEDF0, SV-min and NL5(C)

functionals, respectively. In the neutron-rich Ca isotopes near the two-neutron drip line thef(AB:8=)

values obtained in non-relativistic calculations are by a factor of approximately 7 larger than those

obtained in the relativistic ones. The statistical errors in the neutron skin thickness shown in Fig.

3.5d are substantially smaller than systematic uncertainties shown in Fig. 25 of Ref. [2]. In the

vicinity of the two-neutron drip line, the latter ones reach 0.15 fm, 0.2 fm, 0.25 fm and 0.25 fm in

the neutron rich Ca, Ni, Sn and Pb nuclei, respectively.

Figure 3.6 compares statistical errors obtained for binding energies and charge radii of the Sn

isotopes with systematic theoretical uncertainties given by the spreads (see Sec. 2.2 for definition).

In addition, we add systematic errors defined in terms of Eq. (3.6) with keeping in mind the

limitations of this definition discussed in Sec. 2.2 (that is a reason why they are labelled as

”f($)BHBC” versus statistical errors f). One can see that these systematic uncertainties (Δ� (7)

and ΔA2ℎ (7)) and errors (”f(�)BHBC (7)” and ”f(A2ℎ)BHBC (7)”) are typically larger than the statistical

ones in the unknown region (# ≥ 84). One should also keep in mind that they represent a lower

limit of these uncertainties/errors since only very limited set of functionals is used. The increase of

the number of functionals employed in the analysis will without any doubt increase these systematic

uncertainties/errors.

The comparison of systematic uncertainties and systematic errors obtained with the sets of 7

and 6 functionals illustrates possible biases in model assumptions. Indeed, removing the NL5(C)
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Figure 3.6

Statistical errors compared with respective theoretical systematic uncertainties (spreads) and
systematic errors.

Statistical errors f(�) and f(A2ℎ) in binding energies (panel (a)) and charge radii
(panel (b)) compared with respective theoretical systematic uncertainties (spreads)
(Δ� or ΔA2ℎ) and systematic errors ("f(�)BHBC" or "f(A2ℎ)BHBC). The digits ’6’ and ’7’
in the labelling of some curves indicate the number of CEDFs used in the definition of
theoretical systematic uncertainties and errors. Full set of CEDFs (indicated by ’7’)
includes NL3*, DD-ME2, DD-MEX, DD-PC1, NL5(C), NL5(D) and NL5(E) CEDFs.
The label ’6’ is used for the set in which the results of the NL5(C) functional are
dropped.

functional from the set of employed functionals does not affect so much the Δ(�) and "f(�)BC0C"

quantities of known nuclei but drastically reduces them in unknown nuclei (see Fig. 3.6a). On the

contrary, such an action has almost no effect on systematic uncertainties and systematic errors of

charge radii (see Fig. 3.6b).

Based on these considerations, one can conclude that when extrapolating to unknown regions

statistical errors represent only a relatively small part of total theoretical error. This result is similar
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to the one obtained in the studies of 27 HFB mass models in the Skyrme DFT performed in Ref.

[85]. As a consequence, statistical errors in physical observables of a given CEDF do not provide

alone a meaningful estimate on how much should we trust the predictions of a given functional in

experimentally unknown regions.

Our analysis also clearly illustrates the importance of the discrimination of the impact of the

stiff and soft parameters of CEDFs on statistical errors. Such a separation of the parameters into

two types was discussed in Ref. [86]. Even when the parameters of nuclear EDFs are adjusted

to experimental/empirical/pseudo data, their predictions are sensitive to only a few combinations

of parameters (stiff parameter combinations) and exhibit an exponential decrease of sensitivity to

variations of the remaining soft parameters that are only approximately constrained by data. In

non-linear meson coupling models, the stiff parameters are represented by <f, 6l and 6f. Their

contribution to statistical errors is rather small and mostly independent of neutron number. On

the contrary, the combination of soft parameters 62, 63 and 6d leads to a significant increase of

statistical errors for binding energies and neutron skins on approaching two-neutron drip line.

They also lead to an increase of statistical errors in two-neutron separation energies. Thus, one can

conclude that the presence of soft parameters in the CEDFs is the major source of statistical errors.

3.6 Statistical errors in the single-particle energies

The energies of the single-particle states 48 represent another quantity which affects many

physical observables (see Refs. [21, 45, 58, 62, 87]). In this section we investigate statistical errors

in the description of the energies of the single-particle states 48; they are quantified by the standard

deviations f(48). We focus on two nuclei, namely, 208Pb and 266Pb. The analysis of an additional
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nucleus 304120 is presented in Ref. [83]. The first one is well known doubly magic nucleus

which serves as a testing ground in many theoretical studies. Second nucleus is the last bound

neutron-rich Pb isotope in absolute majority of theoretical studies (see Fig. 14 in Ref. [2]); it is

characterized by large # = 184 shell gap (see Fig. 6a in Ref. [45]).

Tables 3.3 and 3.4 show the calculated mean energies 4̄8 of the single-particle states and related

standard deviations f(48) obtained in these nuclei. The general trend, which is clearly seen in these

tables, is the decrease of statistical errors on going from the bottom of nucleonic potential towards

continuum. The states at the bottom of potential are characterized by f(48) ∼ 0.35 MeV for both

proton and neutron subsystems for all nuclei under consideration. In 208Pb, the neutron and proton

states are characterized by f(48) ∼ 0.1 MeV in the vicinity of the respective Fermi levels which

have similar energies. The addition of neutrons leading to 266Pb moves the proton Fermi level to

lower energies (deeper into the potential) and neutron Fermi level closer to continuum limit. As a

consequence, the f(48) values for the proton states in the vicinity of the proton Fermi level increase

to ∼ 0.15 MeV (see Table 3.4). On the contrary, with the exception of the high- 9 a1 915/2 and

a1 913/2 states for which f(48) ∼ 0.15 MeV, the f(48) values for the neutron states in the vicinity

of the neutron Fermi level is less than 0.1 MeV (see Table 3.4).

The detailed analysis of these calculations results shows that the freedom to rebalance the depths

of the proton and neutron potentials is a major source of these statistical errors in the energies of

the single-particle states. Indeed, it was observed that when proton potential becomes deeper

as compared with the one in the optimum functional, the neutron potential becomes less deep

as compared with the one in optimum functional. This leads to more/less bound proton/neutron

single-particle states and allows to keep total energy of the system close to the one in the optimum
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Table 3.3

The mean energies 4̄8 and their standard deviations f(48) [in MeV] of the neutron and proton
single-particle states in the 208Pb nucleus calculated with NL5(C) CEDF.

Neutron Proton
Orbital 4̄a f(4a) Orbital 4̄c f(4c)

1 2 3 4 5 6
1B1/2 -58.257 0.424 1B1/2 -47.100 0.401
1?3/2 -52.142 0.376 1?3/2 -41.573 0.360
1?1/2 -51.581 0.363 1?1/2 -40.933 0.345
135/2 -44.809 0.316 135/2 -34.691 0.307
133/2 -43.497 0.282 133/2 -33.249 0.270
2B1/2 -40.566 0.241 2B1/2 -29.725 0.221
1 57/2 -36.614 0.252 1 57/2 -26.864 0.251
1 55/2 -34.228 0.189 1 55/2 -24.320 0.187
2?3/2 -30.515 0.149 2?3/2 -20.045 0.150
2?1/2 -29.526 0.128 2?1/2 -19.054 0.136
169/2 -27.862 0.191 169/2 -18.402 0.199
167/2 -24.177 0.112 167/2 -14.556 0.128
235/2 -20.708 0.098 235/2 -10.465 0.122
233/2 -19.127 0.091 1ℎ11/2 -9.544 0.159
1ℎ11/2 -18.809 0.141 233/2 -8.903 0.121
3B1/2 -18.301 0.095 3B1/2 -7.729 0.121

Proton Fermi level
1ℎ9/2 -13.774 0.108 1ℎ9/2 -4.367 0.134
2 57/2 -11.320 0.085 2 57/2 -1.107 0.120
1813/2 -9.661 0.104 1813/2 -0.481 0.133
2 55/2 -9.390 0.098 2 55/2 0.802 0.131
3?3/2 -8.591 0.087 3?3/2 2.133 0.121
3?1/2 -7.895 0.090 3?1/2 2.828 0.125
Neutron Fermi level

1811/2 -3.515 0.148
269/2 -2.688 0.080
335/2 -0.873 0.062
267/2 -0.855 0.090
4B1/2 -0.599 0.050
1 915/2 -0.597 0.081
333/2 -0.281 0.061
4?3/2 2.557 0.018
4?1/2 2.669 0.019
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Table 3.4

The same as Table 3.3 but for the 266Pb nucleus. The states in the energy range from ∼ −42 MeV
up to ∼ −20 MeV are omitted in order to simplify the table.

Neutron Proton
Orbital 4̄a f(4a) Orbital 4̄c f(4c)

1 2 3 4 5 6
1B1/2 -53.045 0.364 1B1/2 -49.945 0.323
1?3/2 -47.922 0.333 1?3/2 -45.498 0.304
1?1/2 -47.567 0.326 1?1/2 -45.070 0.297
—– —– —– —– —— —–
233/2 -20.427 0.153 1ℎ11/2 -18.396 0.199
3B1/2 -19.619 0.153 233/2 -18.075 0.176
1ℎ11/2 -19.595 0.188 3B1/2 -16.727 0.169

Proton Fermi level
1ℎ9/2 -16.052 0.159 1ℎ9/2 -14.726 0.186
2 57/2 -13.384 0.142 2 57/2 -10.867 0.172
2 55/2 -11.882 0.138 1813/2 -10.415 0.184
1813/2 -11.638 0.163 2 55/2 -9.372 0.182
3?3/2 -11.057 0.130 3?3/2 -7.655 0.171
3?1/2 -10.494 0.128 3?1/2 -7.086 0.177
1811/2 -7.153 0.161 1811/2 -5.779 0.198
269/2 -5.728 0.124 269/2 -2.583 0.174
267/2 -4.138 0.123 1 915/2 -2.234 0.175
335/2 -3.847 0.100 267/2 -0.896 0.186
1 915/2 -3.691 0.143 335/2 0.851 0.168
4B1/2 -3.342 0.088 333/2 1.540 0.173
333/2 -3.252 0.097 4B1/2 2.130 0.162
Neutron Fermi level

2ℎ11/2 1.038 0.096 1 913/2 3.185 0.216
4?3/2 1.292 0.034
1 913/2 1.406 0.164
4?1/2 1.460 0.033
3 57/2 1.546 0.051
3 55/2 1.998 0.045
2ℎ9/2 2.387 0.086

functional. The opposite situation with deeper neutron and less deep proton potentials takes place

with similar frequency.
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In general, statistical errors in the absolute energies of the single-particle states could affect

model predictions for the position of the two-neutron drip line. Indeed, as discussed in Ref. [45] its

position sensitively depends on the positions (in absolute energy) and the distribution of the single-

particle states (and especially high- 9 intruder and extruder ones) located around the continuum

limit. However, in the nuclei around 266Pb the standard deviations f(48) for such neutron single-

particle states are safely below 0.1 MeV (see Table 3.4); the only exception is the a1 913/2 orbital

for which f(48) = 0.164 MeV. Thus, it is reasonable to expect that the impact of statistical errors

in the energies of the single-particle states on the position of two-neutron drip line will be rather

modest. Moreover, these statistical errors are substantially smaller than systematic uncertainties in

the predictions of the energies of single-particle states, which for many orbitals exceed 1 MeV in

nuclei near two-neutron drip line (see Figs. 11c and 6c in Ref. [45]). These facts suggest that the

theoretical uncertainties in the prediction of the position of two-neutron drip line are dominated by

systematic uncertainties.

While the accuracy of the prediction of the position of the neutron drip line is sensitive to

calculated absolute energies of the single-particle states, the accuracy of the reproduction of the

single-particle spectra depends mostly on the predictions of the relative energies of the single-

particle states. Table 3.5 shows the mean relative energies Δ48 of the pairs of neighboring single-

particle states (as defined in the NL5(C) functional) and related standard deviations f(Δ48). One

can see that the f(Δ48) values are substantially smaller than the Δ48 values. They are also much

smaller than the deviations between theory and experiment for one-(quasi)-particle configurations

in spherical [21, 87, 88] and deformed [54, 62] nuclei. Here we assume that statistical errors in the

description of the energies of deformed single-particle states are similar to spherical ones which
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is a reasonable assumption considering that deformed states emerge from spherical ones. Thus,

one can conclude that systematic uncertainties in the energies of the single-particle states are more

important than statistical ones for the predictions of the single-particle spectra.

The results presented in Table 3.5 provide also the information on statistical errors in the

description of spin-orbit splittings. Indeed, these tables contain the pairs of orbitals which form

spin-orbit doublets such as ?3/2− ?1/2, 35/2− 33/2, 57/2− 55/2, 69/2− 67/2 and ℎ11/2− ℎ9/2. For the

majority of the spin-orbit doublets, standard deviations f(Δ48 (<, 9)) are of the order of 2.7% of

their mean splitting energies Δ48 (<, 9). Indeed, for 14 spin-orbit doublets of 208Pb seen in Table

3.5, the ratio f(Δ48 (<, 9))/Δ48 (<, 9) is located in the range from 0.023 up to 0.031. In 266Pb

and 304120 nuclei, the standard deviations f(Δ48 (<, 9)) are of the order of 2.4% and 2.0% of

their mean splitting energies Δ48 (<, 9), respectively (see Tables VIII and IX in Ref. [83]). Thus,

statistical errors (as compared with those seen in 208Pb) in the description of spin-orbit splittings

do not increase on going towards the extremes of neutron number or charge.

It is interesting to compare our CDFT results with those obtained in Skyrme DFT framework

with the UNEDF0 functional presented in Table I of Ref. [39]. For the neutron/proton states of

208Pb shown in this table, the statistical errors obtained in the Skyrme DFT calculations are on

average by a factor of 2.05/1.46 larger than those obtained in our CDFT calculations (compare

Table 3.3 with Table I of Ref. [39]). In addition, there is one principal difference between the

CDFT and Skyrme DFT results. The standard deviations f(Δ48 (<, 9)) for the spin-orbit splittings

are very small in the CDFT calculations; they are typically on the level of 2-3% of total size of

spin-orbit splitting. On the contrary, they are substantially larger (both in relative and absolute

senses) in the Skyrme DFT calculations (see Table I in Ref. [39]).
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Table 3.5

Relative energies Δ48 (<, 9) = 48 (<) − 48 ( 9) of the pairs of neutron (8 = a) and proton (8 = c)
single-particle states in the 208Pb nucleus.

Neutron Proton
Orbital Orbital

pairs (<, 9) Δ4a f(Δ4a) pairs (<, 9) Δ4c f(Δ4c)
1 2 3 4 5 6

1B1/2 - 1?3/2 6.115 0.054 1B1/2 - 1?3/2 5.527 0.049
1?3/2 - 1?1/2 0.560 0.013 1?3/2 - 1?1/2 0.640 0.016
1?1/2 - 135/2 6.772 0.053 1?1/2 - 135/2 6.242 0.045
135/2 - 133/2 1.313 0.037 135/2 - 133/2 1.442 0.042
133/2 - 2B1/2 2.931 0.047 133/2 - 2B1/2 3.524 0.058
2B1/2 - 1 57/2 3.951 0.033 2B1/2 - 1 57/2 2.860 0.049
1 57/2 - 1 55/2 2.386 0.073 1 57/2 - 1 55/2 2.545 0.079
1 55/2 - 2?3/2 3.713 0.055 1 55/2 - 2?3/2 4.274 0.063
2?3/2 - 2?1/2 0.989 0.028 2?3/2 - 2?1/2 0.991 0.028
2?1/2 - 169/2 1.664 0.090 2?1/2 - 169/2 0.652 0.106
169/2 - 167/2 3.685 0.116 169/2 - 167/2 3.846 0.121
167/2 - 235/2 3.469 0.051 167/2 - 235/2 4.092 0.058
235/2 - 233/2 1.581 0.039 235/2 - 1ℎ11/2 0.920 0.098
233/2 - 1ℎ11/2 0.318 0.122 1ℎ11/2 - 233/2 0.641 0.133
1ℎ11/2 - 3B1/2 0.507 0.113 233/2 - 3B1/2 1.174 0.025

below proton Fermi level
3B1/2 - 1ℎ9/2 4.527 0.094 3B1/2 - 1ℎ9/2 3.362 0.095
1ℎ9/2 - 2 57/2 2.455 0.078 1ℎ9/2 - 2 57/2 3.260 0.081
2 57/2 - 1813/2 1.659 0.094 2 57/2 - 1813/2 0.626 0.103
1813/2 - 2 55/2 0.271 0.128 1813/2 - 2 55/2 1.283 0.136

The pairs of neighboring states < and 9 shown in columns 1 and 4 are defined from
the single-particle spectra obtained with the NL5(C) CEDF. The columns 2 and 5
show their mean relative energies Δ48 (<, 9) [in MeV] while the columns 3 and 6
show standard deviations f(Δ48 (<, 9)) [in MeV]. All the pairs of the states up to the
label “proton/neutron Fermi level” have both members located below respective Fermi
levels. Next line after this statement indicates the pair of the states one of the members
of which is located below the large shell gap (either proton / = 82 or neutron # = 126
one) and another above this gap. Subsequent lines show the pairs of the states both
members of which are located above respective Fermi levels (above proton / = 82 or
neutron # = 126 shell gaps).
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Table 3.5

(continued)

Neutron Proton
Orbital Orbital

pairs (<, 9) Δ4a f(Δ4a) pairs (<, 9) Δ4c f(Δ4c)
1 2 3 4 5 6

2 55/2 - 3?3/2 0.799 0.033 2 55/2 - 3?3/2 1.331 0.031
3?3/2 - 3?1/2 0.696 0.017 3?3/2 - 3?1/2 0.695 0.016

below neutron Fermi level
3?1/2 - 1811/2 4.380 0.109
1811/2 - 269/2 0.827 0.118
269/2 - 335/2 1.816 0.022
335/2 - 267/2 0.018 0.036
267/2 - 4B1/2 0.256 0.044
4B1/2 - 1 915/2 0.003 0.084
1 915/2 - 333/2 0.316 0.090
333/2 - 4?3/2 2.837 0.044
4?3/2 - 4?1/2 0.113 0.003

3.7 Concluding remarks

Statistical errors in ground state observables and single-particle properties of spherical even-

even nuclei and their propagation to the limits of nuclear landscape have been investigated in

covariant density functional theory for the first time. The main results can be summarized as

follows:

• Statistical errors in binding energies, charge radii, neutron skins and two-neutron separation
energies have been studied for the Ca, Ni, Sn and Pb nuclei located between two-proton
and two-neutron drip lines. While statistical errors for binding energies and neutron skins
drastically increase on approaching two-neutron drip line, such a trend does not exist for
statistical errors in charge radii and two-neutron separation energies. The latter is contrary to
the trends seen in Skyrme density functional theory. Statistical errors obtained in the CDFT
calculations are substantially smaller than related systematic uncertainties.

• The absolute energies of the single-particle states in the vicinity of the Fermi level are
characterized by low statistical errors (f(48) ∼ 0.1 MeV). This is also true for relative
energies of the single-particle states. These statistical errors are substantially smaller than
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systematic uncertainties in the predictions of the absolute and relative energies of the single-
particle states. Thus, they are not expected to modify in a substantial way the predictions
of a given CEDF. This is true both for known nuclei and for nuclear extremes such as the
vicinity of neutron-drip line and the region of superheavy elements.

• Statistical errors in the description of physical observables related to the ground state and
single-particle degrees of freedom are substantially lower in CDFT as comparedwith Skyrme
DFT. A special feature of CDFT due to which the parameters of thel andfmesons, defining
the basis features of the nucleus such as a nucleonic potential, are well localized in very
narrow range of the parameter hyperspace, is responsible for that. Note that fixing the 6d, 62
and 63 parameters of the model leads to drastic reduction of statistical errors as compared
with the case when all parameters of the non-linear functional are permitted to vary in
Monte-Carlo procedure.

• Considering the structure of non-linear meson coupling models and typical features of
existing non-linear CEDFs and their fitting protocols, it is reasonable to expect that different
non-linear functionals will provide comparable statistical errors for the physical observables
of interest. This was illustrated by comparison of the results for the NL5(C) and NL5(A)
functionals. Note that obtained statistical errors represent in a sense their upper limit since
the fitting protocol includes only limited set of nuclei and empirical data. It is expected that
the increase of the size of the dataset in the fitting protocol will lead to further reduction of
statistical errors [36].
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CHAPTER IV

PARAMETRIC CORRELATIONS IN ENERGY DENSITY FUNCTIONALS

4.1 Introduction

Over the years, the number of phenomenological functionals has grown considerably not only

for non-relativistic Skyrme DFTs, but also for CDFTs. Therefore, in recent years the question has

risen about the reliability and the predictive power of such functionals [2, 36]. We investigate here

whether the parameters in such CDFTs are independent. We search for correlations between such

parameters. Such correlations have not been systematically studied in the CDFT framework. Their

presence affects statistical errors in the description of physical observables [66]. The removal of

parametric correlations leads to the reduction of the dimensionality of the parameter hyperspace

and to the decrease of statistical errors. The latter was illustrated in Ref. [66] on the example

of the study of statistical errors in the single-particle energies of spherical nuclei performed with

Woods-Saxon potential.

Zagreb group [86, 89] has already tried to reduce the number of parameters in point-coupling

model with a density dependence of exponential form (as in the functional DD-PC1 [19].) Using

the manifold boundary approximation method (Ref. [86]), they showed that it is possible to reduce

the number of parameters for this functional from ten to eight without sacrificing the quality of the

reproduction of empirical data. This method is based on the behavior of penalty function in the
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vicinity of a minimal valley. As designed this method is not completely general and it still has to

be shown that it can reveal all parametric correlations in the full parameter hyperspace.

In the present investigation we go two steps further: (i) we consider all major classes CEDFs

(see Sec. 2.1), and (ii) we use the methods which allow to search for such correlations in the entire

parameter hyperspace. Our results are closely related to the efforts of the DFT community on the

microscopic derivation of the EDFs and on the search of terms which are missing in the present

generation of EDFs [14, 90]. The absence/presence of parametric dependencies between the

parameters of the EDFs can indicate whether the terms added to the Hamiltonian/Lagrangian have

deep roots in physics or they simply reflect additional functional dependencies, introduced either

by model approximations or fitting protocol, which do not have a deep physical context. Our study

employs the method discussed in Sec. 3.2 and uses the ratios defined by Eq. (3.7). The latter allows

to understand the range of the variations of the parameters and related parametric correlations in

the functionals. The condition of Eq. (3.4) specifies the ’physically reasonable’ domain around p0

(the optimal parametrization) in which the parametrization p provides a reasonable fit and thus can

be considered as acceptable [36, 44].

4.2 Parametric correlations in the DD-ME class and PC class: statistical analysis in full
parameter hyperspace

The parametric correlations in DD-ME class and PC class will be studied in the functionals

DD-MEX and PC-X respectively1, 2. The input data for fitting protocol of these two functionals

are shown in Table 4.1.
1Note that parametric correlations in the NL-ME class of functionals have been studied in Ref. [83]
2Parameters of these two functionals as well as the total penalty function j2

C>C0;
and the contributions to it coming

from different observables in the fitting protocol are found in the supplementary material of Ref. [91]
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Table 4.1

Input data for fitting protocols of indicated CEDFs.

DD-MEX PC-X
1 2 3

1. Masses � (MeV)
=1 12 60

Δ� [MeV] 0.001� 1.0 MeV
2. Charge radii A2ℎ (fm)
=2 9 17

ΔA2ℎ [fm] 0.002 A2ℎ 0.02
3. Neutron skin AB:8= (fm)
=3 3 N/A

ΔAB:8= [fm] 0.05 AB:8= N/A
4. Nuclear matter properties
=4 4 N/A

�/� [MeV] -16.0 N/A
Δ�/� [MeV] 0.05�/� N/A
d [fm−3] 0.153 N/A
Δd [fm−3] 0.1d N/A
 0 [MeV] 250.0 N/A
Δ 0 [MeV] 0.1 0 N/A
� [MeV] 33.0 N/A
Δ� [MeV] 0.1� N/A
#30C0 28 77
#?0A 8 9
#CH?4 4 2

The number =8 of experimental (empirical) data points and adopted errors are presented
for each type of data. These values are taken fromRefs. [29, 30]. In addition, employed
empirical values for nuclear matter properties are shown.

The DD-MEX and PC-X functionals contain 8 and 9 parameters, respectively. This leads to a

drastic increase of the volume of hyperspace whichmakes numerical calculations withΔj2
<0G = 1.0

impossible. Thus, for these two classes we do not consider statistical errors but rather focus on

parametric correlations. As shown in Ref. [83], these correlations between the model parameters

49



 0.992

 0.996

 1

 1.004

 1.008

 0.992  0.996  1  1.004  1.008

(a)
f(

g
σ
)

f(m
σ
)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0.984

 0.992

 1

 1.008

 1.016

 0.994  0.998  1.002  1.006

(b)

f(
g

ω
)

f(m
σ
)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0.97

 0.98

 0.99

 1

 1.01

 1.02

 1.03

 0.994  0.998  1.002  1.006

(c)

f(
g

ρ
)

f(m
σ
)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0.8

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 1.15

 1.2

 0.97  0.98  0.99  1  1.01  1.02  1.03

(g)

f(
a

ρ
)

f(g
ρ
)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 0.7  0.8  0.9  1  1.1  1.2  1.3  1.4

(e)

f(
b

σ
)

f(c
σ
)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 0.7  0.8  0.9  1  1.1  1.2  1.3  1.4

(f)

f(
c

ω
)

f(c
σ
)

 0

 0.5

 1

 1.5

 2

 2.5

 3

Figure 4.1

Two-dimensional projections of the distribution of the functional variations in the 8-dimensional
parameter hyperspace of the DD-MEX functional.

The colors indicate the Δj2 value of the j2
=>A< (p) of the functional variation where

the latter is expressed as j2
=>A< (p) = j2

=>A< (p0) + Δj2. A color map is used for
the functional variations with maximum value of Δj2 equal to Δj2

<0G = 3.0; there
are 200 such variations. The optimal functional is located at the intersection of the
lines 5 (?: ) = 1.0 and 5 (? 9 ) = 1.0. The solid lines in panels (e) and (f) display the
parametric correlations between the respective parameters.

are visible even for higher values of Δj2
<0G . Thus, we use Δj2

<0G = 3.0 for the DD-MEX and PC-X

functionals.

In Fig. 4.1, we consider the CEDF DD-MEX and show, for the randomly generated parameters

obeying the condition (3.4), the 2-dimensional distributions of indicated pairs of the parameters.

The parameters vary with respect of the central value of the distribution (which are typically given

by the parameters of the optimal functional) by at most 0.5% for <f, 0.6% for 6f, 1% for 6l, 2.5%
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Figure 4.2

The same as Fig. 4.1 but for the functional PC-X.

for 6d, 10% for ad, and 30% for 2f, 1f and 2l. Similar plots for the PC-X functional are presented

in Fig. 4.2.

One can speak about parametric correlations between these parameters when one parameter

?: can, with a reasonable degree of accuracy, be expressed as a function of other parameters, for
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example, as a function of the parameter ? 9 . The simplest type of the correlations is a linear form

given by

5 (?: ) = 0 5 (? 9 ) + 1 (4.1)

For example, the following linear relations exist between the parameters of the DD-MEX functional

(shown by solid black lines in Figs. 4.1e and f)

5 (1f) = 1.1396 5 (2f) − 0.14191

5 (2l) = 1.083 5 (2f) − 0.08655 (4.2)

and between the parameters of the PC-X functional (shown by solid black lines in Figs.4.2b, e and

g)

5 (UE) = 1.4203 5 (UB) − 0.42178

5 (XE) = 0.08221 5 (XB) + 0.96062

5 (WE) = −5.5582 5 (WB) + 6.6311 (4.3)

Because of the two linear correlations (4.2) for the functionals DD-MEX and because of the

three linear correlations (4.3) for the functionals PC-X the number of independent parameters can

be reduced from 8 to 6 in the functional DD-MEX and from 9 to 6 in the functional PC-X. Note

that the accounting of the parametric correlations in the case of non-linear meson-exchange models

leaves only 5 independent parameters as shown in Ref. [83]. Thus, one can conclude that the

ground state and nuclear matter properties usually used in the fitting protocols allow to define only

5-6 (dependent on the model structure) independent parameters in the case of CDFT. Models with

a larger number of parameters are most likely over-parametrized.

52



These results are consistent for the three models. For the NL-MEmodel, we have only a density

dependence in the isoscalar channel. Originally it is determined by 2 parameters 62 and 63. The

parametric correlations lead to a reduction to only one parameter for the density dependence in

the isoscalar channel (see Ref. [83] for details). The density dependence in the isovector channel

is neglected and this obviously leads to unphysically large values of the slope of the symmetry

energy !0 (see Ref. [46]). In the DD-ME model, we have originally 3 parameters in the isoscalar

channel and one parameter in the isovector channel. We found no parametric correlations in the

isovector channel, but the number of parameters in the isoscalar channel is reduced by parametric

correlations from 3 to 1. In the PC-models we have also one parameter in the isovector channel,

but the number of parameters in the isoscalar channel is reduced from 4 to 1. Finally, we have in

all cases one parameter in the isoscalar channel and one parameter in the isovector channel.

Additionally, this result can be qualitatively understood on a microscopic basis. Starting from

the bare nucleon-nucleon interaction adjusted to the nucleon-nucleon scattering data [92] and using

relativistic Brueckner-Hartree-Fock theory in symmetric and asymmetric nuclear matter at various

densities, one is able to derive the relativistic self-energies of nucleons in nuclear matter without

any phenomenological parameters [93, 94, 95, 96, 97]. By adjusting the self-energies obtained

from CDFT in nuclear matter at the same density, it is possible to derive the density dependence

of the coupling constants in a microscopic way [95]. However, in the Brueckner calculations, a

number of approximations have been used and therefore this mapping is not unique. At present, the

results obtained from such calculations in finite nuclei are rather different and, so far, their quality

is far from that obtained with phenomenological CEDFs (see, for instance, Fig. 11 in Ref. [98]).

However, they all show in the isoscalar channel a density dependence in the relevant density interval
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is between 0.5 and 1.1 of the saturation density, which is close to a linear density dependence (see,

for instance, Refs. [99, 100, 101]. This fact gives at least a qualitative explanation, why the

parametric correlations discussed here allow a reduction to one parameter in the isoscalar channel.

4.3 Parametric correlations in the DD-ME class and PC class: simplex-based minimization

It is necessary to recognize that the search for parametric correlations in the multidimensional

parameter hyperspace by the method described above is extremely time-consuming even with

modern high performance computers. Thus, we looked for alternative methods for such a search.

The simplest method we found is based on the minimization by the simplex method (see Ref.

[102]). However, minimizations by the simplex method are prone to stack in local minima and

that is a reason why it is not recommended for the search of global minimum. However, the

drawback becomes an advantage in the context of the search of parametric correlations. Starting

from different randomly defined parameter vectors we perform a number of trial minimizations

with the simplex method. They lead to different local minima in the parameter hyperspace. The

distributions of the parameters corresponding to these local minima are shown in Figs. 4.3 and 4.4

for the functionals DD-MEX and PC-X, respectively. One can see that the parametric correlations

seen in Figs. 4.1 and 4.2 are also clearly visible in these two figures. It is important to note that

the search of parametric correlations via the simplex-based minimization method is at least by an

order of magnitude less time-consuming than a fully statistical search based on Eq. (3.4), which its

results are shown in Figs. 4.1 and 4.2.

It is also important that the simplex-basedminimizationmethod allows to find a fine structure of

such correlations which can be hidden in a fully statistical approach. This is illustrated in Fig. 4.3.
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Figure 4.3

Two-dimensional projections of the distribution of the parameters corresponding to local minima
obtained by simplex-based minimizations for the functional DD-MEX.

The colors indicate the Δj2 value of the j2
=>A< (p) for the functionals in these local

minima where the latter is expressed as j2
=>A< (p) = j2

=>A< (p0) + Δj2. Only local
minima with Δj2 < 10.0 are used here. There are 200 such minima. The optimal
functional corresponding to global minimum is located at the intersection of the lines
5 (?: ) = 1.0 and 5 (? 9 ) = 1.0.

Figures 4.3a-d show the coexistence of two long-range structures corresponding to a global and a

sub-global minima; the respective parameter ranges are enclosed by the rectangles in panels (a-d).

While the parametric correlations between the parameters 1f and 2f are the same in both structures

[which is not surprising considering that these two parameters describe the same type of meson]

(see Fig. 4.3e), they are different between the 2l and 2f parameters for these long-range structures

(see Fig. 4.3e). This is also a reason why the correlations between the latter two parameters are

broader (in width) in the fully statistical analysis presented in Fig. 4.1e; this is because Δj2
<0G = 3.0
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Figure 4.4

The same as Fig. 4.3 but for the PC-X functional.

used in this analysis covers both long-range structures. The linear correlations (shown by black

lines in Figs. 4.3 and 4.4) defined via the simplex-based minimization method are given by

5 (1f) = 1.1212 5 (2f) − 0.11845

5 (2l) = 1.0149 5 (2f) − 0.01002

5 (2l) = 1.2254 5 (2f) − 0.15263 (4.4)
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for the DD-MEX functional. Note that the values given in the second and third lines of Eq. (4.4)

correspond to the global and sub-global minima of the j2 function, respectively. The equations

5 (UE) = 1.419 5 (UB) − 0.41846

5 (XE) = 0.09026 5 (XB) + 0.90639

5 (WE) = −4.5936 5 (WB) + 5.9217 (4.5)

define similar correlations between the parameters of the PC-X functional. One finds an extreme

similarity of the parametric correlations for PC-X obtained via the simplex-based minimization

method (Eq. (4.5)) and those defined from full statistical analysis (Eq. (4.3)). The same is true for

the correlations between the parameters 1f and 2f of the DD-MEX functional (compare the upper

lines of Eqs. (4.2) and (4.4)). However, the results for the parametric correlations between the

parameters 2l and 2f of the DD-MEX functional obtained by full statistical analysis are located

in between of those defined by means of simplex-based minimization method (compare Eqs. (4.2)

and (4.4)). This is due to the fact that because of the selection of the Δj2
<0G value the results

obtained with former method are an "envelope" of those obtained with latter method.

4.4 Conclusions

Density functional theories (DFT) are defined by underlying functionals. Some of those

functionals depend on a substantial number of parameters. However, the parametric correlations

between them have not been studied before.

Using covariant DFT as an example and statistical tools, we investigated for the first time such

correlations for major classes of covariant energy density functionals. These include the non-linear

57



meson-exchange (NLME) functionals NL5(A) and NL5(C), the functionals DD-MEX and PC-X

in DD-ME and PC models respectively.

These functionals are defined by the ground state properties of spherical nuclei and with ex-

ception of PC-X by the pseudodata on nuclear matter. It turns out that parametric correlations exist

between a number of parameters in all of those functionals. For example, linear parametric corre-

lations exist between the parameters 62 and 63 which are responsible for the density dependence in

the NLME model. For the DD-ME functionals, the parameters 1f and 2l vary linearly with 2f.

Similarly, linear correlations are visible in the parameter pairs (U+ ,U(), (X+ ,X(), and (W+ ,W() of the

PC-X functionals. The observation of correlations effectively reduces the number of independent

parameters to five or six dependent on the structure and the underlying functional.

Thus, these numbers represent a limit of howmany independent parameters could be defined in

the CDFT using fitting protocols based on ground state and nuclear matter properties. Of course,

at this stage, we cannot confirm that these correlations will show up also for other fitting protocols,

in particular for those containing other types of data. However, at present, obtained results seem

to be rather general.

It is reasonable to expect that similar parametric correlations exist also in non-relativistic energy

density functionals. In fact, in this case one should expect even more such parametric correlations

because as it is known a non-relativistic approximation of covariant functionals in terms of a ?/"-

expansion leads to a non-relativistic functionals with a large number of terms [103, 104, 105].

However, the various parameters in such functionals are not independent, but determined byLorentz

invariance. An example are the Galilean invariant terms in some Skyrme functionals [106, 107]

connecting time-even and time-odd components of the functionals. They are a direct consequence
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of the fact that time-even and time-odd components in relativistic functionals are determined by

the same coupling constants.
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CHAPTER V

OPTIMIZATION OF COVARIANT ENERGY DENSITY FUNCTIONALS:

A NEW APPROACH

5.1 Introduction

Among the fundamental properties of nuclei are their masses, which reflects the binding

energy of nucleons and, therefore, all their interactions. The description of nuclear masses with

high precision and accuracy is a major challenge for nuclear models. Nevertheless, tremendous

progress has been made over the past years, and many global nuclear mass models have been

suggested. The macroscopic-microscopic models [108, 109, 110, 111] have been successful

in describing nuclear masses accurately. In addition, several Hartree-Fock-Bogoliubov (HFB)

mass table calculations have been created using Skyrme’s [37, 112, 113] or Gogny’s [114, 115]

nonrelativistic DFTs, providing an accurate description of nuclear masses. The UNEDF0 [116],

UNEDF1 [117], and UNEDF2 [118] EDFs were developed by fitting their parameters to large sets

of experimental data involving spherical and deformed nuclei. It has been reported that the nuclear

masses are described in these EDFs with an rms-accuracy of 1.428 MeV (UNEDF0), 1.912 MeV

(UNEDF1), and 1.950 MeV (UNEDF2).

Although CDFT has received a wide attention and achieved a great success in describing

many phenomena of both stable and exotic nuclei [8, 47, 76, 119], the description of nuclear

binding energy based on the widely used CEDFs requires further improvement. Many reliable
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global mass table calculations have been performed with different CEDFs. Among them are

the parametrizations NL3 [69], FSUGold [120], BSR4 [121], and TM1 [81] in the RMF + BCS

approach employing the constant gap approximation in Ref. [122] as well as PC-PK1 [30] in

the RMF + BCS approach using density-dependent pairing in Ref. [123]. The rms errors for

the masses found for these CEDFs are 3.8 MeV for NL3, 6.5 MeV for FSUGold, 2.6 MeV for

BSR4, 5.9 MeV for TM1, and 2.6 MeV for PC-PK1 (at the mean-field level). The functionals

NL3* [28], DD-ME2 [29], DD-MEX [18], and DD-PC1 [19] have been employed for full mass

table calculations in Ref. [2] using the RHB framework with the separable pairing interaction of

finite range introduced by Tian et al. [51]. The rms deviations in the masses described in these

CEDFs are 3.00 MeV for NL3*, 2.45 MeV for DD-ME2, 2.40 MeV for DD-MEX, and 2.15 MeV

for DD-PC1. One can see that CEDFs NL3*, DD-ME2, DD-MEX, and DD-PC1 provide improved

descriptions of masses across the nuclear chart as compared with the other CEDFs. Furthermore,

they are more statistically significant than those reported in Refs. [122] and [123], since they are

based on 835 (measured and estimated) even-even nuclei of AME2012 mass evaluation [124]. On

the other hand, the rms deviations in binding energies for the NL3, FSUGold, BSR4, and TM1

CEDFs are only defined for 513 (575 for PC-PK1) even-even nuclei [122, 123]. It is possible that

the extension of the experimental database to 835 nuclei may cause a further deterioration in mass

description by these CEDFs.

The inclusion of dynamical correlations (which involve rotational correction energies obtained

with the cranking approximation and quadrupole vibrational correction energies) improves the

description of the masses of the 575 even-even nuclei in the CEDF PC-PK1 from 2.60 MeV to

1.24 MeV [123]. This was enhanced to 1.14 MeV by employing the triaxial RMF + BCS approach
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with the incorporation of beyond mean-field dynamical correlations by solving a five-dimensional

collective Hamiltonian [125]. The CEDF PC-PK1 was recently used in a mass table calculation

within the triaxial RHB framework [126]. A microscopically mapped five-dimensional collective

Hamiltonian with no additional free parameters was used to account for the beyond-mean-field

dynamical correlation energies. With respect to the data from AME2016 mass evaluation [127],

the accuracy in the description of the nuclear masses was determined to be 2.64 MeV on the

mean-field level and 1.31 MeV beyond the mean-field level [126]. It is worth noting that all of the

calculations performed with the CEDF PC-PK1 [123, 125, 126] employed the harmonic oscillator

bases with a maximum of 16 major shells, which is a subject of concern.

The mass table calculations in this chapter have been performed in the axial RHB framework

in which the equations are solved in the basis of an axially deformed harmonic oscillator potential

with deformation of the basis V0 and oscillator frequency ~l0 = 41�− 1
3 MeV. The deformation of

the basis V0 influences the binding energy and convergence speed. As demonstrated in Ref. [32],

V0 = 0.5V2, where V2 is the deformation of the nucleus, provides on average the fastest convergence.

As a result, this choice has been adopted in the calculation in this study. The truncation of the basis

is performed in such a way that all states belonging to the shells up to #� fermionic shells and #�

bosonic shells are taken into account. It has been demonstrated that the computational time grows

significantly as #� increases. In addition, it has been shown that larger #� is needed when charge,

deformation, and isospin increase [24, 32]. As a result, a more careful consideration should be

devoted to the selection of #� .

Figure 5.1 shows the difference in binding energy calculated within the DD-MEX functional for

the set of even-even nuclei which have experimental data based on the AME2016 mass evaluation
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The difference between the calculated binding energies obtained with #� = 16 and #� = 20
fermionic shells in the calcualtion with the DD-MEX functional.

The calculations includ 855 even-even nuclei that havemeasured and estimatedmasses
in Ref. [127]. Nuclei in which deformations and energies of the ground states are
significantly different between the two calculations are indicated by empty squares.

[127]. This figure indicates the differences in binding energy between the calculationswith#� = 20

and #� = 16 fermionic shells. The rise in their difference with increasing proton number Z and

neutron number N is obvious. The binding energy difference ranges from 0 to 200 keV for the most

of the nuclei with / < 50. The difference in energy among nuclei with 50 < / < 102 is between

200 and 700 keV. The difference in energy for superheavy nuclei with 102 < / < 122 is between

700 and 900 keV. These observations confirm the view that, as Z and N increase, larger #� is

required to maintain the numerical accuracy of the description of binding energy. On the basis of

these observations, the use of #� = 16 fermionic shells may be safe only for light (/ < 50) nuclei.

The calculations with #� = 16 fermionic shells in the other parts of the nuclear chart substantially

reduce the accuracy of the calculations.
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The dependence of total binding energy on the number of fermionic shells #� .

The calculation was conducted within the DD-ME2 functional for the 208%1 nucleus.
The spherical DIRHBS code and the axial symmetric DIRHBZ code from Ref. [128],
as well as the axial-RHB code developed in Ref. [2] were employed in these calcula-
tions.

In fact, even #� = 20 fermionic shells are insufficient, and calculations of binding energy are

saturated only at higher #� fermionic shells. The binding energy as a function of #� for the 208%1

nucleus within the DD-ME2 functional is shown in Fig. 5.1. This calculation utilized the spherical

DIRHBS code and the axial symmetric DIRHBZ code from Ref. [128], as well as the axial-RHB

code developed in Ref. [2], and they all exhibit a similar trend in which the calculation of binding

energy saturate only at #� ≈ 26 fermionic shells. Nevertheless, functionals fitted with #� = 20

fermionic shells may be able to account partially for these errors.

5.2 Method

The mass table calculations in this study were conducted in the axial RHB framework with

the axial-RHB code developed in Ref. [2]. The functionals optimizations were carried out using
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the spherical RHB code. In order to optimize a model and identify the optimum parameters set,

the penalty function j2 defined in Eq. (3.1) must be minimized with respect to specified data

of selected nuclei. This is conducted using the simplex-based minimization method described in

Appendix A. A large number of CEDFs have been optimized based on the ground state and nuclear

matter properties of selected spherical nuclei. However, our analysis demonstrates that too much

enforcement on the spherical nuclei in the fitting protocols is not necessary to attain better global

performance. The minimization of the functional DD-ME2 using 12 spherical nuclei in the fitting

protocol leads to the optimal functional DD-MEX [91]. Table 2 of the supplementary material of

Ref. [91] shows the parameters for the two functionals and the total penalty function along with

its contributions from nuclear matter properties, binding energies, charge radii, and neutron skins.

The total penalty function for the spherical nuclei has been improved from 39.25 (for DD-ME2

functional) to 24.39 (for DD-MEX functional). The penalty function of the binding energy has

been improved from 25.22 for DD-ME2 to 16.18 for DD-MEX. On the global scale, however, the

functional DD-MEX shows worse performance as compared with DD-ME2 functional. DD-MEX

functional has an rms deviation in reproducing binding energies (masses) of 2.894 MeV compared

to 2.477 MeV of DD-ME2 functional (see Table 5.2 below).

The importance of developing a fitting protocol that incorporates deformed nuclei data becomes

very clear. However, adding the deformed nuclei directly to the fitting protocol will dramatically

increase the computational time of the minimization. This is because solving RHB equations in

deformed systems is very time-consuming. Another approach requiring less computational effort is

to indirectly include deformed nuclei in the optimization process. This technique works as follows:
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1. Using experimental data of spherical nuclei, we perform a minimization to determine the
optimum parameters set. A full mass table calculation is then conducted using the functional
with the optimum parameters set.

2. We propose a pseudo-energy equal to the binding energy of the functional plus a correction
energy that depends both on mass number � (� = # + /) and isospin (# − /):

�?B4D3> (/, #) = � 5 D=2C8>=0; (/, #) + �2>AA (/, #) (5.1)

with,

�2>AA (/, #) = U(# − /) + V(# + /) + W (5.2)

3. Following that, the optimal parameters U0, V0, and W0 are obtained by minimizing Δ�A<B
defined as:

Δ�A<B =

√∑=
8=1(�?B4D3> (/, #) − �4G? (/, #))2

=
(5.3)

with 8 runs over all the even-even nuclei (deformed and spherical) that have experimental
data based on AME2016 mass evaluation [127], and = denoting the total number of these
nuclei.

4. Then, we define the pseudo-energy of the set of spherical nuclei as follows:

�
B?ℎ4A820;

?B4D3>
(/, #) = �4G? (/, #) + �>?C8<D<2>AA (/, #) (5.4)

with

�
>?C8<D<
2>AA (/, #) = U0(# − /) + V0(# + /) + W0 (5.5)

5. We then perform a minimization using the pseudo-data of spherical nuclei. A new functional
is defined corresponding to the optimum parameter set. With the new functional, we perform
a full mass table calculation and then calculate its Δ�A<B deviation. In the event that Δ�A<B is
not improved satisfactorily, we repeat steps 2-5 until a satisfactory value is reached. In most
calculations, however, we developed a great improvement after one round of this method.

This method will be called further the pseudo-data minimization.

5.3 Results

The starting point is the fitting protocol of the DD-ME2 functional [29]. The types of the

input data for this protocol and related adopted errors are given in column 2 in Table 5.1. The
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minimizationwithin this protocol leads to the optimum functionalDD-MEX [91]. The performance

of this functional is tabulated in Table 5.2. Although this functional is considered to be the optimum

for the 12 spherical nuclei employed in the fitting protocol, it performs worse in terms of binding

energies and separation energies on the global scale (see Table 5.2).

When considering the quality of the functional we take into account the ranges of the nuclear

matter properties recommended for relativistic functionals in Ref. [72]. These are d0 ∼ 0.15 fm−3,

�/� ∼ −16 MeV,  0 = 190 − 270, � = 25 − 35 MeV (� = 30 − 35 MeV) and !0 = 25 − 115

(!0 = 30− 80) for the SET2a (SET2b) sets of the constraints on the experimental/empirical ranges

for the quantities of interest. As compared with the CEDF DD-ME2, the DD-MEX functional

has comparable � and !0 values but worse  0 value (it is however within the acceptable range

of experimental values). In addition, when compared to the DD-ME2 functional, this functional

provides comparable values of neutron skins AB:8= of both 48�0 and 208%1 nuclei.

A set of pseudo-data of the spherical nuclei is identified using the pseudo-data minimization

approach. Using these data, a new parametrization is achieved via minimization through DD-MEX

parametrization. The DD-MEX1 functional is obtained after a few successive rounds. Compared

to DD-ME2 and DD-MEX CEDFs, DD-MEX1 provides siginificant improvement in the mass

description; it is on the same level of accuracy obtained with the UNDEF functionals. It also

provides comparable descriptions of two proton separation energies, and neutron skins AB:8= of

both 48�0 and 208%1 nuclei in comparison to DD-ME2 and DD-MEX functionals. Within this

functional, the symmetry energy and its slope are comparable to those of DD-ME2 and DD-MEX

CEDFs. The description of the two neutron separation energies within DD-MEX1 functional

is better/slightly worse than the one provided by DD MEX/DD-ME2 functionals. Despite these

68



Table 5.2

The performance of the indicated CEDFs.

Δ� Δ((2=) Δ((2?) Δ(A2ℎ)  0 � !0 AB:8= AB:8=

A<B A<B A<B A<B (48�0) (208%1)
1 2 3 4 5 6 7 8 9 10

DD-ME2 [29] 2.477 1.046 0.950 0.0264 250.9 32.9 49.4 0.1868 0.1931
DD-MEX [91] 2.894 1.124 1.013 0.0247 267.0 32.9 47.8 0.1838 0.1936
DD-MEX1 1.79 1.065 0.928 0.0262 306.7 32.4 53.5 0.1857 0.1981

DD-MEY1 2.217 1.201 1.225 0.0290 255.8 35.9 85.3 0.2265 0.2575
DD-MEY2 1.719 1.208 1.025 0.0264 265.8 32.8 51.8 0.1897 0.1979

NL5E [83] 2.81 1.232 1.390 0.0289 253.0 38.9 125.0 0.2288 0.2925
NL5E1 2.36 1.256 1.222 0.0297 254.6 36.6 116.7 0.2209 0.2759

DD-MEZ 3.711 1.217 1.194 0.0255 266.5 35.9 73.6 0.2226 0.2607
DD-MEZ1 2.200 1.269 1.277 0.0223 329.4 37.2 86.3 0.2270 0.2844

PC-PK1 [30] 2.38 1.283 1.302 0.0306 0.2320 0.2572
PC-Z 3.08 1.386 1.213 0.0295 0.2258 0.2619
PC-Z1 1.93 1.369 1.156 0.0308 0.2268 0.2607

The rms deviations Δ�A<B, Δ((2=)A<B, Δ((2?)A<B, and Δ(A2ℎ)A<B between calculated
and experimental binding energies � , two neutron (-proton) separation energies (2=
((2?), and charge radii A2ℎ. The first three observables are given inMeVand determined
using "measured + estimated" (855 nuclei) sets of experimental masses from the
AME2016 mass evaluation [127]. The values of Δ(A2ℎ)A<B are given in fm and
were calculated using experimental data from 305 even-even nuclei from Ref. [129]
(see text for the discussion of exclusion of some nuclei). Columns 6-8 show the
incompressibility  0 in MeV, the symmetry energy � in MeV, and the slope of the
symmetry energy !0 in MeV for the indicated CEDFs. Columns 9 and 10 shows the
neutron skin AB:8= values in fm of the 48�0 and 208%1 nuclei for the indicated CEDFs.
The fitting protocols of these functionals are given in Table 5.1. Their parameters are
given Tables 5.3, 5.4, and 5.5 below.

advantages, however, this functional is considered to have a disadvantage of a high incompressibility

 0 (which falls outside of the acceptable limits) as compared toDD-ME2 andDD-MEX functionals.
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Table 5.3

The parameters of the indicated CEDFs.

DD-ME2 DD-MEX DD-MEX1 DD-MEY1 DD-MEY2 DD-MEZ DD-MEZ1
<f 550.123800 547.33272 555.355699 551.087886 551.321796 538.941984 538.941984
6f 10.539600 10.70672 10.650805 10.476976 10.411867 10.629640 10.629640
6l 13.018900 13.33884 13.039170 12.903532 12.803298 13.466477 13.466477
6d 3.683600 3.61902 3.643546 4.100719 3.692170 3.947464 3.947464
1B 1.094300 1.334964 3.616548 1.506460 2.059712 1.624526 1.624526
2B 1.705700 2.067122 5.607824 2.337477 3.210289 2.597641 2.597641
2> 1.462000 1.605966 5.659996 2.100795 3.025356 1.835889 1.835889
0A 0.564700 0.620220 0.542229 0.193540 0.532267 0.340617 0.340617

The DD-ME2 and DD-MEX parameters are taken from Ref. [29] and Ref. [91] re-
spectively.

One can consider removing the neutron skins and nuclear matter properties from the fitting

protocol and changing the adopted error of binding energy to 1"4+ (see column 5 in Table

5.1). The latter has the advantage of imposing identical constraints on all the nuclei during the

fitting. Incorporating these changes and performing several rounds of pseudo-data minimization

enabled the generation of the DD-MEY1 functional starting from the DD-ME2 functional. DD-

MEY1 functional provides improved mass descriptions in comparison to DD-ME2 and DD-MEX

CEDFs, yet its mass description is worse than that of CEDF DD-MEX1. On the other hand,

the description of the two-neutron and two-proton separation energies is worse than that of the

DD-ME2, DD-MEX, and DD-MEX1 functionals.

It may be worthwhile to change the form of the pairing interaction scaling factors 58 from the

ones of Ref. [2]. More complicated particle number dependence of scaling factors 58 are allowed

in general (see Refs. [2, 130]). A recent systematic investigation in Ref. [130] shows that the

scaling factors 5a of neutron pairing are isospin dependent. In the proton subsystem, however, the
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situation is less certain, because both isospin-dependent and mass-dependent scaling factors 5c

may describe pairing indications with equal precision. A fitting protocol similar to that used in

the CEDF DD-MEY1 was used to obtain the CEDF DD-MEY2. The only difference is that the

pairing interaction scaling factors take the form of one of the optimal parameterizations derived in

Ref. [130]. These formulas are:

5a = 1.208 ∗ 4−0.674∗ |#−/ |
#+/ (5.6)

5c = 1.877 ∗ (# + /)−0.1072 (5.7)

for the neutron and the proton, respectively

The functional DD-MEY2 provides a level of mass description accuracy comparable to that

attained with the CEDF DD-MEX1. Despite the fact that this functional was fitted without

using nuclear matter properties, it gives more reasonable values for nuclear matter properties

(specifically  0, which is within the allowed range of values) than the DD-MEX1 functional. In

both parameterizations, the description of neutron skins of 48�0 and 208%1 nuclei is quite similar.

The DD-MEY2 functional, on the other hand, performs poorly in reproducing the two-neutron and

two-proton separation energies when compared to the DD-MEX1 functional.

The difference �Cℎ−�4G? between calculated and experimental binding energies for the CEDFs

DD-MEX and DD-MEY2 is depicted in Fig. 5.3. Panels (a) and (b) represent this difference as

a function of mass number �, while panels (c) and (d) represent it as a function of / and # . In

comparison to the CEDF DD-MEX in panel (a), the improvement in the description of binding

energies within the CEDF DD-MEY2 is extremely obvious, as the deviations in panel (b) become

more clustered around the zero deviation line. Furthermore, CEDF DD-MEY2 is more accurate
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Figure 5.3

The differences �Cℎ − �4G? between calculated and experimental binding energies for the
indicated CEDFs.

The experimental data are taken from Ref. [127] and all 855 even-even nuclei, for
which measured and estimated masses are available, are included. If �Cℎ − �4G? < 0,
the nucleus is more bound in the calculations than in experiment.

in describing the masses of heavy nuclei than it is in describing the masses of medium-mass

and light nuclei. The large deviation peaks that may be seen are around the double magical

shell closures. Medium polarization effects associated with surface and pairing vibrations have a

significant impact on the binding energies of such nuclei [131]. Furthermore, including dynamical
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Table 5.4

The parameters of the indicated CEDFs.

NL5E NL5E1
<f 503.298890 508.628825
6f 10.263955 10.274835
6l 13.052487 12.906821
6d 4.582673 4.375307
62 -10.976703 -11.197664
63 -32.006687 -31.996125

The NL5E parameters are taken from Ref. [83].

correlations is likely to improve the description of light nuclei since beyond mean-field effects may

be more essential for light nuclei than for heavy ones.

It should be noted that the pseudo-data minimization approach was also applied to other classes

of CEDFs and improved the description of masses across all of them. The minimization within

CEDF NL5E generated the NL5E1 CEDF which offers noticeably improved mass descriptions.

The functional PC-Z was developed by minimizing the functional PC-PK1 using experimental

data of 60 spherical nuclei (with pairing interaction scaling factors given in Eqs. (5.6) and (5.7)).

The functional PC-Z has improved descriptions of the binding energies of the spherical nuclei

incorporated in the fitting protocol. However, it performs worse on the global scale. The functional

PC-Z1 is obtained using the pseudo-data minimization approach executing the minimization via

PC-Z functional. On the global scale, it outperforms both PC-Z and PC-PK1 CEDFs.

One could consider adding more nuclei to the fitting protocol of the DD-ME type of function-

als. Using experimental data of 60 spherical nuclei, the DD-MEZ functional was generated via

minimization of the DD-ME2 functional (with some changes to the fitting protocol listed in Table
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Table 5.5

The parameters of the indicated CEDFs.

PC-PK1 PC-Z PC-Z1
U( -0.39629D-03 -0.40033D-03 -0.40538D-03
U+ 0.26904D-03 0.27308D-03 0.27879D-03
U)+ 0.29502D-04 0.29862D-04 0.29052D-04
V( 0.86653D-10 0.86353D-10 0.83793D-10
W( -0.38072D-16 -0.37354D-16 -0.37579D-16
W+ -0.36422D-17 -0.46568D-17 -0.38742D-17
X( -0.10911D-09 -0.19130D-09 -0.36836D-09
X+ -0.43262D-09 -0.36838D-09 -0.20944D-09
X)+ 0.41111D-09 -0.28273D-09 -0.52000D-09

The PC-PK1 parameters are taken from Ref. [30].

5.1). Again, putting too much restrictions on the spherical nuclei results in functionals that perform

worse on the global scale. The pseudo-data minimization approach was employed to minimize the

DD-MEZ functional, resulting in the DD-MEZ1 functional. In comparison to both DD-ME2 and

DD-MEZ CEDFs, DD-MEZ1 functional provides a better description of masses. However, the

CEDFs DD-MEX1 and DD-MEY2, which use 12 spherical nuclei in the fitting protocol, perform

better in terms of mass, two-neutron and two-proton separation energies, and nuclear matter prop-

erties. This indicates that adding more spherical nuclei to the fitting protocol isn’t necessary to

improve it.

All CEDFs shown in Table 5.2 give comparable rms deviations for charge radii Δ(A2ℎ)A<B. The

deviations are on the level of ≈ 0.025 fm, corresponding to a high precision of ≈ 0.5% in charge

radii prediction. These deviations were calculated based on experimental data of 305 even-even

nuclei from Ref. [129] with He (/ = 2) and nuclei beyond Pb (/ = 82) (with exception of uranium)
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being eliminated. The exclusion of the He isotopes is driven by the fact that it characterized by a

significant difference between calculation and experiment (see Sec. X of Ref. [2]). This could be

due to the limitation of the mean-field description for light nuclei. The exclusion of nuclei with

proton numbers / > 82 (uranium is the exception) is based on the absence of experimental data

for the absolute nuclear charge radius of those nuclei. This is because nuclear charge radii cannot

be measured using muonic spectra and electronic scattering experiments in radioactive elements

[129, 132].

5.4 Conclusions

Currently, nuclear density functional theory is one of the most widely applied microscopic

approaches to studying the nuclear structure of medium and heavy nuclei. The binding energy

of nuclei, or their nuclear masses, is one of the most important nuclear structure quantities to

be studied rigorously through DFT. Despite the fact that the macroscopic-microscopic and non-

relativistic DFT mass models achieved high accuracy in the nuclear mass description, the accuracy

of the CDFT mass models needs improvement.

In this work, we present a new approach for improving CDFT mass models. The pseudo-data

minimization approach discussed in Sec. 5.2 was employed to various classes of CEDFs, resulting

in a better description of nuclear masses in all of them. CEDFs DD-MEX1 and DD-MEY2 are

able to describe the nuclear masses with an accuracy of about 1.7 MeV, which is comparable to the

accuracy of the family of the UNEDF functionals. However, the UNEDF functionals have been

fitted to very large databases and explicitly include the experimental data of the deformed nuclei in

the fitting protocols, resulting in extremely large computational time required for the minimization.
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Our approach, on the other hand, is fast in terms of computational time, and it would be particularly

useful in EDFs optimization in the beyond mean-field models, where the presence of dynamical

correlations significantly increases the computational time.

The current research also shows that the inclusion of nuclear matter properties and neutron

skins in the fitting protocol is not required in order to obtain CEDFs that accurately describe them.

When compared to the CEDF DD-MEX1, which was fitted with the nuclear matter properties, the

CEDF DD-MEY2, which was not fitted with them, is characterized by better incompressibility

 0. Furthermore, the neutron skins in both 48�0 and 208%1 nuclei are comparable in CEDFs

DD-MEX1 and DD-MEY2, despite the fact that the former was fitted with neutron skins while the

latter was not. Defining the pairing interaction scaling factors in the form of Eqs. (5.6) and (5.7)

may, in part, compensate for the inclusion of nuclear matter properties as well as neutron skins in

the fitting protocols, as CEDF DD-MEY2 possesses these characteristics as compared with CEDF

DD-MEX1.
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CHAPTER VI

COVARIANT DENSITY FUNCTIONAL THEORY INPUT FOR R-PROCESS SIMULATIONS

IN ACTINIDES AND SUPERHEAVY NUCLEI: THE GROUND STATE

AND FISSION PROPERTIES

6.1 Introduction

The majority of the nuclei found in nature are formed in the r-process. Indeed, the r-process

is responsible for the synthesis of approximately half of the nuclei in nature beyond Fe [133] and

it is the only process which leads to the creation of nuclei heavier than Bi [134]. It takes place

at extremely high neutron densities (#= ≥ 1020 cm−3) which are high enough to make neutron

capture faster than V-decay even for the nuclei with neutron excess between 15 to 30 units from the

stability line. The production of neutron-rich nuclei located in the vicinity of the neutron dripline

is enabled under these conditions via neutron capture and (W, =) photodisintegration during the

r-process. Once the neutron source ceases, the progenitor nuclei decay either via V− decay or U

emission or by fission processes (such as neutron-induced, V-delayed and spontaneous fissions)

towards stability and form the stable isotopes of elements up to the heaviest species Th, U and Pu.

The typical timescale of the r-process is in the seconds range [134, 135, 136].

Over the years different possible astrophysical sites have been and still are considered as

possible candidates for the r-process. These include core-collapse supernovae, magneto-rotational

core-collapse supernovae, accretion disk outflows from collapsars, neutron star (NS) mergers
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and neutron star - black hole mergers etc [134, 135, 136, 137]. So far only the NS merger is

experimentally confirmed as a site of the r-process via the observation of gravitational waves

from the GW170817 neutron star merger [138] with simultaneous observation of the AT 2017gfo

macronova/kilonova afterglow [139]. In NS mergers, the r-process material originates in the NS

crust, and the composition of the crust and how it responds to stress caused by the merger dictates

the amount of the r-process material which is ejected. NS merger produces approximately 10−2

M� of ejected r-process matter in the dynamic ejecta and similar amount in the accretion disk

outflows [136, 140, 141]. Although some uncertainties still exist, at present the NS merger is

considered as the major astrophysical site of the r-process providing the dominant source of heavy

nuclei [134, 136, 137].

Themodeling of the r-process in such neutron-rich environments depends sensitively on nuclear

masses, U- and V-decay half-lives, neutron capture and fission properties of the nuclei the majority

of which will never be measured in laboratory conditions [134, 136, 137, 142]. Nuclear masses

determine the flowpath of the r-process, V-decay rates are responsible for the speedwithwhich the r-

process moves matter to heavier nuclei, U-decays become important in heavy nuclei as a competing

decay channel and neutron captures drive the nuclei towards neutron-rich side of nuclear landscape.

Of special interest in the context of the present manuscript are fission properties. Fission needs to

be considered in the r-process simulations if the neutron-to-seed ratio is large enough to produce

fissioning nuclei [143, 144, 145, 146]. If the initial neutron-to-seed ratio is large (≥ 100) the

r-process can reach the region near and beyond neutron shell closure at # = 184, where fission

plays a dominant role (the examples of the distribution of abundances of actinides and superheavy

elements as obtained in a pair of the r-process simulations are shown in Fig. 6.1). This is exactly
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Figure 6.1

The part of nuclear chart under study.

Black, green, blue and orange lines are used for the results obtained with the DD-PC1,
DD-ME2, NL3* and PC-PK1 CEDFs, respectively. Two-proton and two-neutron
drip lines predicted by four CEDFs are shown by dashed lines. Two samples of the
distribution of the abundances of heavy and superheavy elements in the r-process
simulations are shown by open squares (based on bottom panel of Fig. 8 of Ref. [147])
and red circles (based on Fig. 3 of Ref. [148]). The former results correspond to hot
r-process conditions and are based on the ETFS/ETFSI combination of fission barriers
and mass predictions (see Ref. [147]). The latter results have been obtained in Ref.
[148] based on fission properties obtained with the BCPM energy density functional.
Note that these r-process calculations are restricted to the / ≤ 110 nuclei. The r-
process path is shown here approximately by solid lines corresponding to two-neutron
separation energy (2= = 4.0 MeV. Dot-dashed lines show the beta-stability lines for
four functionals.

the case for the NS mergers [144]. In this case, all fission channels (neutron induced, beta-delayed,

neutrino induced and spontaneous fissions) need to be considered. Fission leads to the termination

of hot r-process by means of fission-cycling which returns matter to lighter nuclei [142]. It also

determines the strength of fission cycling, the ratio of the actinides to light and medium mass

r-process nuclei and thus the shape of final element abundance pattern. In addition, it defines the

possibility of the formation of neutron-rich superheavy nuclei in the r-process [147].
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Thus, in the situation when experimental data are not known, the outcome of the r-process

modeling sensitively depends on the quality of employed theoretical frameworks and associated

theoretical uncertainties and their propagation on going to neutron-rich nuclei. By tradition, the

output of different theoretical frameworks is used for different physical observables (such asmasses,

the rates and half-lives of different decay channels and reactions etc.) in the the r-process modeling.

Existing r-process calculations, which include information on fission properties, are based on the

fission barrier heights obtained in non-relativistic models [142, 146, 149]. So far fission barrier

heights obtained in finite range droplet model (FRDM), Thomas-Fermi (TF) model and extended

Thomas-Fermi model with Strutinsky integral approach (ETFSI-Q), Hartree-Fock-Bogoliubov

(HFB) model with Skyrme HFB-14 EDF and BCPM EDF have been used in these calculations.

Moreover the sets of fission barriers relevant for the r-process simulations have been generated in

the FRDM in Ref. [149], in the ETFSI-Q approach with the SkSC4 functional in Ref. [150], in the

HFB models with Skyrme HFB-14, SV-min, SLy6, SkI3, SV-bas EDFs [151, 152, 153], Gogny

D1M* [154] and BCPM [149] functionals. Note that all these calculations assume axial symmetry

of the nuclei. CDFT [8] is an approach alternative to above mentioned non-relativistic methods

and so far it has not been applied for a systematic study of fission properties of the nuclei relevant

for the r-process modeling.

The goal of this study is to close this gap in our knowledge and to perform first systematic

investigation within the CDFT framework of the ground state and fission properties of the nuclei

with proton numbers / = 90 − 120 located between two-proton and two-neutron drip lines (see

Fig. 6.1). This study will not only provide an input for the r-process modeling but also evaluate the

extension of nuclear landscape up to two-neutron drip line as well as estimate relevant theoretical
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uncertainties and their sources in the description of physical observables of interest. In addition, it

will allow for the first time to compare the predictions for fission barriers in the nuclei relevant for

r-process modeling obtained in relativistic and non-relativistic frameworks.

Considering the region of the nuclear chart in which the r-process is expected to take place

and the fact that there are no experimental data to benchmark theoretical results, it is important to

estimate theoretical uncertainties in the predictions of physical observables of interest [2, 35, 36].

Since statistical uncertainties in the physical observables are smaller than systematic ones (see Ref.

[83]), we focus here on the latter ones defined by the “spreads” (see Sec. 2.2 for details).

In order to consider several possible scenarios in the evolution of physical observables as

a function of proton and neutron numbers and to evaluate systematic theoretical uncertainties,

the CEDFs NL3* [28], DD-ME2 [29], DD-PC1 [19] and PC-PK1 [30] are used here1 for all

/ = 90 − 120 even-even nuclei located between two-proton and two-neutron drip lines. These

are state-of-the-art functionals representing the major classes of CDFTs (for more details see the

discussion in Sect. II of Ref. [2] and the introduction to Ref. [58]). Their performance and related

theoretical uncertainties have recently been analyzed globally in Refs. [2, 46, 55, 123] and in

particular in superheavy nuclei in Refs. [58, 60]. They are characterized by an improved accuracy

of the description of experimental data as compared with the previous generation of CEDFs. The

1The compilation of Ref. [72] published in 2014 indicates the existence of 263 CEDFs ranging from simplest
ansatz non-linear meson exchange functionals such as NL1 [68] and NL3* [28] to more microscopically motivated
CEDFs such as G1, G2 [155] and DD-MEX [18]. In addition, a number of new functionals were fitted in the time
period between 2014 and 2020 (see, for example, Refs. [83, 86, 91, 156, 157]) so at present the total number of
available CEDFs is likely to be in the vicinity of 300. Because of extremely time-consuming nature of numerical
calculations in this project, we use only the indicated last generation functionals. They outperform previous generation
functionals in terms of the accuracy of global description of ground state observables such as binding energies and
charge radii [2, 46, 58, 125], properly describe the regions of octupole deformation [55, 56] and are able to reproduce
experimentally known fission barriers in actinides [158, 159, 160].
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fact that the NL3*, DD-PC1 and PC-PK1 functionals reproduce empirical data on fission barrier

heights in actinides [158, 159, 160, 161] is especially important in the context of the present study.

6.2 Theoretical framework and details of the calculation

The RHB framework discussed in Sec. 2.3 is used for a systematic study of ground state

properties of all even-even actinides (/ = 90 − 102) and superheavy (/ = 104 − 120) nuclei from

the proton to neutron drip line. The calculations are performed in the following way (see details in

Sec. 2.4):

• Reflection-symmetric axial RHB calculations (further RS-RHB) are performed for each
nucleus and the potential energy curve is defined in a large deformation range from V2 = −1.0
up to V2 = 1.6 in step of ΔV2 = 0.05.

• Reflection-asymmetric (octupole deformed) axial RHB calculations (further RA-RHB) are
performed for the ground states of the nuclei not covered in previous systematic studies of
octupole deformation in CDFT (see Refs. [55, 56]). We have not found any additional (as
compared with those given in Refs. [55, 56]) nuclei which possess octupole deformation in
the ground state. So full information on the octupole deformation of the ground states can
be found in these references. The information (which follows from Refs. [55, 56]) about the
gain in binding energy due to octupole deformation at the ground state and its impact on
ground state quadrupole deformation and fission barrier heights is fully taken into account
in the present study. In addition, RA-RHB calculations have been performed in some nuclei
in order to define the heights of outer fission barriers (see the discussion below for more
details).

Because of different patterns of deformation energy curves (see Figs. 6.2 and 6.3), a special

care is considered when assigning a specific minimum to the ground state. A basic rule in this

process is the assumption that a local minimum surrounded by the barrier, the height of which

is less than 2 MeV, is considered as extremely unstable2. The procedure of the selection of the

2This low fission barrier of 2 MeV or less would translate into a high penetration probability for spontaneous fission
so that such minima are expected to be extremely unstable. In addition, the inclusion of octupole deformation (or
triaxial deformation in some nuclei [59]) in the case of superdeformed minima surrounded by such low fission barriers
could either completely eliminate or substantially reduce them (see Refs. [32, 59, 162]).
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Figure 6.2

Deformation energy curves obtained in axial RHB calculations with DDPC1 functional for the Ds
isotopes.

The isotopes are indicated by respective neutron numbers. Thick and thin solid lines
are used for the RS-RHB and RA-RHB results, respectively. The results of the RA-
RHB calculations are shown only in the deformation range in which they are lower
in energy than the RS-RHB ones. Solid circles indicate the ground states and the
asterisks denote the saddles of outer fission barriers which are not affected by octupole
deformation. Blue, orange, black, red and green lines are used to indicate neutron
numbers the last digits of which are 0, 2, 4, 6, and 8, respectively. Note that the energy
on the vertical axis spans different ranges in different panels.
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Figure 6.3

The same as Fig. 6.2 but for the Th isotopes.

Note that the deformation range has been extended on horizontal axis as compared
with Fig. 6.2. In order to save computational time the RA-RHB calculations have been
carried out only up to V2 = 2.0.

ground state is discussed below. The situation shown in Fig. 6.4a is the simplest one: single-

humped (inner) fission barrier acts against the fission into two fragments and when Bin > 2 MeV

the assignment of the normal-deformed prolate minimum to the ground state is straightforward. It
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changes if the height of this fission barrier decreases and becomes smaller than 2 MeV (see Fig.

6.4b). Then highly-deformed oblate minimum B becomes a ground state; it has larger and broader

fission barrier as compared with minimum A. Thus, it is expected that this ground state will live

significantly longer than the state associated with minimum A.
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Figure 6.4

Schematic illustration of different types of deformation energy curves and the selection of
respective ground states (see text for details).

Local minima are labelled by the letters A and B and the saddle points of respective
fission barriers by SA and SB. Solid circles indicate the minima selected as the ground
states. The heights of inner and outer fission barriers with respect of corresponding
minima (shown by dashed lines) are indicated by Bin and Bout. Bout−iso is the height
of outer fission barrier with respect of fission isomer.

More complex situation involving two humped fission barrier is shown in Fig. 6.4(c). If

�>DC−8B> < 2 MeV, then the minimumB corresponding to the fission isomer is considered extremely

unstable and the minimum A is associated with the ground state. Note that in some cases the
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minimum B can be lower in energy than minimum A. If that is the case and if �>DC−8B> > 2

MeV then the minimum B is considered as the ground state. Note that the heights of outer

fission barriers are frequently lowered when octupole deformation is included in the calculations

[59, 159, 161, 162, 163, 164]. Thus, if �>DC−8B> > 2 MeV in RS-RHB calculations, we perform

RA-RHB calculations in the region of the (V2, V3) plane covering the minimum B and the saddle

of outer fission barrier on the grid with the steps of ΔV2 = ΔV3 = 0.05. This allows to establish

whether minimum B could be considered as relatively stable or unstable. Similar calculations

are also performed in the cases when Bin < Bout in the RS-RHB calculations. This is because

we consider only the height of the primary (highest) fission barrier (PFB) in Sec. 6.5 in the case

of doubly-humped structure of the barrier to minimize the computational cost. Note that the

calculations leading to the definition of the fission path and the saddle point in the RA-RHB code

are by roughly two orders of magnitude more time consuming than those in the RS-RHB code.

The procedure outlined above takes into account potential stability of the nuclei in respective

energy minima with respect of fission and it is especially important in superheavy nuclei some

local minima of which are characterized by small fission barriers (see Fig. 6.2). Note that after

defining the minimum corresponding to the ground state, the RS-RHB and RA-RHB calculations

without constraint are performed and precise binding energy and equilibrium of the ground state

is determined. In addition, the height(s) of the fission barrier(s) is(are) defined.

In the calculations with the PC-PK1 and NL3* functionals there are two small islands of the

nuclei located in the / ≈ 114 − 118, # ≈ 238 − 240 and / ≈ 106 − 110, # ≈ 190 − 194 regions

in which calculated deformation energy curves reveal several local minima (somewhat similar to

the deformation energy curves shown at the bottom of Fig. 6.2b). However, all these minima are
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surrounded by very low fission barriers with the heights smaller than 2.0 MeV. Moreover, many

of these minima have even lower heights of respective fission barriers (on the level of 1.0 MeV

or smaller). These nuclei are expected to be unstable against fission and in principle it does not

matter which of the calculated fission barriers is used. For these nuclei, we select the ground state

guided by the flow of the V-decays in the r-process: the selected local minimum (and thus the

corresponding ground state deformation and fission barrier height) in the (/, #) nucleus has the

deformation closest to the one of the well established ground state in the (/ − 2, # + 2) nucleus.

So far all existing global calculations of the fission barriers for the r-process simulations

have been performed in non-relativistic models. These include the calculations within the FRDM

[149, 165], the TF and ETFSI-Q approaches [147, 150], the HFB approaches with different Skyrme

functionals [152, 153, 166], Gogny D1M* [154] and BCPM [149] EDFs. Because of their global

character, all these calculations are restricted to axial symmetry. We also assume axial symmetry in

our calculations because triaxial RMF+BCS andRHB calculations (see Refs. [32, 59, 60, 158, 167])

are too time consuming to be performed on a global scale. Note also that dynamical correlations

are not taken into account in our calculations of fission barriers because of the reasons discussed

Ref. [168].

6.3 Ground state properties

The distributions of calculated proton deformations V2 in the (/, #) plane obtained with four

employed CEDFs are shown in Fig. 6.5. The width of the gray region (the gray color corresponds to

spherical and near-spherical shapes) along a specificmagic number corresponding to a shell closure

indicates the impact of this shell closure on the structure of neighboring nuclei. Note that proton
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Figure 6.5

Proton quadrupole deformations V2 obtained in the RS-RHB and RA-RHB calculations with
indicated CEDFs.

The details of the regions of octupole deformation are discussed in Refs. [55, 56].
Note that last bound / = 120 nucleus appears at # = 324 in the calculations with the
CEDF PC-PK1 (see Table 6.3 below); for simplicity it is not shown in panel (d).

and neutron shell gaps act simultaneously in the vicinity of doubly magic spherical nuclei. Thus,

the effect of a single gap is more quantifiable away from these nuclei. One can see that neutron

# = 184 and # = 258 spherical shell gaps have a pronounced impact on calculated deformations

while the impact of the proton / = 120 spherical shell closure is limited to the # ∼ 170 − 184

nuclei (see Refs. [45, 58] for examples of their size dependence on the functional). In addition, as
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illustrated in Ref. [167] on the example of the PC-PK1 functional, the inclusion of the correlations

beyond mean field washes out the impact of the / = 120 shell closure and leads to oblate deformed

ground states in the majority of the / = 120 nuclei with # = 172 − 186. The predictions of the

DD-PC1 functional differs substantially from other CEDFs: the impact of above mentioned shell

closures are substantially reduced in it and as a consequence the regions with / ∼ 120, # ∼ 184

and / ∼ 120, # ∼ 258 are dominated by oblate ground states contrary to spherical states in other

functionals. Note that this functional provides the best global description of experimental binding

energies (see Ref. [2]). This, however, does not guarantee that it will outperform other functionals

in the description of physical observables of interest in the region of superheavy nuclei (see Table

I in Ref. [58]).
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Figure 6.6

Deformation energy curves and potential energy surface obtained in calculations with the CEDF
DD-PC1 for the 240Cf nucleus.

(a) Deformation energy curves obtained in axial RS-RHB calculations. (b) Potential
energy surface in the (V2, V3) plane obtained in the RA-RHB calculations. Extremely
superdeformed minimum is indicated by open white circle.
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Table 6.1

The nuclei in which extremely superdeformed minimum is the lowest in energy in the calculations
with CEDF DD-PC1.

Z N �#−( V<8=2 VB033;42 , VB033;43 � � �
�
[MeV] � � �

�
[MeV]

[MeV] (RS-RHB) (RA-RHB)
1 2 3 4 5 6 7
98 142 0.603 0.88 1.21, 0.33 7.207 2.625
98 144 0.306 0.90 1.34, 0.46 7.373 3.503
98 228 2.341 1.01 1.29, 0.34 6.622 2.906
98 230 2.083 1.01 1.30, 0.35 5.072 3.203
100 146 0.876 0.97 1.32, 0.37 5.890 2.985
100 230 2.431 1.01 1.30, 0.35 5.750 3.270
100 232 2.336 1.01 1.30, 0.37 4.060 2.739
102 146 2.038 0.99 1.32, 0.34 4.813 2.749
102 148 0.629 0.98 1.28, 0.31 4.093 2.250
102 232 2.591 1.02 1.29, 0.36 3.476 2.840
102 234 3.567 1.03 1.31, 0.31 2.674 2.304
104 146 3.435 0.99 1.33, 0.28 6.042 2.410
104 148 1.921 1.00 1.31, 0.27 5.579 2.204
104 150 0.924 1.00 1.29, 0.27 5.370 2.505
106 148 3.638 1.08 1.32, 0.26 4.112 2.340
106 150 2.374 1.10 1.30, 0.23 3.753 2.345

The columns 1 and 2 show the proton and neutron numbers of the nuclei. Third
column displays the energy �#−( [in MeV] by which the ESD minimum is lower than
the normal-deformed minimum. The deformations of the ESD minimum V<8=2 and the
saddle of second fission barrier VB033;42 , VB033;43 are presented in the columns 4 and 5,
respectively. The energies [in MeV] of the second fission barrier with respect of the
ESD minimum, obtained in the RS-RHB and RA-RHB calculations, are shown in the
columns 6 and 7. Note that the values presented in the columns 5-7 are obtained in
the calculations with #� = 26; this is done in order to have a comparable numerical
accuracy with the one obtained at normal deformed minimum.

The calculations reveal a number of nuclei scattered across the part of nuclear chart under study

which have extremely superdeformed (ESD) minimum with V2 ∼ 1.0 located at lower energy than
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normal-deformed minimum (see Fig. 6.6a and Table 6.1). In these nuclei the ESD minimum is

surrounded by outer fission barrier the height of which exceeds 2.0 MeV (being typically in the

range of 2.0 − 3.0 MeV) in the RA-RHB calculations (see Fig. 6.6b and Table 6.1). Although the

fission barrier is low, some of these ESD minima could be potentially stabilized against fission for

physically sufficient time because of broad fission barrier in the (V2, V3) plane. If that would be the

case, they would represent the ground states. However, they are not included into Fig. 6.5 because

of the following reasons. First, there are significant theoretical uncertainties in the predictions of

fission barriers (see current chapter and Refs. [59, 60]) as well as in relative energies of the minima

with different deformations [50]. Second, only few nuclei in the / ≈ 100, # ≈ 230 region could

be potentially extremely supedeformed in the ground states (see Table 6.1). However, the flow of

matter in the r-process between two nuclei with drastically different deformations of the ground

states will be most likely significantly suppressed because of considerable differences in the wave

functions of these ground states. Thus, it will proceed mostly along the dominant deformation

of the ground states in the region, namely, normal deformation, even if such states are excited in

energy in a few nuclei. Third, the majority of the nuclei in Table 6.1 are neutron poor / ≈ 102

nuclei which do not play a role in the r-process. There are experimental data on the 240,242Cf,

246Fm and 254Rf nuclei but only for their ground states [169]. At present, these data do not allow to

define the deformations of the ground states. However, since it has been obtained in the reactions

(such as U-decay, V-decay, electron capture and the reactions on spherical Pb isotopes) which do

not favor significant shape changes, these ground states are most likely normal-deformed. More

detailed and focused experimental studies are needed in order to see whether ESD states exist in

such nuclei.
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Proton quadrupole deformation spread  ∆β2
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Figure 6.7

Proton quadrupole deformation spreads ΔV2(/, #) as a function of proton and neutron number.

ΔV2(/, #) = |Vmax
2 (/, #) − Vmin

2 (/, #) |, where V
max
2 (/, #) and Vmin

2 (/, #) are the
largest and smallest proton quadrupole deformations obtained with four employed
CEDF for the (/, #) nucleus.

The spreads of theoretical predictions in quadrupole deformations V2 obtained with four em-

ployed functionals are summarized in Fig. 6.7(a). The largest spread of ΔV2 ≈ 0.7 is visible along

the line of #// ≈ 1.81 which starts at / = 104. This corresponds to the boundary of the transition

from oblate to prolate shapes the exact position of which in the (/, #) plane is functional dependent

(see Fig. 6.5). It is defined by the underlying single-particle structure at prolate and oblate shapes
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as well as to a degree by the heights of outer fission barriers (see the rules for the definition of the

ground states described in Sec. 6.2). Second region of the largest spreads in ΔV2 is located along

the # ≈ 184 line starting from / ≈ 100 and extending up to / = 120. Third region is located

along the / = 120 line from proton-drip line up to # ≈ 188. These two regions of large spreads in

calculated quadrupole deformation emerge from the differences in the predictions of ground state

deformations (see Fig. 6.5) which in turn can be traced back to the sizes of the / = 120 and # = 184

spherical shell closures and the densities of the single-particle states in their vicinities (see Ref.

[58]). The last region of large theoretical uncertainties is located between # ≈ 236 and # = 258.

In the region around # ≈ 236 these theoretical uncertainties are mostly due to the uncertainties

in the predictions of the boundary of the transition from prolate to oblate shapes. For higher #

values, large ΔV2 values emerge from the transition from prolate or oblate shapes to spherical ones

and to a large degree are defined by the uncertainties in the prediction of the size of the # = 258

spherical shell closure (see Fig. 6d in Ref. [45]) and single-particle densities in its vicinity. With

few exceptions theoretical uncertainties in the predictions of ground state deformations in the part

of nuclear chart outside of above discussed regions are very small (see Fig. 6.7(a)).

It is important to understand to what extent the predictions of the ground state deformations and

related theoretical uncertainties in these predictions are dependent on nuclear matter properties of

employed CEDFs. All employed CEDFs have the density d0 and the energy per particle �/� at the

saturation of symmetric nuclear matter (SNM) which are very close to each other and to empirical

estimates (see Table III in Ref. [46]). Thus, the impact of only selected SNM properties listed in

Table 6.2 on the ground state deformations are discussed below. Let start from the consideration of

the predictions by the pair of the functionals DD-PC1 and DD-ME2. Their SNM properties such
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as incompressibility  0, the symmetry energy � and its slope !0 are close to each other and are

located within the SET2b constraints on experimental/empirical ranges for physical observables

of interest (see Table 6.2). Despite that this pair of the functionals gives the largest contribution

into the spreads ΔV2 (compare panels (b) and (a) of Fig. 6.7). On the contrary, the pairs of the

functionals PC-PK1 and NL3* (which have � and !0 values located outside the SET2b constraint

range [see Table 6.2]) as well as NL3* and DD-ME2 (which have drastically different values of the

� and !0 parameters [see Table 6.2]) have (with very few exceptions) very similar predictions for

the ground state deformations across the part of nuclear chart under study. These exceptions are

related to some differences in the predictions of the boundaries between oblate and prolate shapes

as well as between prolate and spherical shapes.

Table 6.2

Selected properties of symmetric nuclear matter at saturation: the incompressibility  0, the
symmetry energy � and its slope !0.

CEDF  0 [MeV] � [MeV] !0 [MeV]
1 2 3 4

NL3* [28] 258 38.68 122.6
DD-ME2 [29] 251 32.40 49.4
DD-PC1 [19] 230 33.00 68.4
PC-PK1 [30] 238 35.6 113

SET2a 190-270 25-35 25-115
SET2b 190-270 30-35 30-80

Top four lines show the values for indicated CEDFs, while bottom two lines show two
sets (SET2a and SET2b) of the constraints on the experimental/empirical ranges for
the quantities of interest defined in Ref. [72]. The CEDF values which are located
outside the limits of the SET2b constraint set are shown in bold.
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These results for ground state deformations together with the analysis of the results for binding

energies and charge radii of the / ≤ 104 nuclei presented in Ref. [46] strongly indicate that

• the major source of the uncertainties in the predictions of ground state deformations is related
to local differences in underlying single-particle structure and, in particular, to the size of
spherical / = 120 and # = 184 and 258 shell closures and the densities of the single-particle
states in their vicinities,

• strict enforcement of the limits on the nuclear matter properties defined in Ref. [72] will not
necessary lead to the functionals with good description of ground and excited state properties
and will not reduce theoretical uncertainties in the description of physical observables of
interest in high-/ and/or neutron-rich nuclei.

Table 6.3 compares the positions of the two-proton and two-neutron drip lines obtained in

the RHB calculations with the NL3* and PC-PK1 functionals; the results for the DD-PC1 and

DD-ME2 functionals could be found in Table IV of Ref. [2]. One can see that the two-proton drip

lines are very similar in these two functionals; they differ by no more than four neutrons. This

is in line with earlier observations that theoretical uncertainties in the predictions of the position

of two-proton drip line are relatively small (see Ref. [38] and Sec. VII in Ref. [2]). Note that

two-proton drip lines in the isotopic chains of interest obtained with PC-PK1 are very close to

those obtained with DD-PC1 (compare Table 6.3 in the present study with Table IV of Ref. [2]).

Among the considered CEDFs the PC-PK1 functional provides the most neutron-rich two-

neutron drip line and the NL3* provides the second most neutron-rich two-neutron drip lines

(compare Table 6.3 in the present study with Table IV of Ref. [2] and see Sec. VIII in Ref. [2]).

All employed functionals reveal the presence of the shell closure at # = 258 (see Fig. 6d in Ref.

[45]). The size of this gap is almost the same in the NL3* and PC-PK1 functionals, but (i) it is

shifted down in energy by ≈ 400 keV for PC-PK1 as compared with NL3* and (ii) high- 9 intruder

orbitals 1:15/2 and 2813/2, which have a significant impact on the position of neutron drip line (see
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Table 6.3

Two-proton and two-neutron drip lines predicted by the NL3* and PC-PK1 functionals (see Fig.
6.1 for graphical representation of drip lines).

Proton Two-proton drip line Two-neutron drip line
number / NL3* PCPK1 NL3* PCPK1

1 2 3 4 5
90 112 114 218 256
92 118 122 224 258
94 122 126 232 258
96 126 128 252 258
98 130 130 256 258
100 132 132 258 258
102 134 136 258 258
104 138 140 258 258
106 142 144 258 258*
108 146 148 258 288
110 150 154 258 292
112 154 158 258 298
114 158 162 262* 302
116 162 166 286 312
118 166 170 294 318
120 170 174 298 324

Neutron numbers (columns 2-5) corresponding to these drip lines are given for each
even proton number / (column 1). An asterisk at a neutron number at the two-neutron
drip line indicates isotope chains with additional two-neutron binding at higher #
values (peninsulas).

discussion in Ref. [45]), are located at lower energies in the PC-PK1 functional as compared with

the NL3* one. These features lead to the shift of the two-neutron drip line to substantially higher

neutron numbers in the PC-PK1 CEDF as compared with NL3*. The sizes of the # = 258 shell

gaps are smaller by ≈ 10% and 20% in the DD-ME2 and DD-PC1 functionals as compared with

the ones in the PC-PK1 and NL3*. In addition, above mentioned high- 9 intruder orbitals in the
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calculations with the DD-ME2 and DD-PC1 functionals are located at higher energies as compared

with the ones in NL3*. As a consequence, their two-neutron drip lines are located at lower neutron

numbers as compared with the NL3*. These features are clearly seen in Fig. 6.5.
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Figure 6.8

The binding energy spreads Δ� (/, #) as a function of proton and neutron number.

Δ� (/, #) = |�max(/, #) − �min(/, #) |, where �max(/, #) and �min(/, #) are the
largest and smallest binding energies obtained with employed set of CEDFs for the
(/, #) nucleus. Upper panel shows the binding energy spreads for four employed
functionals, while the bottom one the spreads for a set of functionals in which PC-PK1
is excluded.

Figure 6.8 shows the map of theoretical uncertainties Δ� (/, #) in binding energies. These

uncertainties increase drastically when approaching the neutron-drip line and in some nuclei they

reach 50 MeV. Poorly defined isovector properties of CEDFs is the major reason for that (see

Ref. [2]). Note that the Δ� (/, #) spreads for the NL3*, DD-PC1 and DD-ME2 functionals are

relatively modest [see Fig. 6.8(b)] and the major contribution to Δ� (/, #) is coming from the
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PC-PK1 functional (compare panels (a) and (b) in Fig. 6.8). The fact that isovector properties

of the PC-PK1 functional are significantly different from those of NL3*, DD-PC1, DD-ME2 and

DD-MEX is also confirmed by the analysis of binding energies in the Yb (/ = 70) isotopic chain

(see Fig. 3 in Ref. [46]). As follows from the analysis of parametric correlations in different

classes of CEDFs performed in Chapter IV and in Ref. [91], a possible reason for that could be

related to over-parametrization of the isoscalar channel in this class of CEDFs. This, in turn, may

lead to a somewhat wrong balance of the isoscalar and isovector channels in known nuclei which

reveals itself in a more pronounced way via different (as compared with other functionals) isovector

dependence of binding energies in neutron-rich one.

Figure 6.9 presents the summary of two-neutron separation energies (2= (/, #) obtained with

four employed CEDFs. Note that some discontinuities in smooth trends of the (2= (/, #) distribu-

tions as a function of neutron number are either due to the presence of substantial spherical shell

gaps at # = 184 or # = 258 or due to the crossing of the boundaries between prolate and oblate

shapes. For example, the impact of the # = 184 spherical shell gap on the (2= (/, #) distributions

is clearly visible in Figs. 6.9(b), (c) and (d) (see also Figs. 6.5 (b), (c) and (d) for deformation

distributions). On the contrary, its impact is substantially suppressed in superheavy nuclei in the

calculations with CEDF DD-PC1 [see Fig. 6.9(a)] because of the reduced role of the # = 184

spherical shell gap in this functional.

Finally, the spreads Δ(2= (/, #) in two-neutron separation energies are presented in Fig. 6.10.

They are the lowest in known nuclei but in general increase with increasing neutron number. The

Δ(2= (/, #) values are quite large (Δ(2= (/, #) ≈ 2.2 MeV) in the vicinity of two-neutron drip

lines and the # = 184 and # = 258 spherical shell gaps. However, they become extremely
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Two-neutron separation energies  S2n(Z,N) [MeV]
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Figure 6.9

Two-neutron separation energies (2= (/, #) obtained in the RHB calculations with indicated
CEDFs.

large (Δ(2= (/, #) ≈ 4.0 MeV) at the boundaries between prolate and oblate shapes. Similar to

the spreads in binding energies (see discussion of Fig. 6.8 above), the largest contribution to the

Δ(2= (/, #) values comes from the CEDF PC-PK1. If the PC-PK1 functional is excluded from

consideration these values on average decrease by a factor of 2 (compare panels (b) and (a) in Fig.

6.10). It is interesting that in neutron-rich deformed # ≈ 190 − 236 region the Δ(2= (/, #) values
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Two-neutron separation energy spreads ∆S2n(Z,N) [MeV]
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Figure 6.10

The (2= spreads Δ(2= (/, #) as a function of proton and neutron number.

Δ(2= (/, #) = |(max
2= (/, #) − (

min
2= (/, #) |, where (

max
2= (/, #) and (

min
2= (/, #) are the

largest and smallest (2= values obtained with four employed CEDFs for the (/, #)
nucleus.

are on average comparable with those in known nuclei (see Fig. 6.10(b). However, they still show

increased magnitudes at above discussed locations of nuclear chart.

6.4 U-decay properties

In actinides and superheavy nuclei spontaneous fission and U emission compete and the shortest

half-life determines the dominant decay channel and the total half-life. Only in the cases where

the spontaneous fission half-life is longer than the half-life of U emission can superheavy nuclei be

observed in experiment. In addition, only nuclei with half-lives longer than g = 10 `s are observed

in experiments.
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The U decay half-live depends on the &U values which are calculated according to

&U = � (/, #) − � (/ − 2, # − 2) − � (2, 2) (6.1)

with � (2, 2) = −28.295674 MeV [124] and / and # representing the parent nucleus.

To estimate theoretical uncertainties in the predictions of the U-decay half-lives, they were

calculated using three phenomenological expressions, namely,

• the Viola-Seaborg semiempirical formula [170]

;>610gU =
0/ + 1
√
&U
+ 2/ + 3 (6.2)

employing two sets of parametrizations. The first one with the parameters 0 = 1.66175,
1 = −8.5166, 2 = −0.20228 and 3 = −33.9069 has been fitted in Ref. [171]. This set
and the results obtained with it are labelled further as VSS-1989. Another set has been
defined in Ref. [172] and its parameters are: 0 = 1.64062, 1 = −8.54399, 2 = −0.19430 and
3 = −33.9054. The label VSS-2005 is used for it and its results.

• phenomenological first modified Brown fit (mB1) [173]

;>610gU =
0(/ − 2)1
√
&U

+ 2 (6.3)

with the parameters 0 = 13.0705, 1 = 0.5182, 2 = −47.8867. This set and its results are
labeled further as MB-2016.

• phenomenological Royer model [174]

;>610gU =
0/
√
&U
+ 1� 1

6
√
/ + 2 (6.4)

with the parameters 0 = 1.5864, 1 = −1.1629 and 2 = −25.31 of Ref. [174]. Its results are
labeled further as Royer-2000.

These phenomenological expressions employ different functional dependencies (in particular,

they show different dependencies on proton and mass numbers) and are fitted to different sets of

experimental data. This is expected to lead to different predictions for gU in high-/ and neutron-rich

nuclei.
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The &U values calculated with the DD-PC1, DD-ME2, NL3* and PC-PK1 functionals are

presented in Fig. 6.11. One can see that for a fixed value of / with increasing neutron number

the &U values in general decrease. They are positive in proton-rich nuclei as well as in the nuclei

located close to the V-stability line. The&U values experience a substantial increase at shell closure

with # = 184 (see Fig. 6.11 below as well as Fig. 14 in Ref. [58]); note that the effect of this shell

closure is washed out in the / > 110 nuclei for the DD-PC1 functional. With subsequent increase

of neutron number the &U values become first smaller, then they become close (or equal) to zero

and with further increase of # they get more and more negative. Note that U-decay is energetically

not possible for &U ≤ 0 MeV. Thus, very neutron-rich nuclei cannot decay by U-emission.

Note that general trends in the development of the &U values as a function of proton and

neutron number are similar in all functionals. The major differences are related to the location

of the two-neutron drip line, the impact of the # = 184 and # = 258 shell closures and the

location of the boundaries between prolate and oblate nuclear shapes. These differences between

the functionals are summarized in Fig. 6.12 which shows the &U spreads Δ&U (/, #) as a function

of proton and neutron number. The largest spread in the predictions exists in the island centered

around / ∼ 110, # ∼ 198 in which Δ&U (/, #) > 3 MeV. This spread emerges from different

predictions of the boundaries in the (/, #) plane between prolate and oblate shapes (see Fig. 6.5)

and coincides with the largest spread in calculated ground state deformations (see Fig. 6.7). The

next region with the largest differences in the predictions is located between neutron numbers

N=236 and N=258 (see Fig. 6.12). However, these differences are not critical because (i) this

region is not expected to play a role in the r-process, (b) expected U-decay half-lives exceed 1020 s

(see Fig. 6.13) and (c) many of the nuclei in this region are not expected to decay by U-emission.
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Figure 6.11

The &U values for even-even actinides and superheavy nuclei calculated with indicated CEDFs.

High Δ&U values (Δ&U (/, #) ≈ 1.5 MeV) are observed near shell closure at # = 184 and in

very neutron-rich nuclei near two-neutron drip line. This is a consequence of the difference in the

predictions of the ground state properties such as deformations in the nuclei near # = 184 (see

Ref. [58]) and general deterioration of predictive power of nuclear models on approaching neutron

drip line (see Ref. [2]). In other regions of nuclear chart, Δ&U (/, #) ≤ 1.0 MeV with smallest

spreads seen in the # < 180 nuclei.
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Figure 6.12

The &U spreads Δ&U (/, #) as a function of proton and neutron number.

Δ&U (/, #) = |&max
U (/, #) −&min

U (/, #) |, where&max
U (/, #) and&min

U (/, #) are the
largest and smallest &U values obtained with four employed CEDFs for the (/, #)
nucleus.

Note that the inclusion of dynamical correlations (for example, by means of 5 dimensional

collective Hamiltonian) can locally modify the binding energies and&U values [123, 159, 167] but

they have the largest impact on transitional nuclei which represent only minor part of the nuclei

under study. For well deformed nuclei, the impact of dynamical correlations on&U values is rather

modest [159]. Thus, their inclusion is not expected to change drastically global picture for the

behavior of &U.

Calculated U-decay half-lives gU (in logarithmic scale) obtained with the VSS-2005 empirical

formula for four CEDFs are shown in Fig. 6.13. Other phenomenological formulas such as VSS-

1989, MB-2016 and Royer-2000 give similar results; thus, they are not shown. For a given isotope

chain the calculated half-lives generally increase with increasing neutron number. This trend is

interrupted only at the # = 184 and # = 258 shell closures. The consequence of this feature

is the fact that traditional experimental technique of detecting superheavy nuclei by U-decay will

not work in neutron-rich nuclei because they can decay faster by spontaneous fission. Note that
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Figure 6.13

Calculated ;>610(gU) values of the U-decays for even-even superheavy nuclei obtained with the
VSS-2005 version of Viola-Seaborg semi-empirical formula for four indicated CEDFs.

Open squares are used for the nuclei in which U-decay is energetically forbidden. The
white line corresponding to ;>610(gU) = 1.0 outlines the region of nuclei in which the
alpha-decay half-live is smaller than 10 s.

U-decay is energetically forbidden for a large group of very neutron-rich nuclei located in the

vicinity of neutron-drip line. In such nuclei as well as in those which have very large gU values, the

competition of spontaneous fission, neutron induced fission, V-decay, and neutron emission will

define the leading channel of decay in the r-process calculations.
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Figure 6.14

The gU spreads ΔgU (/, #) as a function of proton and neutron number.

ΔgU (/, #) = |gmax
U (/, #) − gmin

U (/, #) |, where gmax
U (/, #) and gmin

U (/, #) are the
largest and smallest gU values obtained with selected set of functionals and empirical
formulas. Panel (a) shows these spreads obtained with four employed CEDFs and
VSS-2005 empirical formula. DD-PC1 CEDF and four empirical formulas are used
in panel (b). Panel (c) presents combined spread of gU obtained with four CEDFs and
four empirical formulas. Panel (d) is the subversion of panel (c) in which the PC-PK1
functional is excluded.

It is important to remember that the typical timescale of the r-process is in the seconds range

[134, 135, 136]. Figure 6.13 clearly illustrates that with few exceptions the nuclei located to the

right of white lines have U-decay half-lives exceeding 10 s. Thus, U-decay half-lives of these nuclei
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are longer than the typical timescale of the r-process and, as a consequence, their alpha-decays

will not affect the r-process simulations. These white lines in Fig. 6.13 also outline the region of

nuclear chart in which traditional experimental measurements of superheavy nuclei based on the

U-decays are possible: these are the regions located near and to the left of these white lines.

Theoretical uncertainties in the predictions of U-decay half-lives given via the Δ(;>610(gU))

spreads are summarized in Fig. 6.14. The comparison of the panels (a) and (b) clearly shows

that these uncertainties mostly emerge from the differences in the predictions of the &U values

by different functionals. These uncertainties exceed 50 orders of magnitude in the nuclei located

in the vicinity of two-neutron drip line and in some nuclei around / ≈ 108, # ≈ 198 (see Fig.

6.14). The uncertainties in gU originating from different empirical formulas [see Eqs. (6.2), (6.3)

and (6.4)] are significantly smaller [see Fig. 6.14(b)]. For absolute majority of the nuclei they are

smaller than 5 orders of magnitude and for proton-rich nuclei and the nuclei located close to the

beta-stability they are very small. They are larger than 10 orders of magnitude only in neutron-rich

nuclei located in close vicinity of two-neutron drip line. Combined theoretical uncertainties in

gU emerging from the use of four empirical formulas and four CEDFs are summarized in Fig.

6.14(c). One can see that for almost half of nuclei they exceed 10 orders of magnitude; these

nuclei are located on neutron-rich side of the nuclear chart. However, these uncertainties are not

very critical since the U-decay lifetimes become extremely large in such nuclei (see Fig. 6.13) so

U-decay can compete neither with fission nor with V-decay. Note also that the removing of the

PC-PK1 functional from consideration does not appreciably change the theoretical uncertainties

in the predictions of U-decay half-lives (compare Figs. 6.14 (c) and (d)).
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6.5 Fission properties
6.5.1 Primary fission barriers

The distributions of primary fission barriers3 (PFB) heights in the (/, #) plane obtained with

employed functionals are shown in Fig. 6.15. Figure 6.16 presents the maps of the nuclei in the

region under study in which outer fission barriers are higher than the inner ones in the RS-RHB

calculations (see Figs. 6.2 and 6.3 for more details). It also illustrates that the importance of

outer fission barriers in stabilization of nuclei in general decreases on going from light actinides to

superheavy nuclei because of increased importance of Coulomb interaction (compare Figs. 6.3 and

6.2). Figure 6.16 also demonstrates the impact of octupole deformation (as obtained in RA-RHB

calculations) on the outer fission barriers and on their heights with respect to inner ones. The

lowering of outer fission barrier due to octupole deformation indicates that asymmetric fission

becomes dominant, while the absence of the impact of octupole deformation on outer fission

barrier height tells that fission will be symmetric.

Figure 6.16 shows that similar regions in the (/, #) plane, in which the outer fission barriers

are higher in energy than inner ones in the RS-RHB calculations, appear in the calculations

with all employed functionals. However, these regions are substantially larger in the density

dependent functionals (such as DD-PC1 and DD-ME2) as compared with CEDFs NL3* and PC-

PK1. Octupole deformation does not affect outer fission barriers in the nuclei located in the

/ ∼ 110, # ∼ 240 region, in the # ≤ 120 nuclei as well as in the nuclei located not so far away

from # ≈ 180. By moving away from the latter two regions, octupole deformation first starts to

reduce the heights of outer fission barriers but they still remain higher in energy than inner ones.

3The highest in energy fission barrier (among inner and outer ones) is called primary and it plays an important role
in the r-process modeling (see Ref. [166]).
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Further transition away from these regions leads to the reduction of the heights of outer fission

barriers below the inner ones due to the impact of octupole deformation.

Fission barrier heights [MeV]
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Figure 6.15

The heights of primary fission barriers (in MeV) obtained in axial RS-RHB and RA-RHB
calculations as a function of proton and neutron numbers.

Figure 6.15 reveals a lot of similarities in the predictions of the global structure of the maps

of fission barrier heights obtained with employed functionals. The highest PFBs are predicted in

the islands of low-/ nuclei centered around spherical shell closures with # = 126 and # = 184

(and # = 258 in the case of the PC-PK1 functional). Fission barriers reach 15 MeV in the centers
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The impact of octupole deformation on outer fission barriers
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Figure 6.16

The distributions of the nuclei, in which the outer fission barrier is higher than inner one in the
RS-RHB calculations, in the (/, #) plane for four employed CEDFs.

Different types of symbols are used to indicate the impact of octupole deformation
on outer fission barriers of these nuclei. Blue solid circles are used for the nuclei of
which the heights of outer fission barriers are not affected by the inclusion of octupole
deformation. Solid red circles/orange squares are used for the nuclei in which outer
fission barrier is affected by octupole deformation in the RA-RHB calculations and is
higher/lower than inner fission barrier.

of these islands. Next island with high fission barriers exists around / ≈ 100, # ≈ 150. Left

bottom part of this island coincides with the region of actinides (see, for example, Fig. 7 in Ref.
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[158]) in which the heights of fission barriers have been experimentally measured. Relativistic

mean field calculations with the NL3*, PC-PK1 and DD-PC1 functionals performed by different

groups rather well describe inner and outer fission barriers in actinides [158, 159, 160, 161]. Note

also that the spreads of the heights of inner fission barriers obtained with these three functionals

in the / ≈ 100, # ≈ 150 island are relatively small (approximately 1 MeV or less) for the majority

of nuclei in this island (see Fig. 3b in Ref. [60]). On the contrary, the DD-ME2 functional predicts

somewhat higher fission barriers in this island (see Fig. 6.15b) which leads to somewhat higher

spreads Δ�� in the heights of primary fission barriers (see Fig. 6.17a). The island of low fission

barriers is seen near / ≈ 108, # ≈ 192 in all functionals. Then another island of high fission

barriers centered around / ≈ 104, # ≈ 216 is formed. The highest fission barriers reaching

10 − 11 MeV in the center of this island are predicted by the DD-ME2 functional (see Fig. 6.15b).

Somewhat lower fission barriers (with approximately 9 MeV height in the center of the island) are

predicted by the DD-PC1 functional (see Fig. 6.15a). Fission barriers with height of approximately

6 MeV appear in broad region of this island in the calculations with the NL3* and PC-PK1 CEDFs

(see Figs. 6.15c and d).

With increasing neutron number the predictions start to differ substantially. The NL3* and PC-

PK1 functionals predict extremely low fission barriers with heights of around 2 MeV or less for the

band of nuclei around # ≈ 240 (see Figs. 6.15c and d). No such band is formed in the calculations

with DD-ME2 and DD-PC1 functionals (see Figs. 6.15a and b). This could have a drastic impact

on the creation of superheavy elements in the r-process because the nuclear flow during most of

neutron irradiation step of the r-process follows the neutron drip line and produces in tens of ms

the heaviest drip line nuclei (see the discussion in Sec. 4 of Ref. [144]). However, this nuclear flow
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will most likely be terminated at # ≈ 240 nuclei in the calculations with NL3* and PC-PK1 since

fission will be much faster than neutron capture. Thus, no superheavy nuclei are expected to be

formed in the r-process calculations based on fission barriers obtained with these two functionals.

This is similar to the results of the r-process simulations based on non-relativistic models (such

as Skyrme DFT with HFB-14 functional, Thomas-Fermi (TF) model and Finite Range Droplet

Model (FRDM)) with low fission barriers in the vicinity of neutron drip line [144, 147]. On the

contrary, the formation of superheavy elements in the r-process is more likely in the calculations

based on the DD-ME2 and DD-PC1 functionals since the (/, #) region near neutron drip line is

characterized by relatively high fission barriers (see Figs. 6.15a and b). As a consequence, neutron

capture is expected to proceed faster than fission and nuclear flow during neutron irradiation step

of the r-process could extend to higher proton numbers [144, 147]. To a degree this is similar to

the r-process simulations based on the models (such as Extended Thomas Fermi (ETFSI) model)

with high fission barriers near neutron drip line (see Ref. [147]).

Further increase of neutron number leads to a rise of the heights of primary fission barriers

(PFBs) and the formation of the band of nuclei near shell closure at # = 258 with the heights of

PFBs exceeding 6 MeV (see Fig. 6.15b, c and d). In some nuclei they even reach 12-15 MeV in

the calculations with PC-PK1 and NL3* CEDFs (see Fig. 6.15c and d). Note that this process is

suppressed in the calculations with CEDF DD-PC1 (see Fig. 6.15a) because of reduced impact of

the # = 258 spherical shell gap on the ground state deformations (see Fig. 6.5a). Nuclear landscape

extends substantially beyond # = 258 in the calculations with NL3* and PC-PK1 (see Fig. 6.15c

and d). In this region, we again see the alteration of the regions of low (near # ≈ 268) and high

(near # ≈ 280 and above) PFBs. Note that in the # > 258 region, toroidal shapes [57, 175] could
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become the lowest in energy solutions. This has been verified in the calculations with DD-PC1

functional in Ref. [32] but has not been checked for other functionals.

6.5.2 Theoretical uncertainties in primary fission barriers and their sources

The spreads Δ�� of the heights of primary fission barriers as a function of proton and neutron

numbers for four employed functionals are shown in Fig. 6.17(a). One can see that on the average

they are moderate (on the level of 1.0-1.5 MeV) in the neutron poor region of actinides centered

around (/ ∼ 100, # ∼ 140). Then the spreads start to increase with a small island of high

Δ�� ≈ 4.0 MeV values seen in superheavy nuclei around / ≈ 110, # ≈ 164. Further increase of

neutron number leads to the band of high Δ�� ≈ 4.0 MeV values for the nuclei with # ≈ 184.

The sources of these uncertainties are directly related to the differences in the predictions of

the ground state properties of these nuclei: spherical ground states are predicted in these nuclei

in the calculations with PCPK1, DD-ME2 and NL3* functionals [see Figs. 6.5(b),(c) and (d)]

while the DD-PC1 functional prefers oblate ground states in superheavy # ≈ 184 nuclei (see

Fig. 6.5(a)). After crossing this band, theoretical uncertainties in the heights of primary fission

barriers substantially decrease and for the majority of the nuclei located inside the triangle with

the sides # = 188 [for / = 96 − 120], / = 120 [for # = 188 − 240] and [/ = 96, # = 188 to

/ = 120, # = 240] they are in general better than 2.5 MeV and in many nuclei they are even better

than 1.5 MeV. However, the Δ�� spreads start to increase again on approaching two-neutron drip

line. They form here quite wide band of the nuclei parallel to two-neutron drip line in which Δ��

is close to 4.0 MeV. Even higher spreads reaching 5.5 MeV are seen near shell closure at # = 258.
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Figure 6.17

The spreads Δ�� of the heights of primary fission barriers as a function of proton and neutron
numbers.

The spreads Δ�� (/, #) = |��<0G (/, #) − ��<8= (/, #) |, where, for given / and #
values, ��<0G (/, #) and ��

<8=
(/, #) are the largest and smallest heights of inner

fission barriers obtained with employed set of functionals. Panel (a) shows the spreads
obtained with four employed CEDFs. Panels (b-d) show the spreads obtained for
indicated pairs of the functionals.

The analysis of the spreads Δ�� allows to identify major sources of theoretical uncertainties in

the predictions of the heights of PFBs. These could be reduces to two major contributors, namely,

underlying single-particle structure mostly affecting the ground state properties and nuclear matter
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properties of employed CEDFs. To facilitate the discussion we will consider the Δ�� spreads for

the pairs of selected functionals.

The lowest spreads exist for the pair of the NL3* and PC-PK1 functionals (see Fig. 6.17c):

Δ�� ≤ 0.5 MeV for absolute majority of the nuclei and only in specific regions of nuclear chart it

is higher. Even in those regions, it is higher than 1 MeV only for limited set of the nuclei. These

regions are: (i) the actinides around # = 126, (ii) the / = 90 and 92 actinides with # ≈ 170,

(iii) superheavy nuclei in the vicinity of the / = 120 and # = 184 lines, (iv) very neutron-rich

nuclei in the vicinity of two-neutron drip line and (v) the band of the nuclei around # ≈ 246.

The differences in the predictions of the heights of outer fission barriers are responsible for the

spreads in the region (i). At present, their source is not clear. The spreads Δ�� seen in the

region (ii) are due both to different proton and neutron dependencies of the impact of octupole

deformation on outer fission barriers in the NL3* and PC-PK1 functionals (compare panels (c) and

(d) of Fig. 6.16) and the fact that in some nuclei we compare the heights of outer and inner fission

barriers. In the region (iii), the large Δ�� values are due to the differences in the predictions of

the spherical shell closures at / = 120 and # = 184 and the densities of the single-particle states

in their vicinities (see Fig. 1 in Ref. [58] and the discussion in this reference). Slightly different

isovector properties of the NL3* and PC-PK1 functionals (see Table 6.2) may be responsible for

the divergence of their predictions in the region (iv). The large Δ�� values in the region (v) are

due to prolate-oblate-spherical shape coexistence which takes place in slightly different regions of

the (/, #) chart in these two functionals [compare Figs. 6.5 (c) and (d)].

The comparison of the predictions of the NL3* and PC-PK1 functionals for the fission barriers

is quite illuminating since it shows in a global way a number of important features. First, apart of
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the regions (i)-(v) the comparable (typically within 0.5MeV) predictions for the heights of PFBs are

obtained on a global scale by these two functionals despite the fact that they differ substantially in

the predictions of the ground states energies in neutron-rich nuclei (see the discussion of Fig. 6.8).

Thus, the description of the ground state energies is to a degree decoupled from the description of

fission barriers; the latter depends on the relative energies of the saddle and the ground state. As

a consequence, good description of the ground state energies does not guarantee good description

of the fission barriers and vice versa. Second, the differences in the predictions of the PFB heights

seen in the regions (iii) and (v) are related to the differences in the predictions of the ground

states properties, which in turn are defined by the differences in the underlying single-particle

structure. Third, the exclusion of the regions (i)-(v) from consideration has clearly shown that

some differences in nuclear matter properties such as the symmetry energy � and its slope !0 (see

Table 6.2) do not lead to important differences in the predictions for PFBs. Fourth, comparable

global predictions for the PFBs are obtained despite underlying differences in the basic structure

of the functionals and their fitting protocols. The NL3* functional includes meson exchange of

finite range, while PC-PK1 CEDF does not have mesons and thus it has zero range interactions (see

Ref. [91]). The fitting protocol of the CEDF NL3* is based on 12 spherical nuclei and includes

empirical data on nuclear matter properties (see Ref. [28]), while the one for PC-PK1 includes only

data on binding energies (60 spherical nuclei) and charge radii (17 spherical nuclei) [30]. Note that

the NL3* and PC-PK1 functionals have 6 and 9 parameters, respectively. However, the analysis

of parametric correlations shows that in reality there are only 5 and 6 independent parameters in

these two functionals [83, 91].
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Next we consider the spreads Δ�� obtained with the NL3*/DD-ME2 pair of functionals (see

Fig. 6.17d). These two functionals have almost identical fitting protocols (see Refs. [28, 29]).

The only difference is the fact that DD-ME2 fitting protocol uses 3 experimental data points on

neutron skins as compared with 4 in NL3* but the impact of this difference is expected to be

small. Thus, larger values of the Δ�� spreads in the NL3*/DD-ME2 pair as compared with the

ones in the NL3*/PC-PK1 pair are related to the basic difference of these two functionals due

to the implementation of density dependence. The DD-ME2 functional has explicit dependence

of the meson-nucleon coupling on the nucleonic density, while NL3* employs cubic and quartic

powers of the f meson for density dependence (see Sect. II of Ref. [2] for details). In addition,

the nuclear matter properties (in particular, the symmetry energy � and its slope !0) of these two

functionals differ substantially (see Table 6.2) and this difference is expected to contribute into the

increase of the spreads Δ�� obtained for the NL3*/DD-ME2 pair as compared with those for the

NL3*/PC-PK1 pair.

Finally, the Δ�� spreads for the DD-PC1/DD-ME2 pair of the functionals are presented in

Fig. 6.17b. Nuclear matter properties of these two functionals are close to each other and they

are located within the limits of the SET2b constraint set on the experimental/empirical ranges for

the quantities of interest derived in Ref. [72] (see Table 6.2). However, fitting protocols of these

two functionals are drastically different: CEDF DD-ME2 is fitted to the properties of 12 spherical

nuclei (see Ref. [28]) while DD-PC1 is defined by the properties of 64 deformed rare-earth nuclei

and actinides (see Ref. [19]). As a result of this difference in fitting protocols, the largest Δ��

spreads appear in the vicinity of spherical shell closures at # = 184 (with Δ�� reaching 4.0 MeV)

and # = 258 (with Δ�� reaching 5.5 MeV) [see Fig. 6.17b]. Indeed, the impact of these shell
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closures on the equilibrium deformation differs substantially in these two functionals (compare

Figs. 6.5(a) and (b) and see Fig. 6.7(b)) and this is a reason for increased Δ�� spreads.

6.5.3 The comparison with the results obtained in non-relativistic calculations

It is interesting to compare the global trends of the heights of PFB in the (/, #) plane obtained

in the RHB calculations (see Fig. 6.15) with those obtained in earlier non-relativistic calculations

for which the maps similar to those presented in Fig. 6.15 are available. Note that similar to

our calculations all these non-relativistic calculations have been performed only for axial nuclear

shapes.

Fission barriers obtained in Gogny DFT calculations with D1M* functional are presented in

Fig. 12 of Ref. [154]. These calculations cover the region from two-proton drip line up to the

nuclei with two-neutron separation energies of (2= = 4.0 MeV. In these calculations, the fission

barriers of the # ≤ 186 nuclei typically exceed 6MeV and in a number of these nuclei their heights

are close to 12 MeV. Then fission barriers in the # ≈ 190 − 210 nuclei are lower than 4 MeV but

they increase to approximately 8 MeV on approaching (2= = 4.0 MeV line. The differences in the

predictions of the heights of PFB obtained in the CDFT and Gogny DFT calculations (compare

Fig. 6.15 with Fig. 12 of Ref. [154]) are in part related to the differences in the predictions of

ground state properties (compare Fig. 6.5 in the present paper with Fig. 5 in Ref. [154]).

Our results for fission barriers (Fig. 6.15) could also be compared with those obtained in

non-relativistic DFTs with the BCPM and HFB14 functionals and FRLDM (see Fig. 7 in Ref.

[149]). The calculations with HFB14 predict very low fission barriers (with �� < 4 MeV) for the

/ ≥ 110 nuclei with exceptionally low fission barriers (�� < 2 MeV) in many nuclei located in
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the # ≈ 184 − 210 region (see middle panel of Fig. 7 in Ref. [149] and Fig. 13 in Ref. [166]).

The RHB calculations predict in general higher fission barriers (as compared with HFB14 ones),

but similar island of low fission barriers is seen near / ≈ 108, # ≈ 192 in all functionals (see

Fig. 6.15). However, this island is narrower as compared with the HFB14 one. Fission barriers

obtained with the BCPM functional and FRLDM are somewhat higher than those obtained with

HFB14 (compare top and bottom panel with middle panel of Fig. 7 in Ref. [149]). However, they

share the same general structure in the (/, #) plane.

Fission barriers calculated in the DFT framework with Skyrme SLy6, SkI3, SV-min and SV-bas

functionals are presented in Fig. 5 of Ref. [152]. Unfortunately, the colormap used in this figure

does not allow to extract the details in the most interesting energy range of 6− 10 MeV4. However,

the region of low fission barriers (with �� < 4 MeV) similar to that discussed above appear in

all functionals for # ≈ 190 − 210, / ≈ 94 − 120. Fission barriers obtained in the TF and ETFSI

models for the (/ = 84 − 120, # = 140 − 236) and (/ = 84 − 115, # = 140 − 216) regions of

nuclear chart are presented in Fig. 2 of Ref. [147]. Both of these models show the island of low

fission barriers centered around / ≈ 110, # ≈ 192. In general, the ETFSI results are close to

above mentioned results obtained with Skyrme EDFs.

6.6 Possible impact of triaxiality on inner fission barriers

The restriction to axial symmetry is one of the approximations used in the present study which

is a consequence of the global character of the study (see detailed discussion presented in the end

of Sect. 6.2 and in APPENDIX A of Ref. [168]). In order to better understand for which nuclei

4Better colormap for the fission barrier height distribution in the (/, #) plane obtained with the Skyrme SV-min
functional is used in Fig. 4 of Ref. [153].
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Figure 6.18

Potential energy surfaces of the indicated nuclei obtained in the triaxial RHB calculations with
the DD-PC1 functional.

The calculations cover the Sg (/ = 106), Ds (/ = 110), Fl (/ = 114) and Og
(/ = 118) isotopes with neutron numbers # = 192, 202, 212 and 222. Neutron
number is increasing on going from left to right. The energy difference between two
neighboring equipotential lines is equal to 0.5 MeV. The ground state minima and
saddle points are shown by white circles and red solid squares, respectively.

this approximation may be violated (even in least-action calculations with pairing fluctuations

included such as those presented in Refs. [176, 177]), we consider the examples of potential energy
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surfaces obtained in triaxial RHB calculations with the DD-PC1 functional. These PES calculated

for the Sg (/ = 106), Ds (/ = 110), Fl (/ = 114) and Og (/ = 118) isotopes with neutron

numbers # = 192, 202, 212 and 222 are presented in Fig. 6.18. They represent the extension of the

calculations, executed in a more limited deformation space, the results of which are discussed in

Sect. XI of Ref. [32]. The summary of the heights ��
CA80G

of triaxial inner fission barriers and the

decreases of the fission barrier heights due to triaxiality Δ�608= are presented in Fig. 21 and Table

II of this reference. Note that these superheavy nuclei are selected in such a way that they cover

the part of nuclear chart characterized by both oblate and prolate ground states (see Fig. 6.5a).

The review of existing literature suggests two possible scenarios in which the least-action

fission path will most likely be characterized by triaxiality. In the first one, the decrease of the

fission barrier by triaxiality in static calculations is substantial, being on the order of 3 − 4 MeV

[176, 178]. Such decreases are observed in 328Sg (Δ�608= = 4.04 MeV), 310Og (Δ�608= = 3.42

MeV), and 320Og (Δ�608= = 4.93 MeV) (see Figs. 6.18(d), (m) and (n) and Table II in Ref. [32]).

In the second scenario, the ground state is oblate (or possibly soft in oblate-prolate direction [167])

so that the fission path across the W-plane is shorter then the one along the W = 0◦ line [178]. This

condition is satisfied only in the 306Fl (see Fig. 6.18(i)) and 310,320Og (see Fig. 6.18(m) and (n))

nuclei. Based on general features discussed in Refs. [176, 177], the analysis of PES of remaining

nuclei (see Figs. 6.18 a, b, c, e, f, g, h, j, k, l, o and p) suggests that least-action fission pathway

will be axial in these nuclei when pairing fluctuations are taken into account.

Whether one or another scenario takes place depends on the underlying shell structure (both

at the ground state and saddle) defining the topology of potential energy surfaces in the (V2, W)

plane. Figure 6.18 shows that the # = 192 isotones are extremely soft in the W-plane with clear
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tendency for the formation of near-oblate triaxial ground state minimum in the Fl and Og nuclei.

However, static fission pathes from these minima are characterized by low fission barriers so these

nuclei are expected to be unstable. Similar (but slightly less pronounced) situation is also seen

for the # = 202 isotones. The increase of neutron number to # = 212 and 222 leads to a better

localization of the ground state minimum at prolate shape and to an increase of fission barrier

heights.

6.7 Conclusions

The systematic investigation of the ground state and fission properties of even-even actinides

and superheavy nuclei with / = 90 − 120 from the two-proton up to two-neutron drip lines has

been performed for the first time in the framework of covariant density functional theory. Four

state-of-the-art CEDFs such as DD-PC1, DD-ME2, NL3* and PC-PK1 are used in this study.

They represent the major classes of the CDFTmodels which differ by basic assumptions and fitting

protocols. This allows a proper assessment of systematic theoretical uncertainties for physical

observables of interest. Obtained results provide a necessary theoretical input for the r-process

modeling in heavy nuclei and, in particular, for the study of fission recycling. The main results can

be summarized as follows:

• Quadrupole deformations of calculated ground states and related theoretical uncertainties
have been investigated. It turns out that four employed functionals predict very similar
deformations for the majority of the nuclei. However, large theoretical uncertainties in
quadrupole deformation exist for some nuclei but they are well localized in the (/, #) plane.
These uncertainties are mostly due to the uncertainties in the predictions of the underlying
single-particle structure. They are dominated by the uncertainties in the predictions of both
spherical shell closures at # = 184, # = 258 and / = 120 (for the # < 190 nuclei) and
deformed single-particle structures leading to somewhat different boundaries in the (/, #)
plane between the regions with oblate and prolate shapes. The differences in nuclear matter
properties of employed functionals have only marginal impact on theoretical uncertainties
related to calculated quadrupole deformations.
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• Theoretical uncertainties Δ� (/, #) in binding energies, emerging from poorly defined
isovector properties of CEDFs, increase drastically when approaching the neutron drip
line and in some nuclei they reach 50 MeV. However, they reduce substantially (down to
maximum value of Δ� (/, #) ≈ 21 MeV) when PC-PK1 functional is removed from con-
sideration. Two-neutron drip line of this functional is also located at substantially higher
neutron numbers as compared with the ones obtained with other functionals. In addition,
this functional is the major source of theoretical uncertainties in two-neutron separation
energies. Parametric correlations leading to an over-parametrization of the isoscalar channel
is a possible reason for such a unique behavior of the CEDF PC-PK1. Theoretical uncer-
tainties in two-neutron separation energies reveal clear importance of the uncertainties in the
# = 184 and # = 258 spherical shell closures and in the location of the boundaries between
the regions of prolate and oblate shapes.

• U-decay properties, such as the &U values and the lifetimes gU, and related theoretical
uncertainties have been investigated employing four empirical formulas and four CEDFs.
While the predictive power of the models is relatively high on proton-rich side of nuclear
chart, it starts to deteriorate on approaching # = 184. It is especially low in the nuclei
around / ≈ 108, # ≈ 198 [the region of the transition from prolate to oblate ground states]
and in very neutron-rich nuclei located in the vicinity of two-proton drip line. However, the
uncertainties in the latter region are not very important since the U-decay in these nuclei is
not expected to play any role in the r-process because of extremely large lifetimes.

• The distributions of the primary fission barriers in the (/, #) plane have been investigated
with four employed CEDFs. Globally, the highest fission barriers are produced by the CEDF
DD-ME2, and the lowest ones by the NL3* and PC-PK1 functionals. The results obtained
with DD-PC1 are located between these two extremes but closer to the DD-ME2 ones. The
presence of the band of nuclei with # ≈ 240 in the (/, #) plane with low fission barriers,
obtained in the calculations with the NL3* and PC-PK1 functionals, could have a drastic
impact on the creation of superheavy elements in the r-process. The nuclear flow during
most of neutron irradiation step of the r-process follows the neutron drip line and produces
in tens of ms the heaviest drip line nuclei. However, this nuclear flow will most likely be
terminated at # ≈ 240 nuclei since fission will be much faster than neutron capture. On
the contrary, the formation of superheavy elements in the r-process is more likely in the
calculations based on the DD-ME2 and DD-PC1 functionals since the (/, #) region near
neutron drip line is characterized by relatively high fission barriers and the band of nuclei
with low fission barriers (similar to the one at # ≈ 240 in the NL3* and PC-PK1 functionals)
is absent.

• There are two major sources of theoretical uncertainties in the predictions of the heights
of PFBs, namely, underlying single-particle structure mostly affecting the ground state
properties and nuclear matter properties of employed CEDFs. For example, the increase of
theoretical uncertainties for the ground states of the nuclei in the vicinity of the # = 184
and # = 258 spherical shell closures leads to an increase of theoretical uncertainties for
their fission barriers. The functionals with nuclear matter properties located in the vicinity
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of empirical SET2b estimates [72] tend to produce higher fission barriers as compared with
the predictions of the functionals the nuclear matter properties of which are located outside
the limits of the SET2b constraint set. The problem of finding the best functional for the
description of fission barriers is further complicated by the fact that the description of the
ground state energies is to a degree decoupled from the description of fission barriers; the
latter depends on the relative energies of the saddle and the ground state. As a consequence,
good description of the ground state energies does not guarantee good description of the
fission barriers and vice versa.

This is first ever systematic attempt within the covariant density functional theory to provide

both the input for the r-process calculations which includes the ground state and fission properties

of actinides and superheavy nuclei and the assessment of systematic theoretical uncertainties in

the physical quantities of interest. As such it follows the ideology of all previous non-relativistic

calculations of relevance for the r-process of heavy and superheavy nuclei, which depend also on

the fission processes, and assumes the axial symmetry of nuclei. This is a reasonable approximation

for the ground state properties of the majority of nuclei; the only exception is transitional nuclei

which are soft in W-deformation. However, the restriction to axial symmetry leads to the fact

that the calculated inner and outer fission barriers represent the upper limits and can be potentially

lowered when the triaxiality is taken into account. The r-process simulations with the data obtained

in this study will allow to limit the region of the (/, #) plane which has an impact on this process.

The hope is that for this limited set of nuclei, systematic refined calculations taking into account

the dynamical correlations and the triaxiality in the calculations of the part of the (V2, W)-plane

covering ground state, inner fission barrier and second minimum as well as triaixiality and octupole

deformation in the calculations of the part of the (V2, V3, W) plane covering second minimum, outer

fission barrier and the region beyond that will be possible in the era of exascale computing.
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Underlying single-particle structure and nuclear matter properties of CEDFs emerge as the

major sources of theoretical uncertainties. However, they affect different physical observables in

a different way. For example, theoretical uncertainties in the ground state quadrupole deforma-

tions are defined mostly by the uncertainties in the underlying single-particle structure. On the

contrary, both factors contribute into theoretical uncertainties for fission barriers. The existence

of appreciable theoretical uncertainties in the ground state and fission properties calls for a better

covariant energy density functionals. The reduction of parametric correlations between the param-

eters of CEDFs is one possible way in that direction [86, 91]. In addition, experimental studies of

superheavy elements in the vicinity of the / = 120 and # = 184 lines, planned at new facilities

such as SHE factory [179], will hopefully provide critical data which will allow to discriminate

the predictions of different models. Such information could be used for a better constraint of the

CEDFs and thus to the reduction of substantial theoretical uncertainties in this region of nuclear

chart which affect all physical observables of interest and have a direct impact on the modeling of

the r-process.
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CHAPTER VII

EXTENSION OF NUCLEAR LANDSCAPE TO HYPERHEAVY NUCLEI

7.1 Introduction

One of the main focuses of modern low-energy physics is the limits of the existence of finite

nuclei. New generation of facilities such as FRIB, FAIR, RIKEN, and GANIL will explore such

limits in neutron-rich nuclei. SHE-factory and similar facilities will attempt to extend the limits

of our knowledge on superheavy nuclei. However, already now it is clear that there are significant

restrictions on what could be achieved by these new facilities: many neutron-rich medium mass,

heavy and superheavy nuclei will be beyond their experimental reach [46]. In such a situation,

theoretical predictions became the only tool to investigate such limits. Indeed, a significant progress

has been achieved in understanding the limits of nuclear landscape for the / < 120 nuclei (see

Refs. [2, 37, 38]) and more or less consistent picture has been obtained using the combination of

different theoretical tools. In addition, systematic theoretical uncertainties [2, 37, 45] and statistical

errors [39, 84, 83] in the predictions of the properties of neutron-rich nuclei and the positions of

two-proton and two neutron-drip lines have been evaluated.

However, the nuclear landscape is not restricted to the / < 120 nuclei. Although there were

some attempts to investigate higher / nuclei [180, 181, 182, 183, 184, 185], these systematic studies

were restricted to spherical symmetry. Recent study (Ref. [57]) based on systematic axial RHB

calculations and triaxial RHB as well as triaxial (RMF+BCS) calculations for a reasonable large
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set of selected nuclei has invalidated many conclusions of these studies1. In addition, it provided

a new vision on the properties of hyperheavy nuclei and on the extension of nuclear landscape

to the / > 120 region. These results are briefly summarized below. The increase of proton

number beyond / = 120 leads to the dominance of highly deformed and superdeformed oblate

ground states. However, these states with ellipsoidal-like shapes become unstable with respect of

fission in the / ≈ 130 region (see also Ref. [189] for the results obtained for fission barriers in

non-relativistic theories). This triggers the transition to the states with toroidal shapes; the lowest

in energy solutions in the / = 140 − 180 nuclei have such shapes in axial RHB calculations. It

was illustrated that some of such states could be stable against fission. In addition, some regions of

stability of spherical hyperheavy nuclei have been predicted for the first time in Ref. [57]. Although

these states are highly excited with respect of the lowest in energy states with toroidal shapes (as

obtained in axial RHB calculations), they will become the ground states if toroidal states are not

stable with respect of multifragmentation (which according to present understanding (see Ref.

[175]) is quite likely scenario).

Note that only in hyperheavy nuclei the states with toroidal shapes could become the lowest

in energy. The toroidal shapes in atomic nuclei have been investigated in a number of the papers

[187, 188, 190, 191, 192, 193]. However, in absolute majority of the cases such shapes correspond

to highly excited states either at spin zero [188, 192] or at extreme values of angular momentum

[190, 191, 194]. In the former case, such states are unstable against returning to the shape of

sphere-like geometry (Ref. [192]). In the latter case, calculated angular momenta at which toroidal

1The effects of axial and triaxial deformations have also been studied for a few hyperheavy nuclei in Refs. [186, 187]
and Ref. [188], respectively. Somewhat larger set of the nuclei was studied with triaxiality included in Ref. [189], but
according to Ref. [57] the deformation range employed in this work is not sufficient for / ≥ 130 nuclei.
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shapes appear substantially exceed the values of angular momentum presently achievable at the

state-of-art experimental facilities [195].

This chapter will summarize some of the recent work on the properties of hyperheavy nuclei

and on the extension of nuclear landscape to hyperheavy nuclei. This work has been started in

Ref. [57] and it was extended with more details in Ref. [32]. The stability of toroidal shapes in

selected nuclei and the evolution of such shapes along their fission path are considered in Sec. 7.2.

Section 7.3 is devoted to the analysis of the impact of triaxial deformation on the fission barriers

of neutron-rich superheavy nuclei. The extension of nuclear landscape to hyperheavy nuclei is

discussed in Sec. 7.4. Finally, Sec. 7.5 summarizes the main concluding remarks.

7.2 Toroidal shapes: stability and shape evolution along the fission path.

The investigations of Ref. [57] showed that some toroidal shapes could be stable with respect

of triaxial distortions. Figure 7.1 shows potential energy surfaces of the 354134 and 348138 nuclei

around minima of such configurations located at V2 ≈ 2.3, V4 ≈ +1.5, W = 60◦. The saddle points

of the first fission barriers of these configurations are located at 4.4 and 8.54 MeV, respectively.

However, physical reasons for such stability of toroidal shapes have not been discussed in Ref. [57].

To understand these reasons, the evolution of toroidal shapes along the fission path of the

configuration in the 354134 nucleus (shown in Fig. 7.1) is displayed in Fig. 7.2. The toroid and its

tube are fully symmetric at the minimum (Fig. 7.2a-c). The deviations from axial symmetry lead

to the distortions which are already seen at W = 50◦; the toroid is stretched out in the direction of

the axis of symmetry and squeezed in perpendicular direction (Fig. 7.2f)). However, the tubes of

the toroid still remain cylindrical (Fig. 7.2d,e)). Figures 7.2g,h,i show the density distributions at
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Figure 7.1

Three-dimensional potential energy surfaces with their two-dimensional projections for the
solutions with minimum at V2 ≈ 2.3, V4 ≈ +1.5, W = 60◦ in indicated nuclei.

Note that based on the results of the TRMF+BCS calculations of Ref. [57], these
solutions are excited ones in axial calculations, but they are the lowest in energy
stable solutions in triaxial calculations. The red line shows static fission path from
the minimum indicated by open white circle; the saddle point is shown by black solid
circle. The energy difference between two neighboring equipotential lines in contour
plot is 0.5 MeV.

the deformations corresponding to the saddle point. One can see further increase of the asymmetry

of torus and the decrease of the area of toroid hole. Thus, one can conclude that the barrier against

fission emerges because these deviations from symmetrical shape of toroid cost the energy.

Further decrease of the W- and V2 deformations leads to increasing distortion of the geometry

of toroid ((Fig. 7.2l)) the outer shape of which looks now similar to parallelogram and the shape

of toroid hole comes closer to square. In addition, Figs. 7.2j,k reveal visible deviations from
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Figure 7.2

The evolution of toroidal shapes along the fission path in the 354134 nucleus shown on left panel
of Fig. 7.1.

Neutron density distributions are shown at indicated (V2, W)-deformations along this
fission path. To give a full three-dimensional representation of the density distribu-
tions, they are plotted in the GH, HI and GI planes at the positions of the Gauss-Hermite
integration points in the I, G and H directions closest to zero, respectively. The density
colormap starts at d= = 0.005 fm−3 and shows the densities in fm−3.
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cylindrical shape of the tube of toroid. However, these changes reduce the total energy of the

configuration as compared with the one at the saddle point.

Above discussed changes in shapes and total energies along the fission path are the consequences

of a delicate balance of liquid drip and shell correction energy contributions.

7.3 The impact of triaxial deformation on the fission barriers of neutron-rich superheavy
nuclei

Although oblate minima of high-/ (/ > 120) superheavy and low-/ hyperheavy nuclei are

relatively stable with respect of axial reflection symmetric and asymmetric deformations (see

Refs. [32, 57]), that is not necessary the case with respect of triaxial deformation. The impact of

triaxiality on the fission paths and the differences in the stability of super- and hyperheavy elements

is illustrated in Fig. 7.3 on the example of superheavy 268Sg and 332Ds nuclei and hyperheavy

360130 and 432134 nuclei.

Both in super- and hyperheavy nuclei the potential energy surfaces (PES) represent the canyon

in which some local valleys and hills are located. However, there are two principal differences

between super- and hyperheavy nuclei. The canyon is quite narrow in superheavy nuclei which

prevents the formation of local minima at large oblate deformation and limits the role of triaxial

deformation. One can see that normal deformed minima are prolate in superheavy 268Sg and 332Ds

nuclei and fission paths from these minima is located not far away from the W = 0◦ axis. In addition,

the bottoms of the canyons in PES are on average flat.

On the contrary, in hyperheavy nuclei the walls of the canyon with very rapid raise of energy

with deformation are located at larger separation (so only right wall is seen in the bottom panels of

Fig. 7.3) as compared with superheavy nuclei and the mountain centered around V2 ≈ 0 is formed
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Figure 7.3

Three-dimensional potential energy surfaces with their two-dimensional projections (contour
plots) for the nuclei with the ground states having ellipsoidal shape.

These results have been obtained in the TRHB calculations with #� = 18. The red
line shows static fission path from respective minimum, while black dashed line the
W = 0◦ axis. The energy difference between two neighboring equipotential lines in
contour plot is 0.5 MeV.
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in this canyon. The slope of the mountain in the direction of the V2-deformation at W = 0◦ is

very high. This indicates higher instability of hyperheavy nuclei against fission as compared with

superheavy ones. The larger separation of the canyon walls leads to an increased role of triaxiality

in hyperheavy nuclei: local minima are formed either at oblate superdeformation (see example of

the 360130 nucleus in Fig. 7.3) or at very large W-deformation (see example of the 432134 nucleus

in Fig. 7.3). In addition, the fission paths from these minima proceed at larger W-deformations as

compared with superheavy nuclei. Not only the fission through the W-plane gets more energetically

favored, but also the fission path through W-plane becomes much shorter than the one through the

W = 0◦ axis (see also the discussion in Ref. [57]).

The general conclusion is that the barriers along the fission paths emerging from the oblate

minima located within the −1.0 < V2 ≤ 0.0 range decrease with increasing proton number (see

Ref. [57]). As a result (see discussion in Sect. 7.4 below), the fission barriers for oblate ellipsoidal

shapes become consistently lower than 2 MeV above some (/, #) line in nuclear landscape so the

nuclei in ellipsoidal shapes cease to exist for these particle numbers.

However, in order to delineate this borderline additional information on the impact of triaxiality

on the fission barrier heights of the superheavy / = 106 − 118 nuclei located between two-proton

and two-neutron drip lines is needed. So far, such information is available only for actinides and

superheavy nuclei with / ≤ 120 and # ≤ 184 [59, 158, 163, 164, 196, 197] . These nuclei are

either prolate or spherical in their ground states and thus the impact of triaxiality is limited: the

lowering of inner fission barriers in actinides due to triaxiality is typically on the level of 1-3 MeV.

This reduction is substantially smaller as compared with the one typically seen in hyperheavy

nuclei [57].
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Table 7.1

The heights of the fission barriers along the fission paths from different minima obtained in axial
and triaxial RHB calculations.

Axial RHB Triaxial RHB
/ # V<8= VB033;4 ��0G (V, W)<8= (V, W)B033;4 ��

CA80G
Δ�608=

1 2 3 4 5 6 7 8 9
106 (Sg) 152 0.29 0.57 10.09 0.29, 0 0.62, 12.4 7.04 3.05

162 0.26 0.65 10.70 0.26, 0 0.68, 8.4 7.48 3.32
172 0.14 0.69 5.31 0.14, 0 0.71, 3.5 2.95 2.36
182 -0.05 0.27 4.25 0.05, 60.0 0.47, 23.6 3.70 0.55

(0.49) (0.73) (3.42) (0.49, 0) (0.81, 8.0) (2.47) (0.95)
192 0.39 0.59 2.42 0.40, 0 0.61, 6.3 2.20 0.22
202 0.28 0.59 4.27 0.29, 9.5 0.66, 13.2 3.73 0.54
212 0.25 0.54 7.23 0.25, 0 0.69, 10.3 4.99 2.24
222 0.25 0.55 8.53 0.250, 0 0.70, 8.7 4.49 4.04
232 0.23 0.65 6.73 0.23, 0 0.62, 10.4 4.63 2.10
242 0.13 0.25 3.77 0.13, 0 0.25, 0 3.77 0.0

(0.45) (0.65) (5.08) (0.45, 0) (0.60, 6.9) (2.37) (2.71)
252 -0.06 0.25 6.40 0.06, 59.1 0.42, 26.7 3.86 2.54

(0.45) (0.69) (5.68) (0.45, 0) (0.69,10.3) (3.20) (2.48)
110 (Ds) 162 0.24 0.66 8.98 0.242,0 0.65, 6.9 6.20 2.78

The columns 3 − 5 show the results of the axial RHB calculations. Here V<8=, VB033;4
and ��0G are the equilibrium quadrupole deformation of the global minimum, the
quadrupole deformation and the energy of the saddle along respective fission path.
The results of the triaxial RHB calculations are provided in the columns 6 − 8. Note
that the allowance of triaxial deformation could shift the position of the local minimum
in the deformation plane and in absolute majority of the cases shifts the positions of
the saddle points. Thus, (V, W)<8=, (V, W)B033;4 and ��CA80G show the deformations of the
minima, the deformations of saddle points and their energies obtained in triaxial RHB
calculations. The neutron numbers of the nuclei in which superdeformed minimum
with V2 ≈ 0.5 is lower than normal-deformed or spherical ones are marked by an
asterisk. With exception of these nuclei, the values in parentheses show either the
deformation of superdeformed minimum or the deformation of the saddle of outer
fission barrier or the height of outer fission barrier. Note that these values are shown
only when the lowest height of the outer fission barrier obtained in the TRHB and
RHB+OCT calculations is higher than 2 MeV. The column 3 shows the Δ�608= =
��0G − ��CA80G quantity which is the decrease of the height of respective fission barrier
due to triaxiality

134



Table 7.1

(continued)

Axial RHB Triaxial RHB
/ # V<8= VB033;4 ��0G (V, W)<8= (V, W)B033;4 ��

CA80G
Δ�608=

1 2 3 4 5 6 7 8 9
110 (Ds) 172 0.15 0.30 3.97 0.15, 0 0.30, 0.0 3.92 0.05

(0.46) (0.70) (5.75) (0.45, 0) (0.74, 5.6) (3.24) (2.51)
182 -0.14 0.26 3.92 0.139, 60 0.36, 35.6 2.54 1.38
192 0.41 0.58 2.52 0.417,0 0.62, 5.8 2.52 0.0
202 0.38 0.56 4.56 0.385,0 0.73, 14.4 2.90 1.66
212 0.26 0.51 5.95 0.262,0 0.54, 15.7 4.28 1.67
222 0.24 0.54 7.02 0.243,0 0.36, 28.5 5.90 1.12
232 0.22 0.60 6.27 0.220,0 0.61, 7.0 4.51 1.76
242 0.14 0.27 3.92 0.17, 0 0.27, 0 3.92 0.0

(0.47) (0.66) (5.06) (0.46, 0) (0.68, 6.0) (2.51) (2.55)
252 0.44 0.70 4.79 0.444,0 0.72, 11.6 2.27 2.52

114 (Fl) 162 0.23 0.40 5.95 0.23, 0 0.40, 0 5.95 0.0
(0.52) (0.66) (6.00) (0.54, 0) (0.57, 5.1) (3.85) (2.15)

172 0.15 0.32 5.22 0.15, 0 0.32,0 5.22 0.0
(0.50) (0.73) (4.76) (0.51, 0) (0.73, 6.0) (3.33) (1.43)

182 -0.14 0.26 4.26 0.14, 60 0.41, 38.5 2.72 1.54
192 -0.38 0.15 3.79 0.40, 42 0.42, 33.4 1.35 2.44
202 0.38 0.54 2.79 0.38, 0 0.54, 3.7 2.71 0.08
212 0.27 0.49 4.27 0.28, 0 0.40, 23.1 3.31 0.96
222 0.24 0.41 5.56 0.24, 0 0.36, 26.3 4.95 0.61
232 0.21 0.35 4.68 0.21, 0 0.35, 0 4.68 0.0
242 0.14 0.27 3.73 0.142,0 0.27,0 3.73 0.0
252* 0.458 0.72 3.31 0.459,0 0.63, 8.0 2.27 1.04

(0.0) (0.23) (4.68) (0.0, 0) (0.46, 23.9) (1.40) (3.28)
118 (Og) 172 0.0 0.34 5.11 0.000,0 0.49, 28.2 4.47 0.64

182* 0.57 0.84 4.02 0.58,0 0.66, 9.5 2.41 1.61
(-0.27) (0.26) (5.32) (0.27, 60) (0.42, 36.4) (3.57) (1.75)

192 -0.39 0.15 5.79 0.40, 74 0.33, 43.3 2.37 3.42
202 -0.43 0.07 6.24 0.43, 60 0.46, 45.0 1.31 4.93
212 0.29 0.44 3.03 0.30, 11 0.64, 21.3 2.45 0.58
222 0.24 0.39 5.19 0.24, 0 0.37, 27.2 4.18 1.01
232 0.22 0.35 4.89 0.22, 0 0.35, 0 4.56 0.33
242 -0.20 0.31 3.70 0.21, 60.0 0.47, 32.4 2.88 0.82
252 -0.19 0.19 5.06 0.20, 60 0.41, 38.5 2.98 2.08
262 -0.23 0.15 4.95 0.24, 59.9 0.32, 41.6 0.80 4.15
272 -0.49 -0.01 5.98 0.49, 59.6 0.48, 51.7 0.44 5.54
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Unfortunately, even nowadays fully systematic triaxial RHB calculations are extremely compu-

tationally demanding. Thus, in order to get at least rough outline of the impact of lowfission barriers

on potential topology of nuclear landscape, we have performed triaxial RHB calculations for se-

lected nuclei with / = 106, 110, 114 and 118 and with # = 152 + Δ# , where Δ# = 0, 10, 20, ...

and only the nuclei between two-proton and two-neutron drip lines are considered here. Note that

in some nuclei there are two fission barriers. If the outer fission barrier is lower than 2 MeV in

axial RHB calculations, it is ignored and the TRHB calculations are focused on the inner fission

barrier. If the outer fission barrier is higher than 2 MeV, then we first perform TRHB calculations

in order to see whether triaxiality lowers outer fission barrier below 2 MeV. If that is no a case,

we carry out RHB-OCT calculations in order to see whether octupole deformation lowers outer

fission barrier below 2 MeV. The results of such calculations, which provide information on the

highest fission barrier in the nuclei under consideration, are summarized in Table 7.1. Together

with the results of the TRHB calculations presented in Refs. [57, 60] for superheavy / = 122 and

hyperheavy / = 126, 130 and 134 nuclei they allow in an approximate way to delineate the impact

of fission on the boundaries of nuclear landscape2 in Sec. 7.4 below.

Note that these are first ever triaxial calculations for fission barriers in neutron-rich (# > 200)

superheavy nuclei and as such they can be very useful for understanding the role of the fission in

the r-process calculations. The fission of heavy systems affects this process via fission recycling

2The boundaries of nuclear landscape in heavy nuclei with ellipsoidal shapes in the ground states are defined by
spontaneous fission and not by the particle emission as in lower / nuclei (see Ref. [57] and the discussion in Sec. 7.4).
This fact has been ignored in many studies of nuclear landscape in neutron-rich actinides and superheavy nuclei (such
as Refs. [2, 37]) since the boundaries of nuclear landscape were defined via two-neutron and two-proton separation
energies. The reasons for such a choice are obvious: such calculations require only binding energies of the ground
states which are relatively easy to compute. On the contrary, the calculations of fission barriers in triaxial DFT codes
are by approximately three orders of magnitude more numerically time-consuming.
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[198, 199]. However, so far the fission barriers for such nuclei were calculated only in theoretical

frameworks restricted to axial symmetry [151, 152, 200].
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Figure 7.4

Inner fission barrier heights ��
CA80G

(panel (a)) and its decrease due to triaxiality Δ�608= (panel (b))
as a function of neutron number # .

The results for inner fission barrier heights ��
CA80G

and the decrease of the height of inner fission

barrier due to triaxiality Δ�608=, presented in Table 7.1, are summarized in Fig. 7.4. The ��
CA80G

values show oscillatory behavior as a function of neutron number # with maxima seen at # ≈ 162

and # ≈ 222 (at # = 172 and 232 in the / = 118 nuclei) and minima at # = 192 and # ≈ 252

(at # = 202 and 272 in the / = 118 nuclei). More erratic behavior is seen for the Δ�608= values;

note that the triaxiality has no effect on the heights of inner fission barriers for Δ�608= = 0 MeV. In

some nuclei the triaxiality lowers inner fission barrier by more than 4 MeV. These features seen in
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CA80G

and Δ�608= curves are the consequences of underlying shell structure and its evolution with

proton and neutron numbers (see discussion in Ref. [158]). A general trend of the lowering of the

height of inner fission barrier with the increase of proton number is clearly seen in Table 7.1 and

Fig. 7.4a.

Table 7.1 clearly indicates three regions of instability based on the fission barrier heights; in

these regions the height of the highest fission barrier is below 2 MeV. These are two islands of

instability centered around (/ ≈ 114, # ≈ 192) and (/ ≈ 118, # ≈ 202) which are shown in

Fig. 7.5b. In addition, very neutron rich nuclei near and above # = 252 in the / = 114 isotopic

chain as well as near and above # = 262 in the / = 118 isotopic chain are unstable with respect

of fission. Such instability against fission is also seen in very neutron rich hyperheavy nuclei (see

supplemental material to Ref. [57]). These factors together lead to a substantial reduction of the

region of potentially stable elliposoidal-like nuclei in the # ≥ 258 region (compare panels (a) and

(b) in Fig. 7.5 below).

7.4 Extension of nuclear landscape to hyperheavy nuclei

One of the important goals of our studies is the extension of nuclear landscape to the limits of

extreme / values. There are numerous studies of the limits of nuclear landscape at the neutron

and proton drip lines for the / < 120 nuclei carried out in different theoretical frameworks (see

Refs. [2, 37, 38, 115, 201, 202] and, in particular, the compilation presented in Sec. VIII of Ref.

[2]). The studies of Refs. [2, 37, 38] also define systematic theoretical uncertainties in the position

of two-proton and two-neutron drip lines. On the contrary, nothing was known about the nuclear

landscape in hyperheavy nuclei and its limits before our previous publication in Ref. [57]. The
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Figure 7.5

The distribution of nuclear shapes in the nuclear landscape.

(a) Proton quadrupole deformations V2 of the lowest in energy minima for axial
symmetry (LEMAS) obtained in axial RHB calculations with the DD-PC1 functional.
Based on the results presented in Fig. 17c of Ref. [2] and Fig. 3 of Ref. [57], only
the nuclei whose LEMAS have ellipsoidal-like shapes are included here; those who
have toroidal shapes in LEMAS (see Fig. 3 in Ref. [57]) are neglected. The colormap
in the V2 = −0.4 − 0.5 range is equivalent to the one of Fig. 17c of Ref. [2] for
consistency with previous results. (b) The same as panel (a) but with the nuclei, in
which neither inner nor outer (if exist) fission barrier(s) have the height(s) higher than
2 MeV, excluded. Here the results of the calculations for fission barriers presented in
Table 1 of supplemental material to Ref. [57] and in Table 7.1 of the present manuscript
are used for approximate delineation of the boundaries of the region of nuclear chart
in which fission barriers satisfy above mentioned condition. (c) The same as panel (b)
but with two-proton and two-neutron drip lines (shown by solid lines), defined from
separation energies, for toroidal nuclei added. They are based on the results of axial
RHB calculations with #� = 26.
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goal of this section is to present a comprehensive summary on the structure and limits of nuclear

landscape with special emphasis on the region of hyperheavy nuclei.

The results of Refs. [32, 57] clearly show that critical distinction between the parts of nuclear

chart are related to the dominance of two different types of shapes: ellipsoidal-like and toroidal

ones. Note that concave disk shapes, appearing at large oblate deformation, belong to ellipsoidal-

like shapes. Fig. 7.5a shows the region of nuclear chart which is dominated by ellipsoidal-like

shapes. Note that for / < 120 LEMAS obtained in reflection-symmetric RHB calculations

typically correspond to the ground states since only few nuclei in their ground states are affected

by W-deformation (see Ref. [203] for the results obtained in microscopic+macroscopic method)

and octupole deformation shows up in the ground states of the nuclei in few localized regions

[55, 56, 203].

The situation changes in the / > 120 nuclei which are typically soft with respect of triaxial

deformation up to the point that many ground states possess triaxial deformation (see Table 1 in

supplemental material of Ref. [57] and Table 7.1 in this chapter). This softness also leads to a

substantial reduction of the heights of the fission barriers in many nuclei. If the barrier height is

less than 2 MeV, the nucleus is typically considered unstable against fission (see discussion in Ref.

[59]). If we take this fact into account, the region of nuclear chart with ellipsoidal-like shapes will

be considerably reduced at high-/ values; this is illustrated in Fig. 7.5b. Note that in some nuclei

eliminated on transition from panel (a) to panel (b) the local minima (which are otherwise excited

ones) with toroidal shapes could become the lowest in energy solutions if ellipsoidal-like shapes

are unstable with respect of fission. Finally, two-proton and two-neutron drip lines for toroidal

shapes are added in Fig. 7.5c.
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While there is the coexistence of ellipsoidal-like and toroidal shapes in the / = 120 − 140 part

of nuclear chart (see Fig. 7.5 above and Fig. 3 in Ref. [57]), with increasing proton number beyond

/ = 140, the LEMAS always have toroidal shapes (see discussion in Ref. [57] and in Sec. III. of

Ref. [32]). The nuclear chart extended up to / = 180 displays the two-proton and two-neutron drip

lines for toroidal nuclei outlining the potential limits of nuclear landscape (Fig. 7.6).
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Figure 7.6

The same as Fig. 7.5 but with extended proton and neutron ranges and added regions of relatively
stable spherical hyperheavy nuclei shown in gray.

Note that in the same nucleus two-neutron drip lines for spherical and toroidal shapes
are different. This is a reason why some regions of stability of spherical nuclei extend
beyond two-neutron drip line for toroidal shapes.

It is clear that nuclear landscape shown in Fig. 7.6 is not complete because it does not take into

account the potential instabilities of toroidal shapes with respect of different types of distortions.

Although it was shown in Ref. [57] that some toroidal nuclei are potentially stable with respect

of triaxial distortions, this was illustrated only for two nuclei. The underlying mechanism of their
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stability is discussed in Sec. 7.2. The problem is that with increasing proton number the extreme

sizes of fermionic basis (up to #� = 30 for nuclei at / = 156 and beyond, see discussion in Sec. III

of Ref. [32]) are required for the description of toroidal nuclei. Neither triaxial nor axial reflection

asymmetric calculations are possible nowadays for such sizes of basises.

The investigations of Ref. [175] suggest that toroidal shapes are expected to be unstable with

respect of the so-called sausage deformations which make a torus thicker in one section(s) and

thinner in another section(s). They are expected to lead to multifragmentation3. However, these

investigations are performed in the liquid drop model which neglects potential stabilizing role of

the shell effects. In addition, they do not extend beyond the region of superheavy nuclei. It is

expected that all of the nuclei located between neutron and proton drip lines in / ≈ 130 − 180

region will be stable with respect to breathing deformations [205]. The question of their stability

with regard to sausage deformations is much more complicated due to numerical difficulties. In

spite of this, the analysis of theoretical and experimental studies on toroidal liquid droplets as well

as the results on the stability of the 354134 and 348138 nuclei (see Sec. 7.2) with respect to even-

multipole sausage deformations suggests that fat toroidal nuclei located in the / ≈ 136, # ≈ 210

region are potentially more stable with respect to sausage deformations than thin toroidal nuclei

located outside this region [205]. Nonetheless, further fully quantum mechanical calculations

based on DFT will be required to determine the stability of certain toroidal nuclei, this is because

quantum shell effects can counterbalance instabilities in with respect of sausage deformations. If

the toroidal shapes are unstable, then the spherical shapes become the ground states in the islands

3There are also some experimental indications of the role of multifragmentation in toroidal nuclei, but they are
restricted to a single 86Kr + 93Nb reaction [204].
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of potential stability of spherical hyperheavy nuclei (see Ref. [57]). These islands centered around

(/ ≈ 138, # ≈ 230), (/ ≈ 156, # ≈ 310) and (/ ≈ 174, # ≈ 410) are shown in Fig. 7.6.

The analysis of Figs. 7.5 and 7.6 clearly indicates that the classical structure of the nuclear

landscape in which spherical shell closures at different particle numbers play a defining role

disappears in the / > 120 nuclei. This is because the ground states are either oblate or toroidal in

axial RHB calculations.

The extrapolation to unknown regions is definitely associated with theoretical uncertainties

[36] which are especially large for the position of two-neutron drip line [2, 37, 38, 45, 46] and

fission barriers [60, 206]. In the CDFT framework, systematic theoretical uncertainties due to

the form of the CEDF are substantially larger than statistical errors [83]. So far, such systematic

uncertainties have been estimated only for fission barriers in the regions of potentially stable

spherical hyperheavy nuclei and for the sizes of these regions (see Fig. 6 in Ref. [57]). Their more

global evaluation is extremely time consuming and at this stage, when we try to understand the

general features of hyperheavy nuclei, is not necessary. These uncertainties will definitely affect

the stability of ellipsoidal shapes with respect of fission and, as a consequence, the boundary of

the transition from ellipsoidal to toroidal shapes and the two-proton and two-neutron drip lines for

toroidal nuclei. However, they will not affect the general features.

7.5 Concluding remarks

In conclusion, the detailed investigation of the properties of hyperheavy nuclei has been

performed in the framework of covariant density functional theory. The following conclusions

have been obtained:
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• The shape evolution of toroidal shapes along the fission path and the stability of such shapes
with respect of fission have been studied. In considered cases, the analysis shows the
transition from symmetrical toroid (at the local minimum) to the asymmetric one (at the
saddle point). This transition cost the energy which is a physical reason for the formation of
fission barrier and, thus, for the stability of such shapes.

• The topology of potential energy surfaces for ellipsoidal shapes of the super- and hyperheavy
nuclei has been compared. In both types of the nuclei the PES has the form of the canyon
in which some local valleys and hills are located. The canyon is quite narrow in superheavy
nuclei which prevents the formation of local minima at large oblate deformation and limits
the role of triaxial deformation. On the contrary, this canyon is much wider in hyperheavy
nuclei with a mountain, centered at V2 ≈ 0, formed in it. This leads to the formation of
local minima at oblate superdeformation, increased role of triaxiality and higher instability
of hyperheavy nuclei against fission as compared with superheavy ones.

• The extension of nuclear landscape to hyperheavy nuclei with proton numbers up to / = 180
has been performed. With increasing proton number beyond / ≈ 130 the transition from
ellipsoidal-like nuclear shapes to toroidal shapes takes place in axial RHB calculations. The
ellipsoidal ground states are affected by above-mentioned increased instability against fission.
Many hyperheavy nuclei with toroidal shapes (as the lowest in energy solutions in axial RHB
calculations) are expected to be unstable towardsmulti-fragmentation. However, it is difficult
to quantify their stability or instability since the description of toroidal shapes requires the
basis which is typically significantly larger than the one employed for the description of
ellipsoidal-like shapes. This makes the calculations with octupole or triaxial deformation
included impossible for toroidal shapes with extreme V2 values. Nevertheless, three islands
of stability of spherical hyperheavy nuclei are predicted. The nuclei in these islands will
become the ground states in the case of instability of relevant toroidal states.

Detailed investigation of possible mechanisms of the creation of spherical and toroidal hyper-

heavy nuclei represents an interesting topic but goes beyond the scope of the present study. The

nuclei in the (/ ≈ 138, # ≈ 230), (/ ≈ 156, # ≈ 310) and (/ ≈ 174, # ≈ 410) islands of stability

of spherical hyperheavy nuclei have neutron to proton ratios of #// ≈ 1.67, #// ≈ 1.99 and

#// ≈ 2.36, respectively. Thus, they cannot be formed in laboratory conditions and the only

possible environment in which they can be produced is the ejecta of the mergers of neutron stars

[138]. In a similar fashion, the regions of neutron stars with nuclear pasta phases [207, 208, 209]

may be a breading ground for the formation of toroidal nuclei in the ejecta of the merger of neutron
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stars. The two-proton drip line for toroidal nuclei is characterized by neutron to proton ratio

of #// ≈ 1.25. Thus, the stability and/or multi-fragmentation of toroidal nuclei located in the

vicinity of two-proton drip line could possibly be studied in nucleus-nucleus collisions of stable

nuclei or the nuclei located close to the beta-stability line. This is similar to what has already been

done in the 86Kr + 93Nb reaction at incident energies ranging from 35 to 95 MeV/nucleon in Ref.

[204].
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CHAPTER VIII

CONCLUSIONS AND OUTLOOKS

8.1 Conclusions

Covariant density functional theory (CDFT) was employed for several investigations in this

dissertation. The following are the summaries and main conclusions of these studies:

• The statistical errors and their propagation to the limits of nuclear landscape in ground-state
observables and single-particle properties of spherical even-even nuclei have been analyzed
in chapter III. The calculations were performed in the spherical RHB framework for the
NL-ME class of the functionals. It was shown that statistical errors for binding energies
and neutron skins drastically increase on approaching the two-neutron drip line. In contrast,
such a trend does not exist for statistical errors in charge radii and two-neutron separation
energies. It has also been demonstrated that statistical errors in the energies of the single-
particle states, their relative energies, and spin-orbit splittings are small. This study revealed
that within the CDFT framework the statistical errors for physical observables of interest
are substantially smaller than systematic uncertainties. It also demonstrated that they are
smaller than those in non-relativistic Skyrme DFT.

• The parametric correlations in CEDFs have been investigated in chapter IV. It was concluded
that parametric correlations exist in all major classes of CEDFs when the functionals are
fitted to the ground state properties of finite nuclei and to nuclear matter properties. It
was also demonstrated that by removing parametric correlations, the number of independent
parameters in the functionals may be reduced to 5 or 6 depending on the structure and
underlying functional. The elimination of parametric correlations has the obvious benefit of
reducing the dimension of the parameter hyperspace, which leads to a reduction of theoretical
statistical errors.

• A new approach for optimizing CEDFs is discussed in chapter V. The CEDFs resulting
from this new technique are characterized by an improved description of nuclear masses.
For instance, CEDFs DD-MEX1 and DD-MEY2 describe nuclear masses at the same level
of accuracy as the UNEDF functionals of non-relativistic DFT. In addition, this study
raises the question of whether the CEDFs fitting protocols should include data of the nu-
clear matter properties and neutron skins. Additionally, it raises the question of whether
isospin-dependent pairing is important for simultaneous description of masses, nuclear mat-
ter properties, and charge radii.
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• The ground state and fission properties of even-even actinides and superheavy nuclei with
/ = 90 − 120 from the two-proton up to two-neutron drip lines with proper assessment of
systematic theoretical uncertainties were systematically investigated in chapter VI. These
results provide essential theoretical input for the r-process modeling in heavy nuclei and,
in particular, for the study of fission cycling. Four state-of-the-art globally tested CEDFs,
namely, DD-PC1, DD-ME2, NL3*, and PC-PK1, representing themajor classes of the CDFT
models were employed in this study. All these nuclei have had their ground state deforma-
tions, binding energies, two neutron separation energies, U-decay &U values and half-lives,
and fission barrier heights evaluated. Theoretical systematic uncertainties in these physical
observables have been quantified, and their evolution as a function of proton and neutron
numbers has been identified. The structure of single-particle (particularly high- 9) states in
the vicinity of spherical shell closures at / = 120, # = 184, and # = 258, as well as nuclear
matter properties of employed CEDFs, were shown to be two main factors contributing to
theoretical uncertainties. The impact of octupole deformation on the outer fission barriers
and the impact of the triaxiality on the inner fission barriers have been analyzed in the
axial-asymmetric RHB and triaxial RHB frameworks respectively.

• The extension of the nuclear landscape to hyperheavy nuclei was investigated in chapter VII.
With increasing proton number beyond / ≈ 130 the transition from ellipsoidal-like nuclear
shapes to toroidal shapes takes place in the axial RHB calculations. This transition is crucial
for potential expansion of the nuclear landscape to hyperheavy nuclei. Many hyperheavy
nuclei with toroidal shapes (as the lowest in energy solutions in axial RHB calculations) are
expected to be unstable toward multifragmentation. Nevertheless, three islands of stability
of spherical hyperheavy nuclei are anticipated. These nuclei are relatively stable against
both octupole and triaxial distortions. The nuclei in these islands will become the ground
states in the case of instability of relevant toroidal states. Toroidal nuclei in the region near
/ ≈ 134 are expected to be relatively stable. The transition from the symmetrical toroid (at
the local minimum) to the asymmetric one (at the saddle point) cost the energy which is a
physical reason for the formation of fission barrier and, thus, for the stability of these nuclei.

8.2 Outlooks

Nuclear DFT is a very good starting point when looking into physical phenomena that can

be investigated experimentally with facilities like the Facility for Rare Isotope Beams (FRIB). In

addition, FRIB will provide new data which will be helpful in improving nuclear DFT models.

For these reasons, this framework provides inspiration for further research. Listed below are some

examples of ongoing or future research that can be accomplished within CDFT framework.
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• Studying the global consequences of removing parametric correlations: A new set of func-
tionals is obtained by fitting the CEDFswhile taking into account the parametric correlations.
On a global scale, the removal of these parametric correlations has little effect on the perfor-
mance of CEDFs.

• Rotation in the proton-rich nuclei: This study is performed in the framework of cranking
relativistic mean-field (CRMF) theory. It was shown that with increasing angular momentum
some of the unbound configurations at spin-zero become bound at higher spins [210]. This
allows extending the nuclear landscape beyond the spin-zero limits. The physical mechanism
behind the development of extreme proton halos generated by rotation in light very proton-
rich nuclei was also explored. The development of a proton halo in rotating proton-rich
nuclei is based either on a significant excess of protons over neutrons or on the occupation
of intruder strongly mixed orbitals. A follow-up study with extra in-depth analysis is now
being prepared.

• Investigation of the ground state and fission properties of odd-mass and odd-odd nuclei: The
calculations of the ground state properties and fission barriers of these nuclei require time
reverse symmetry breaking, which involves blocking one-quasiparticle states. The Equal
Filling Approximation (EFA) method, which is an alternative to the numerically unstable
standard blocking procedure, is currently being implemented and tested in RHB codes.

• Gathering of nuclear input of even-even, odd-mass, and odd-odd nuclei and performing real
r-process simulations.

• Investigation of the ground state and fission properties of the nuclei relevant for r-process
in the models which go beyond the mean-field approximation, such as the five-dimensional
collective Hamiltonian.

• Improving the performance of the covariant energy density functionals and reducing the
related theoretical uncertainties. With FRIB’s ability to study and provide information on
very neutron-rich nuclei, the isovector dependence of the functionals can be better defined.
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Simplex-based minimization based on the Nelder-Mead algorithm [211] is very useful in the

context of looking at parametric correlations (see discussion in Sec. 4.3). An efficient minimization

code based on this method was written by John Burkardt and it is available free at the online library

ASA047 [212]. The code seeks the minimum value of a specified function of the N variables.

The user provides in the input the function to be minimized, the number of variables, and the

initial values (initial guess) of the variables. The code does a series of reflections, extensions,

and contractions till the convergence to a local minimum is reached. A detailed description of the

method is given in Ref. [102]. After the convergence, the code gives in the output the minimum

value of the function, and the variables correspond to the minimum (the optimum variables).

This code has beenmerged into the spherical RHB code. It has beenmodified in such a way that

the code is minimizing the normalized objective function j2 defined in Eq. (3.1). The variables of

the function are the parameters used in the fitting protocol or more precisely the factors 58 defined

in Eq. (3.7). A flow chart representing the procedure is shown in Fig. A.1

The increase in the number of variables results in a growth of the computational time of

the minimization. Also, the evaluation of the function j2 is computationally time-consuming.

Note that all the calculations of the discussed studies in this dissertation were performed on the

High-Performance Computing Collaboratory (HPC2) [213] supercomputers at Mississippi State

University. The HPC2 supercomputers provide a large number of processors (up to 400 processors

on the very recent cluster called "ORION") where one can run the calculations in parallel with the

allocation time for each processor of up to 48 hours. The minimization of the NL-ME class of

functionals with 6 parameters (variables) and experimental data of 12 nuclei in the fitting protocol

is possible on one processor (using the sequential version of the spherical RHB code). The same
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Figure A.1

A flow chart representing the simplex minimization procedure for the function j2 defined in Eq.
(3.1)

is true for the DD-ME class of functionals with 8 parameters (variables) and experimental data of

the same nuclei in the fitting protocol. However, the increase in the number of variables from 6 to

8 results in raising the time needed for the minimization. On the other hand, the minimization of

the PC class of functionals with 9 parameters (variables) and experimental data of 60 nuclei in the
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fitting protocol on one processor of the computer is impossible within the limited computational

time (48 hours) available at the HPC2 supercomputers.

The use of Message Passing Interface (MPI) libraries to parallelize the spherical RHB code

was the ideal way to speed up the procedure. The code was modified in such a way that the

calculation of j2 of each nucleus in the fitting protocol is performed on one processor of the

computer. The contributions to the total j2 from the individual nuclei are computed concurrently

on the different processors by executing the computations with a number of processors equal to

the number of nuclei used in the fitting protocol. After that, the total j2 is computed by adding

all of these contributions together. The parallel version of the code saves enormous amounts of

computational time. These benefits apply to all classes of functionals. However, this efficiency is

more pronounced in the PC class of functionals due to the large number of nuclei used in its fitting

protocol. In the parallel version of the code, the calculation of the total j2 for a given variation

of the parameters is by factor ≈ 20 faster than in the sequential version. Depending on the type of

functional or more precisely based on the number of nuclei used in the fitting protocol, this number

may vary. For the NL-ME and DD-ME classes, where 12 nuclei are used in the fitting protocol,

the parallel version is by a factor of ≈ 10 faster than the sequential version.

Figures A.2, A.3, A, A.5, and A.6 present several screenshots where important modifications

took place in the sample calling program of the minimization code and in the spherical RHB code.

The italic font will be used in the following discussion to denote the phrases and symbols used

in the code. Furthermore, the discussion will be centered on the PC-PK1 functional model. It

is, nevertheless, applicable to all functional classes. Starting from the sample calling program

main.f (Fig. A.2), we specify a parameter ifun which identify for which functional we preform the
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Figure A.2

Screen shots from main.f subroutine (the main program) after the parallelization of the spherical
RHB code and the merging of the minimization code

minimization. Based on the choice of the functional we need to define the number of variables n

(the number of parameters in the fitting protocol). The initialization of the parallelization should

be written at the beginning of this subroutine since this subroutine serves as the main program.

One should keep in mind that the total number of processors given in the job file and accessed

by call MPI_Comm_size (num_procs) should be equal to the total number of the nuclei used in

the fitting protocol of each class of functionals. For example, the minimization of the functional

PC-PK1 from the PC class requires reserving 60 processors in the job file. After that, we need to

define the initial guess of the variables start(n) (Fig. A.3). Considering that each parameter has a

specific range in which the calculations do not diverge, one should choose the initial values of the

parameters within their acceptable ranges. Manually choosing these initial parameters is, however,
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Figure A.3

The same as A.2 but for different part of the main.f subroutine

inefficient. A random generator program could be used in which one specifies the possible ranges

of parameters, and the program will generate the values randomly within these ranges. We also

need to define the step size of the variables step(n) (Fig. A.3) as it is needed in the first n iterations

to build the initial simplex. The choice of the step(n) is not critical to the minimization but one
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should choose it very small to prevent the divergence in the first steps (building the simplex) before

real minimization starts. The dimension of the arrays start(n) and step(n) varies depending on the

number of the parameters (variables) in the fitting protocol of the functional. One also needs to

define criteria for the convergence (reqmin) (Fig. A.3). The convergence to the local minima is

reached when the difference between the successive iterations is less than reqmin.

Figure A.4

The same as A.2 but for different part of the main.f subroutine
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The maximum number of iterations Kcount should also be defined in the sample calling

program. Besides, it is important to define the parameter Konvge which defines how frequently

the convergence needs to be checked (see Fig. A). After defining these parameters one needs to

calculate the function value. Considering that our function to be minimized is the penalty function

j2, we define a function in the main program named chi(X) which calculates the function value of

a given variables set X. From this function we call the chi-square.f subroutine which calculates the

j2 of the given variables and returns the function value (Fig. A). After calculating the function

value of the initial guess we call the subroutine nelmin which does the real minimization with

all the details explained in Ref. [102] and returns the minimum value of the function with the

optimum variables set. One should note that at each iteration of the minimization the subroutine

chi-square.f will be called to evaluate the function value of the variables (parameters) variation.

Figure A.5 shows a few screenshots from chi-square.f subroutine. One of the main changes

in this subroutine is the parallelization over the nuclei. In the sequential version of the code, we

calculate the total j2 by going over all the nuclei sequentially through a “do” loop. The calculation

of j2 of each nucleus is performed before moving to the next nucleus and the total j2 is calculated

by accumulating the j2 of each nucleus. In the parallel version of the code we remove this “do”

loop, we define a parameter i_nuc which takes values from 1 to the total number of nuclei. This

could be done by relating it to the my_id of each processor (note that my_id takes the values 0,

1, 2, ..., num_procs-1). Each nucleus is assigned a specific i_nuc so its calculation is performed

on a specific processor. The calculations of the different nuclei are performed simultaneously on

different processors. For each nucleus, the calculation of the contributions to j2 from the different

observables (different data types in the fitting protocol) is performed. After that, the total j2 of
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Figure A.5

The same as A.2 but for a chi-square.f subroutine

each nucleus is calculated by summing up these contributions from the different observables. Note

that the screenshots of this calculation in Fig. A.5 are the portions of the subroutine specified

for the functional PC-PK1 of the PC class of functionals. In this functional only data of binding

energy and charge radius are used in the fitting protocol. For other classes of functionals, the

contributions from the neutron skin and the nuclear matter properties are taken into account. Using
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call MPI_Allreduce, the contributions to the total j2 from different nuclei are combined to a

single value called chitotal. This value is returned to the main program as the function value.

The expression call MPI_barrier is written in many places in the subroutines to ensure that we

do not move beyond the barrier until all processors finish their tasks. The fact that the variables

we are using in the minimization are the factors defined as 5 (?: ) = ?:

?
>?C

:

leads to a change in

the x_forces_new.f subroutine. Each parameter used in the fitting protocol should be equal to the

original value of the parameter multiplied by the variation of the variable which is transferred to

this subroutine as a factor (see Fig. A.6). There are no changes in the rest of the subroutines and

the calculations are done self-consistently.

Figure A.6

The same as A.2 but from x-forces-new.f subroutine
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The simplex method is known to be prone to stack in the local minima in the region close to the

initial parameters (this drawback is a benefit in the context of looking at parametric correlations,

see the discussion in Sec. 4.3). The minimization was performed in two stages. In the first stage,

hundreds of the minimization trials were performed with randomly initial variables (parameters).

In the second stage, the simplex minimization was applied several times with initial variables

(parameters) equals to those corresponding to the local minima. In this way, one can confirm that

the minimization converges to the real local minima. Besides, one can define the global minimum

as the lowest minimum among the local minima (see the discussion in the following paragraphs

for using the simulated annealing method as another confirmation of the global minimum).

It is worth to note that the simulated annealing method was used to confirm the global minimum

we got from the numerous applications of the simplex method. In brief, the method is working

as follows (see Ref. [102] for detailed description). At each iteration of the simulated annealing

minimization, a new point is randomly generated. The distance of the new point from the current

point as well as the range of the search are controlled by a probability distribution with a scale

proportional to the temperature. All new points that lower the function value are accepted. In

addition, the points which increase the function value will be accepted with a certain probability.

This probability is decreasing with the decrease of temperature. By accepting those points which

increase the function value, the method avoids being trapped in local minima, and it will be able to

explore globally for more possible solutions. As the minimization proceeds, the temperature will

systematically decrease based on a specific schedule. As the temperature decreases, the extent of

the search is reduced and the convergence to the global minimum is eventually achieved.
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The use of this method in the minimization of the penalty function defined in Eq. (3.1) for the

different classes of functionals with the possible ranges of the variables (parameters) (see figures

4.1,4.2) has some problems. This method requires a huge number of iterations in order to converge

to the global minimum. This number is increasing with the increase of the number as well as the

range of variables (parameters). Considering the computational time needed for the evaluation

of j2 (the function value), it is impossible to perform all of these iterations within the limited

computational time available at the HPC2 supercomputers even with the parallel version of the

code discussed above. In addition, the possibility of the divergence during the minimization is

quite high since the variables are randomly generated in the full parameters hyperspace. Moreover,

this method is not helpful in looking at the parametric correlations since it will always converge

(if so) to the global minimum (see the discussion in Sec. 4.3 which explains why the simplex

method is the best in this regard). In order to confirm that the global minimum we got from the

numerous applications of the simplex method is the real one, the simulated annealing method was

used with the following trick to avoid these problems. It was applied several times at different

regions in the parameters hyperspace. The ranges of the variables (parameters) were picked very

small but containing the local minima we got from the simplex method in different regions. The

global minima we got in all classes of the functionals were consistent in the two methods.
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APPENDIX B

IMPROVING THE CONVERGENCE OF THE CALCULATIONS BY READING FROM THE

CONVERGED FIELDS
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The calculation of the potential energy surfaces (PES) in the (V2,V3) and (V2,W) deformation

planes was one of the most challenging aspects of the research presented in this dissertation.

The PES in these planes are essential for investigating the fission paths and fission barriers.

Consequently, the study of the impact of the triaxial deformation on the inner fission barriers, and

the impact of the octupole deformation on the outer fission barriers. With such calculations, one

can study how stable nuclei are against such deformations.

To get a clear picture of the fission path and fission barrier in the (V2,W) plane one needs at

least 180 deformation points. The situation in the (V2,V3) plane is even more complicated and

one could need more than 350 deformation points to study the impact of octupole deformation

on the outer fission barrier. The fact that these calculations are performed using the Message

Passing Interface (MPI) version of the code is very useful and very efficient. The calculations of

the different deformation points are performed simultaneously on the different processors of the

HPC2 supercomputers. This would save months of computational time as compared to perform

the calculations sequentially on one processor. However, there are still some challenges in getting

converged solutions. This is due to the limited allocation time (48 hours) of running the calculations

on each processor of the HPC2 supercomputers clusters, the impossibility of getting converged

solutions by starting the calculations from Wood-Saxon potential, or both.

Our typical solution for deformation points with non-converged solutions is to repeat their

calculations starting from the fields of the nearest grid points in deformation space that have

converged solutions. This approach has shown to be quite effective, and after a few rounds of

calculations, converged solutions for all of the desired deformation points may be obtained. It’s
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Figure B.1

A flow chart represents the strategy of performing the calculations the (V2,V3) and (V2,W)
deformation planes.

also worth noting that performing this procedure manually would take a long time because it entails

a number of steps, which are depicted in Fig. B.1 as a chart flow and detailed below:

• One needs to define the deformation points which have a converged solution and the defor-
mation points which have a non-converged solution.

• One needs to calculate the distance in the grid (deformation space) between the deformation
points which have a converged solution and each deformation point having a non-converged
solution

• For each deformation point with a non-converged solution, one needs to copy the fields of
the closest deformation point which has a converged solution to the fields of this deformation
point which has a non-converged solution.
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• One needs to repeat the calculations for the deformation points which have a non-converged
solution by starting from the fields of those closest deformation pointswhich have a converged
solution.

In order to reduce the amount of manual work, a simple code in Fortran was added to the

existing file that was analyzing the results of the calculation. The new commands in the file

execute the first three items listed above automatically and in a very short time. The efficiency

of this method in improving the convergence of the calculations is shown in Fig. B.2 for the

reflection-symmetric triaxial RHB (TRHB) calculations. This method was also implemented and

showed great efficiency in the reflection-asymmetric (octupole deformed) axial RHB (RA-RHB)

calculations.

TRHB calculations in the (V2,W) plane require huge computational time even with fermionic

bases including up to #� = 18 fermionic shells. By performing the calculations starting from

Wood-Saxon potential, one never get converged solutions for all the desired deformation points

within the 48 hours allocation time of the HPC2 supercomputers nodes (see Fig. B.2a, b).

Performing the calculations for the deformation points with non-converged solutions from the

fields of closest deformation points with converged solutions results in many new deformation

points with converged solutions (see Fig. B.2c). Repeating the process a few more times results in

getting converged solutions of almost all the desired deformation points (see Fig. B.2d, e). Figure

B.2f) shows the potential energy surfaces obtained from the deformation points which have a

converged solution. The global minimum and the saddle point of the fission barrier are represented

by an open circle and red square, respectively.
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Figure B.2

The distribution of the deformation points in the (V2,W) plane obtained in the reflection-symmetric
triaxial RHB framework calculations with the DD-PC1 functional for the nucleus 308Sg.

The open circles in panel (a) represent all the desired deformation points needs to be
calculated. Solid black circles in panel (b) represent the deformation points which
achieved a converged solution with the calculations started from Wood-Saxon poten-
tial. Performing the calculations of the deformation points which have non-converged
solutions by reading from the fields of the closest deformation points that achieved
converged solutions are shown in panels (c), (d), and (e) with solid red, blue, and green
circles respectively. The PES obtained from the deformation points which achieved
convergence is shown in panel (f). Note that the PES for W < 0 is plotted by performing
reflection of the PES with W > 0 around W = 0.
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