
Modeling and Inversion in Thermal Infrared Remote

Sensing over Vegetated Land Surfaces

F. Jacob, T. Schmugge, Albert Olioso, A. French, K. Ogawa, F. Petitcolin, G.

Chehbouni, A. Pinheiro, J. Privette

To cite this version:

F. Jacob, T. Schmugge, Albert Olioso, A. French, K. Ogawa, et al.. Modeling and Inversion in
Thermal Infrared Remote Sensing over Vegetated Land Surfaces. S. Liang. Advances in Land
remote Sensing : System, Modeling, Inversion and Application, 354, Springer, pp.245-292, 2006,
354. <ird-00392669>

HAL Id: ird-00392669

http://hal.ird.fr/ird-00392669

Submitted on 9 Jun 2009

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
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Abstract Thermal Infra Red (TIR) Remote sensing allow spatializing various land
surface temperatures: ensemble brightness, radiometric and aerodynamic temper-
atures, soil and vegetation temperatures optionally sunlit and shaded, and canopy
temperature profile. These are of interest for monitoring vegetated land surface
processes: heat and mass exchanges, soil respiration and vegetation physiologi-
cal activity. TIR remote sensors collect information according to spectral, direc-
tional, temporal and spatial dimensions. Inferring temperatures from measurements
relies on developing and inverting modeling tools. Simple radiative transfer equa-
tions directly link measurements and variables of interest, and can be analytically
inverted. Simulation models allow linking radiative regime to measurements. They
require indirect inversions by minimizing differences between simulations and ob-
servations, or by calibrating simple equations and inductive learning methods. In
both cases, inversion consists of solving an ill posed problem, with several parame-
ters to be constrained from few information.

Brightness and radiometric temperatures have been inferred by inverting simu-
lation models and simple radiative transfer equations, designed for atmosphere and
land surfaces. Obtained accuracies suggest refining the use of spectral and temporal
information, rather than innovative approaches. Forthcoming challenge is recov-
ering more elaborated temperatures. Soil and vegetation components can replace
aerodynamic temperature, which retrieval seems almost impossible. They can be
inferred using multiangular measurements, via simple radiative transfer equations
previously parameterized from simulation models. Retrieving sunlit and shaded
components or canopy temperature profile requires inverting simulation models.
Then, additional difficulties are the influence of thermal regime, and the limitations
of spaceborne observations which have to be along track due to the temperature fluc-
tuations. Finally, forefront investigations focus on adequately using TIR information
with various spatial resolutions and temporal samplings, to monitor the considered
processes with adequate spatial and temporal scales.

10.1 Introduction

Using TIR remote sensing for environmental issues have been investigated the
last three decades. This is motivated by the potential of the spatialized infor-
mation for documenting the considered processes within and between the Earth
system components: cryosphere [1–2], atmosphere [3–6], oceans [7–9], and land
surfaces [10]. For the latter, TIR remote sensing is used to monitor forested ar-
eas [11–14], urban areas [15–17], and vegetated areas. We focus here on vegetated
areas, natural and cultivated. The monitored processes are related to climatology,
meteorology, hydrology and agronomy: (1) radiation, heat and water transfers at the
soil–vegetation–atmosphere interface [18–24]; (2) interactions between land surface
and atmospheric boundary layer [25]; (3) vegetation physiological processes such as
transpiration and water consumption, photosynthetic activity and CO2 uptake, vege-
tation growth and biomass production [26–39]; (4) soil processes such as respiration
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and CO2 uptake, evapotranspiration and water depletion, spatio-temporal variabil-
ity of soil moisture [39, 40–43]; (5) long-term dynamics of land cover [44], land
surface radiative budget [45–48], water shortage and drought [49].

TIR remote sensing allow retrieving emissivity and temperature, with various
complexity degrees presented in Section 10.2. The remotely sensed information
is collected from operational and prospective sensors, listed in Section 10.3. This
information is characterized by temporal and spatial dimensions (Section 10.3.1),
as well as by spectral and directional dimensions (Section 10.3.2). Then, inferring
emissivity and temperature consists of developing and inverting modeling tools,
by exploiting the dimensions of the collected information (Section 10.4). Based
on TIR fundamentals (Section 10.4.1), simple radiative transfer equations directly
link measurements to emissivities and temperatures of interest (Section 10.4.2),
and simulation models describe the influence of radiative regime on measurements
(Section 10.4.3). However, simple radiative transfer equations must be parameter-
ized, and simulation models require significant information. Further, inversion is
not trivial: most of simulation models are not directly invertible, and the numerous
parameters to be constrained from remote sensing make inversion is often an ill
posed problem (Section 10.4.4). The several solutions proposed to overcome these
difficulties are assessed using validations, intercomparisons, and sensitivity studies
(Section 10.5).

Current limitations and proposed solutions are presented with an increasing
complexity for the temperatures of interest (Section 10.6). Atmospheric pertur-
bations are corrected by inverting modeling tools for atmosphere, and surface
brightness temperature measurements are simulated using modeling tools for land
surfaces (Section 10.6.1). Surface emissivity effects are removed using simple radia-
tive transfer equations (Section 10.6.2). Reported performances suggest accuracies
rather close to requirements, though refinements are necessary. Recovering tem-
perature for the one source modeling of heat transfers is still not trivial, since the
required parameterization significantly varies in time and space (Section 10.6.3).
Recent studies suggested focusing on more elaborated temperatures: soil and veg-
etation components, optionally sunlit and shaded, and canopy temperature profile.
Their retrieval is forthcoming challenge, with efforts on measuring, modeling and
inversion (Section 10.6.4). The paper ends with forefront investigations about space
and time issues in TIR remote sensing: monitoring land processes with adequate
spatial scales and temporal samplings, by using available remote sensing observa-
tions (Section 10.7).

10.2 Land Surface Emissivity/Temperature from TIR Remote
Sensing

This section defines the various terms considered in TIR remote sensing, which
are related to land surface emissivity and temperature. We focus on their physi-
cal definitions and various interests. The corresponding equations are detailed in
Section 10.4.
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– Surface brightness temperature is equivalent to the radiance outgoing from the
target, by assuming a unity emissivity [50], and corresponds to the basic TIR
remote sensing measurement. It is recovered from at sensor measurements per-
forming atmospheric corrections. It can be assimilated, using modeling tools for
land surface, into process models such as SVAT and crop models [18, 38, 39, 43].

– Ensemble waveband emissivity is needed to derive radiometric temperature from
brightness temperature [50, 51]. It is also useful for retrieving ensemble broad-
band emissivity, a key parameter for land surface radiative budget [52–54].

– Ensemble radiometric temperature is emissivity normalized [50, 51]; and corre-
sponds to kinetic temperature for an homogeneous and isothermal surface [55].
It is used to estimate surface energy fluxes and water status from spatial vari-
ability indicators: the vegetation index / temperature triangle [41, 56–58]; or the
albedo / temperature diagram [23, 37, 59, 60]. It is also used for retrieving soil
and vegetation temperatures from two source energy balance modeling [19, 24].

– Aerodynamic temperature is air temperature at the thermal roughness length [50].
It is the physical temperature to be used with one source models of surface energy
fluxes based on excess resistance [61–63]. These can be SVAT models [39, 64];
or energy balance models [22, 23, 37, 59, 60, 65, 66].

– Soil and vegetation temperatures correspond to kinetic [67] or radiometric [68]
temperatures. They are often used for two-source modeling. The latter can be
SVAT models [43, 67, 69]; or energy balance models [70, 20, 71]. Retrieving
these temperatures requires an adequate estimation of directional ensemble emis-
sivity.

– Sunlit and shaded components are refinements of soil and vegetation tempera-
tures. They can significantly differ, according to various factors which drive the
thermal regime: the water status, the solar exposure resulting from the canopy
geometry and the illumination direction. These components are of interest for
understanding canopy directional brightness and radiometric temperatures [58,
72–74].

– Canopy temperature profile, from the soil surface to the top of canopy, is the
finest temperature one can consider. Similarly to sunlit and shaded components
for soil and vegetation temperatures, this thermal regime is considered for under-
standing canopy directional brightness and radiometric temperatures, in relation
with local energy balance within the canopy [75–78].

The seek accuracies vary from one application to another,according to the sensitiv-
ities of process models. For temperature, the goal is accuracy better than 1 K [79].
For emissivity, the goal is absolute accuracy better than 0.01 [80]. Recovering both
relies on exploiting the dimensions of the TIR remotely sensed information.

10.3 Available Information from TIR Remote Sensing

The four dimensions of the remotely sensed information are temporal and spatial
(Section 10.3.1), and spectral and directional (Section 10.3.2). Due to orbital rules
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and technological limitations, current spaceborne sensors cannot provide full infor-
mation over these dimensions. Further, the latter can be linked, according to the
mission objectives: a daily monitoring with sunsynchronous sensor requires a kilo-
metric resolution with an across track angular sampling. Exploratory missions with
airborne and ground based sensors are under progress, for assessing the potential of
original remotely sensed information. Table 10.1 provides an overview of the main
operational and prospective sensors. We deal here with recent, current and forth-
coming US and EU missions.

10.3.1 Temporal and Spatial Capabilities

The temporal dimension corresponds to the time interval between consecutive ob-
servations. It is of importance for monitoring land surface temperature and related
processes: radiative and convective transfers, soil respiration and vegetation physi-
ological activity. The spatial dimension corresponds to the ground resolution of the
measurements. It is of importance for the meaning of surface temperature collected
over kilometric size pixels which include different land units. Both dimensions are
strongly correlated for current TIR spaceborne sensors: high temporal samplings for
finer monitoring correspond to coarse spatial resolutions with larger heterogeneity
effects, and reversely.

The highest temporal samplings are provided by geostationary sensors: 15–30
min with GOES Imager [81] and MSG/SEVIRI [82], corresponding to ground reso-
lutions between 2 and 4 km. Intermediate scales correspond to kilometric resolution
sensors onboard sunsynchronous platforms, providing daily nighttime and daytime
observations: NOAA/AVHRR [83], ADEOS/GLI [84], and Terra-Aqua/MODIS
[85]. A 3 day temporal sampling with a 1 km resolution has been provided by
ERS/ATSR-1 and -2, and ENVISAT/AATSR [86]. The highest spatial resolutions
are 60 and 120 m from Landsat/TM & ETM [87], and 90 m from Terra/ASTER
[88]; with 16-day temporal samplings. ASTER and Landsat/ETM missions have
limited lifetimes, with currently no follow on TIR high spatial resolution missions
from space.

Regarding current possibilities, new spaceborne sensors are demanded, to moni-
tor land processes with adequate temporal and spatial scales. Past missions IRSUTE
and SEXTET proposed 40–60 m spatial resolutions with a 1-day revisit [89, 90] and
SPECTRA proposed 50 m with 3 days [91]. MTI mission offers a 20 m resolution
with a 7-day revisit [92], but the military context restricts the data access. Airborne
prospective observations have allowed studying temporal and spatial issues, with
metric resolutions and adjustable revisits. Let us cite the airborne missions TIMS
[93], DAIS [94], MAS [95] and MASTER [96]; and the airborne based ReSeDA
program [97–99].



U
nc

or
re

ct
ed

 P
ro

of

248 F. Jacob et al.

Table 10.1 Nominal characteristics for operational and prospective sensors; in relation with recent,
current and forthcoming US and EU missions. VZA means View Zenith Angle, VAA means View
Azimuth Angle. Across (respectively along) track means viewing directions in a plan perpendicular
(respectively parallel) to the satellite path.

Sensor Daytime Spatial Spectral Directional
sampling resolution features features

Spaceborne

MSG
15 mn 3 km

1 MIR: 3.9 µm 1 latitude-
SEVIRI 5 TIR: 8.7, 9.7, 10.8, 12, 13.4 µm dependent VZA
GOES 10 and 12

30 mn 2–4 km
1 MIR: 3.7 µm 1 latitude-

Imager 2 TIR: 10.8, 12 µm dependent VZA
NOAA 15–17

1 day 1 km
1 MIR: 3.8 µm Across track

AVHRR / 3 2 TIR: 11, 12 µm VZA: ±55◦

Terra-Aqua
1 day 1 km

3 MIR: 3.8, 3.95, 4.1 µm Across track
MODIS 3 TIR: 8.6, 11, 12 µm VZA: ±55◦

ADEOS
1 Day 1 km

1 MIR: 3.7 µm Across track
GLI 3 TIR: 8.6, 10.8, 12 µm VZA: ±40◦

ERS-ATSR 1 and 2
3 days 1–2 km

1 MIR: 3.7 µm Along track
ENVISAT-AATSR 2 TIR: 10.8, 12 µm VZA: 0, 55◦

Landsat 5–7
16 days 120 m 1 TIR: 11.5 µm

Close nadir
TM and ETM VZA
Terra

16 days 90 m 5 TIR: 8.3, 8.6, 9, 10.7, 11.3 µm
Close nadir

ASTER VZA

Airborne

TIMS
- 1–5 m

6 TIR: 8.4, 8.8, 9.2, . . . Across track
(multispectral) . . . 9.9, 10.7, 11.7 µm VZA: ±38◦

DAIS
- 1–5 m

6 TIR: 8.7, 9.7, 10.5, . . . Across track
(multispectral) . . . 11.4, 12.0, 12.7 µm VZA: ±26◦

MAS / MASTER
- 1–5 m

10 TIR: 7.8, 8.2, 8.6, 9.1, 9.7, . . . Across track
(multispectral) . . . 10.1, 10.6, 11.3, 12.1, 12.9 µm VZA: ±40◦

SEBASS
MIR: [2.5–5.3] µm

Close nadir
(hyperspectral)

- 1–5 m TIR: [7.6–13.5] µm
VZA

Spectral resolution > 0.1 µm

Ground based

Two temperature
- ∼50 cm 1 broadband over [8–13] µm Nadir VZA

Box method
Hyperspectral FTIR

- Few cm
Optical spectral range: [2–20] µm Nadir VZA

BOMEM suite Spectral resolution: 1 cm−1

Goniometric
- Few cm 1 broadband over [8–13] µm

VZA ∈ [0–90◦]
systems VAA ∈ [0–360◦]
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10.3.2 Spectral and Directional Capabilities

The spectral dimension corresponds to the number and location of sensor wave-
bands within the TIR and optionally the MIR domains. The directional dimension
corresponds to the number and angular distribution of viewing directions. Both di-
mensions are used for recovering emissivities and temperatures via modeling tools.

The basic spectral configuration corresponds to TM and ETM, with 1 channel.
Richer information is provided via two channels with GOES Imager, AVHRR and
the ATSR suite; three channels with MODIS and GLI; and five channels with SE-
VIRI and ASTER. Additional MIR information can be combined with TIR informa-
tion, to be used with continuous observations from geostationary sensors (SEVIRI,
GOES Imager), or day night observations from sunsynchronous sensors (AVHRR,
MODIS).

The basic directional configuration corresponds to SEVIRI, GOES Imager, TM,
ETM, and ASTER; with a single viewing direction. Richer information is collected
from across track viewing with AVHRR, MODIS, GLI; and along track viewing
with the ATSR suite. Across track viewing allows a daily monitoring, while sam-
pling the angular dynamic within a given temporal window (16 days for MODIS).
This is of interest for stable surface properties such as emissivity. For surface tem-
perature which fluctuates, capturing the angular dynamic requires almost simulta-
neous observations. This is possible with ATSR along track bi-angular observations
only, which is limited.

Future spaceborne missions will pursue current ones for long-term records: the
GOES suite [100], NPOESS/VIIRS following AVHRR and MODIS [101]. MTI
provides original information: 2 MIR/3 TIR bands, 0◦ and 50◦ along track. At
the airborne level, the spectral dimension has been investigated with multispectral
(TIMS, DAIS, MAS & MASTER) and hyperspectral (SEBASS [102]) sensors, and
the directional dimension has been assessed with video cameras (see [103] with the
ReSeDA program). At the ground level, the spectral dimension has been explored
with hyperspectral sensors (FTIR BOMEM [104]), or with broadband radiometers
[105–107], and the directional dimension has been examined with goniometric sys-
tems [58, 108, 109].

In the context of monitoring land processes, the various types of information
presented here are valuable for recovering land surface emissivity and temperature.
Using this information requires designing modeling tools and inversion methods,
either under development for prospective studies or with operational capabilities.

10.4 Developing Modeling Tools and Inversion Methods

Modeling tools aim at forwardly simulating, with different complexities, measured
brightness temperature from emissivities and temperatures of interest. Table 10.2
provides an overview of the modeling tools currently used. Based on TIR fundamen-
tals (Section 10.4.1), simple radiative transfer equations directly link measurements
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Table 10.2 Listing of the modeling tools currently used, with an increasing complexity. The sec-
ond rightmost column gives the related medium, and the rightmost column gives the types of land
surface emissivity and temperature currently investigated with each tool. We deal here with the
modeling of atmospheric radiative transfer in the context of performing atmospheric corrections.

Modeling Literature Related Investigated land surface
tools examples medium temperatures and emissivities

Simple radiative transfer equations

Atmospheric Eq. 10.6
Atmosphere

• Brightness temperature
radiative transfer [81, 178] (Atmospheric corrections)
Composite surface Eq. 10.7

Land surface
• Ensemble emissivity and

radiative transfer [12, 158] radiometric temperature
Split Window and Eq. 10.9 Atmosphere and • Ensemble radiometric temperature
Dual Angle [125, 126] land surface (atmospheric corrections)
Soil and vegetation Eq. 10.10

Land surface • Soil and vegetation temperatures
radiative transfer [68, 127]
Kernel-driven Eq. 10.11

Land surface
• Ensemble emissivity

radiative transfer [128, 129] • Soil and vegetation temperatures

Simulation models

Radiative transfer MODTRAN [134] Atmosphere
• Brightness temperature

(Atmospheric corrections)
• Brightness temperature

Radiative transfer
Prevot’s [139]

Land surface
• Ensemble emissivity

SAIL [74, 137] • Soil and vegetation temperatures
with sunlit and shaded components

Kimes’s [141] • Brightness temperature
Geometric-optics Caselles’s [143] Land surface • Soil and vegetation temperatures

Yu’s [73] with sunlit and shaded components
CUPID [147]

Geometric-optics Thermo [148]
Land surface

• Brightness temperature
radiative transfer Jia’s [149] • Canopy temperature profile

DART [76, 77]

Monte Carlo
• Brightness temperature

ray tracing
[127, 150, 151] Land surface • Ensemble emissivity

• Soil and vegetation emissivities

to emissivities and temperatures of interest (Section 10.4.2), and simulation models
describe the influence of radiative regime on measurements (Section 10.4.3). Next,
inversion methods aim at backwardly retrieving emissivities and temperatures of
interest from measurements (Section 10.4.4).
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10.4.1 Fundamentals in TIR Remote Sensing

The use of TIR remote sensing to infer the temperatures of interest involves an
aerodynamic issue for the related temperature, and a radiative issue for the other
temperatures.

10.4.1.1 Aerodynamic Issue

Aerodynamic temperature Taero is not radiative based and cannot be remotely
sensed. It is required for one source modeling of surface energy fluxes, since it
corresponds to the value of the logarithmic based air temperature profile Tair(z) at
thermal roughness length zoh [110]. For a negligible displacement height, sensible
heat flux H is expressed from the air temperature gradient between zoh and reference
level zre f :

H =
Tair(zoh)−Tair(zre f )

rah(zoh,zre f )
with Taero = Tair(zoh) (10.1)

where rah(zoh,zre f ) is aerodynamic resistance for heat between zoh and zre f [111].
Due to larger resistance for heat transfers, zoh is lower than mechanical roughness
length zom [112]. The link between both is the aerodynamic kB−1 parameter [113]:

kB−1 = ln
(

zom

zoh

)
(10.2)

The physical meanings of Taero and zoh are equivocal. Taero is an effective tempera-
ture for heat sources that are soil and vegetation [114]. zoh is an effective level for
which Tair = Taero. Their retrieval from remote sensing is not trivial (Section 10.6.3).
Nevertheless, Taero can be unequivocally derived from soil and vegetation tempera-
tures Tsoil and Tveg, by merging one source and two source modeling [20, 115]:

Taero =
Tsoil

ra,soil
+ Tveg

ra,veg
+ Tair(zre f )

rah
1

ra,soil
+ 1

ra,veg
+ 1

rah

(10.3)

where ra,soil (respectively ra,veg) is aerodynamic resistance from the soil (respec-
tively vegetation) to zom, and rah is aerodynamic resistance from zom to zre f [111].

10.4.1.2 Radiative Issue

Apart from aerodynamic temperature, the land surface temperatures inferred from
TIR remote sensing are radiative based. Then, fundamentals deal with the TIR
radiative regime within atmosphere and over land surfaces. This includes three
mechanisms which drive the wave matter interactions: emission, absorption, and



U
nc

or
re

ct
ed

 P
ro

of

252 F. Jacob et al.

scattering. Emitted radiance L(λ ,θ ,T ) from a natural object at a kinetic tempera-
ture T is written:

L(λ ,θ ,T ) = ε(λ ,θ) B(λ ,T ) = ε(λ ,θ)
C1 λ−5

π
[

exp
( C2

T λ
)
−1
] (10.4)

λ is the monochromatic wavelength. θ is the emission direction. B(λ ,T ) is the
blackbody emitted radiance, expressed from Planck’s Law. C1 and C2 are first and
second radiative constants. Emissivity ε(λ ,θ) is the conversion factor from ther-
modynamic to radiative energy, lower than 1 for natural objects. This so-called
e-emissivity definition is linked to emission mechanisms, since it is the ratio of the
actual to the blackbody emitted radiances for the same kinetic temperature. Under
local thermodynamic equilibrium, Kirchhoff’s Law assumes emissivity and absorp-
tivity are equal. For opaque elements, emissivity is then linked to hemispherical-
directional reflectance ρ(λ j,θ):

ε(λ j,θ) = 1−ρ(λ j,θ) (10.5)

ρ(λ j,θ) is the average of bidirectional reflectance over illumination angles [116].
This so-called r-emissivity definition is derived from Kirchhoff’s Law, and therefore
linked to reflection mechanisms. Finally, emitted radiance from a given element can
be reflected by other elements, inducing changes in radiation path, called scattering
effects.

Within atmosphere, scattering is negligible: the radiative regime is driven by the
temperature and density of absorbers and emitters (water vapor, CO2, O3, . . .). A
clear atmosphere behaves as an horizontally homogeneous medium: the radiative
regime primarily depends on vertical profiles for temperature and density of ab-
sorbers and emitters (Fig. 10.1). Over heterogeneous land surfaces with structured
patterns, the radiative regime is more complex than within atmosphere: soil and
vegetation act as emitters, absorbers and scatterers for canopy and atmospheric irra-
diances. Additional effects are surface and volume scatterings (Fig. 10.2). Surface
scattering corresponds to shadowing effects for a geometric medium, with sunlit
and shaded areas. Volume scattering corresponds to reflections between soil and
vegetation: radiation is trapped within the canopy.

TIR remotely sensed measurements result from the processes discussed above.
Sensor brightness temperature is driven by vertical profiles for temperatures and
densities of atmospheric constituents. Surface brightness temperature results from
the radiative regime over a heterogeneous and non isothermal area. Then, emissivity
and kinetic temperature are equivocal: the canopy acts as an effective medium with
ensemble emissivity and radiometric temperature [50]. Besides, e- and r-emissivities
differ according to vegetation amount, since spatial averaging for e-emissivity in-
cludes emitted radiance as an additional weighting factor [50, 117]. Due to its
simpler formulation, r-emissivity is preferred [68, 71, 74, 118–120]. Further, the
measured brightness temperature results from emission, but also from absorption
and scattering of canopy and atmospheric irradiances. This induces spectral and
directional variations, driven by (1) radiative properties of soil and vegetation
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Fig. 10.1 Atmospheric TIR radiative regime for an off nadir propagation. The key processes to be
considered for atmospheric corrections are emission and absorption by atmospheric constituents.
Within a horizontally homogeneous atmosphere, the radiative regime depends on the vertical fields
of temperature and density for emitters and absorbers. Regardless of considered layer (zi or zk),
radiative regime is driven by atmospheric absorption (1), atmospheric emission (2), and surface
emission through atmosphere transmivity (3). (Adapted from [264].)

(reflectance and emissivity), (2) surface scattering with sunlit and shaded areas, and
(3) volume scattering with the cavity effect. These three factors induce ensemble
emissivity is anisotropic, with values greater than that of vegetation as the latter
quantitatively increases [118, 121, 122].

Various modeling tools have been developed to simulate sensor and surface
brightness temperature measurements. The first way is using simple radiative trans-
fer equations for directly linking measurements to emissivities and temperatures of
interest. The second way is using simulation models for understanding the influence
of the TIR radiative regime on the measured brightness temperature.

10.4.2 Simple Radiative Transfer Equations

Simple radiative transfer equations directly link TIR measurements to emissivities
and temperatures of interest. Their advantages are linearity and simplicity, but most
of them are limited to homogeneous media by assuming turbidity and azimuthal
isotropy.
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Fig. 10.2 Surface (or geometric) and volume (or volumetric) scattering. Surface scattering in-
duces shadowing effects with hotter and cooler elements. Volume scattering induces an increase of
brightness temperature by adding a component to emission. (Adapted from [129].)

Measured brightness temperature at the sensor level T rs
b is linked to surface

brightness temperature T s
b via the atmospheric radiative transfer equation:

B(λ j,T rs
b (θ ,λ j)) = B(λ j,T s

b (θ ,λ j)) τa(θ ,λ j)+B
(

λ j,T
a↑

b (θ ,λ j)
)

(10.6)

θ is the view zenith angle. λ j is the equivalent waveband over the sensor channel
j [123]. B(λ ,T ) is the blackbody emitted radiance, expressed from Planck’s Law
(Eq. 10.4). τa is the atmospheric transmittance, vertically integrated between the
surface and the sensor. B(λ j,T

a↑
b ) is the atmospheric upward radiance towards the

sensor.
Surface brightness temperature is expressed as the sum of canopy emission and

scattering of atmospheric irradiance, via the composite surface radiative transfer
equation:
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B(λ j,T s
b (θ ,λ j)) = ε(λ j,θ) B(λ j,Trad(θ))+(1− ε(λ j,θ)) B(λ j,T

a↓
b (λ j)) (10.7)

B(λ j,T
a↓

b ) is the hemispherical average of atmospheric downward radiance. ε(λ j,θ)
and Trad(θ) are ensemble emissivity and radiometric temperature. Ensemble emis-
sivity can be expressed from emissivities of soil εsoil(λ j) and vegetation εveg(λ j),
with the optional inclusion of a correction term dε for the cavity effect [124]:

ε(λ j,θ) = Fsoil(θ) εsoil(λ j)+Fveg(θ) εveg(λ j)+4 dε Fveg(θ) Fsoil(θ) (10.8)

Fsoil(θ), Fveg(θ) are directional gap and cover fractions, with Fsoil(θ) = 1−Fveg(θ).
Brightness temperature measured from space can be linked to emissivity and

radiometric temperature by merging Eqs. 10.6 and 10.7. Another possibility is si-
multaneously considering atmospheric and surface effects: Split Window (SW) and
Dual Angle (DA) methods directly express radiometric temperature Trad as a spec-
tral or angular difference between two brightness temperatures T rs

b at the sensor
level [125, 126]:

Trad = T rs
b1 +A(T rs

b1 −T rs
b2)+B(T rs

b1 −T rs
b2)2 +C

ε1 + ε2

2
+D(ε1 − ε2)+E (10.9)

ε is surface emissivity. A, B, C, D, E are empirical coefficients. Indices 1 and 2 are
two spectral channels for SW method, or two view zenith angles for DA method.
The angular differencing uses variations in atmospheric transmittance between dif-
ferent paths for two view zenith angles. The spectral differencing uses variations
in atmospheric transmittance due to different water vapor absorptions for two spec-
trally close channels.

The emission term of Eq. 10.7 can be split into soil and vegetation components,
which yields the soil and vegetation radiative transfer equation [68, 119, 127]:

ε(λ j,θ) B(λ j,Trad(θ)) = τcan(θ) εsoil(λ j) B(λ j,Tsoil)
+ω(θ ,εveg(λ j)) B(λ j,Tveg) (10.10)

Tsoil and Tveg are soil and vegetation radiometric temperatures [68]. τcan(θ) and
ω(θ ,εveg(λ j)) are vegetation directional transmittance and fraction of emitted ra-
diation. The angular effects can also be described with linear kernel driven ap-
proaches, by expressing the directional emission as a linear combination of generic
shapes [128]:

ε(λ j,θ) B(λ j,Trad(θ)) =
N

∑
i=1

βi(λ j)Ki(Tveg,Tsoil ,εveg(λ j),εsoil(λ j),θ ,θs,ϕ −ϕs) (10.11)

θs is the solar zenith angle. ϕ − ϕs is the relative azimuth between illumination
and viewing directions. βi,λ j are weighting coefficients. Kernels Ki describe gray
body isotropy, volume scattering, and surface scattering. Various kernel formula-
tions may be proposed, by linearizing different sets of complex equations. Kernel
driven approaches are also used to derive ensemble r-emissivity from accurate
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hemispherical - directional reflectance (Eq. 10.5): [129] expressed TIR BRDF as
a linear combination of generic shapes, following previous works over the solar
domain [130–132].

10.4.3 Simulation Models

Simulation models mimic the TIR radiative regime within atmosphere and canopies,
to understand spatial, spectral and directional behaviors of brightness temperature
measurements. These models are classified here via an increasing complexity: radia-
tive transfer, geometric-optics, geometric-optics/radiative transfer, and ray tracing.

Radiative transfer models are designed for turbid media (atmosphere, homoge-
neous canopies). Assuming turbidity and azimuthal isotropy, they split the medium
into a finite layer number, and account for volume scattering between layers. For the
atmosphere, volume scattering is negligible, and each layer is described with tem-
perature and densities of absorbers and emitters. For canopies, soil and vegetation
layers are described with temperature; and with densities of absorbers, emitters and
scatterers, derived from LAI and LIDF. Brightness temperature is simulated using
the stream concept: transmittance, upward and downward radiances are computed
for each layer, and vertically integrated (see MODTRAN for atmosphere [133, 134]
and SAIL for canopy [68, 74 135–137]. Simulations can also be probabilistic cal-
culations for photon interception, deduced from the directional gap fraction of each
layer [118, 138, 139].

Geometric-optics models are designed for structured patterns over land surfaces,
such as row crops of cotton or maize. Considering vegetation as an opaque medium,
they account for surface scattering with shadowing effects. Sunlit and shaded areas
are described via their cross sections, derived from canopy geometry (vegetation
height, row size, etc.), illumination and viewing directions, and directional gap frac-
tion within and between rows. Canopy brightness temperature is computed from the
resulting spatial distribution of temperature [73, 121,140–143].

The finest radiosity models are geometric-optics/radiative transfer models,
designed for complex land surfaces. By accounting for both volume and surface
scattering, they are appropriate to vegetation patchworks. They can conjugate a
radiative transfer and a geometric-optic module [144, 145]. They can be more com-
plex, such as 3-Dimensional mock-ups based models. This allows a finer description
of the radiative regime within canopies, but requires significant information about
the micro-scale conditions. Examples are CUPID [146, 147]; Thermo [148, 172];
Jia’s model [149], and DART [76, 77]. Further, accounting for convective and ener-
getic transfers allow understanding their influence on the radiative regime, such as
with DART-EB [78].

The finest modeling degree is Monte Carlo ray tracing, which stochastically cal-
culates photon trajectories within turbid or geometric atmosphere and canopies.
A photon is tracked from birth (emission or penetration within medium) to death
(absorption or escape from medium), with scattering based on probabilistic wave
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matter interactions. Millions of simulations describe spectral, directional and spa-
tial behaviors. Ray tracing is used to assess the influence of multiple scattering on
spatial aggregation and angular dynamics, over heterogeneous and non isothermal
land surfaces, [127, 150, 151].

10.4.4 Inversion Methods

Retrieving variables from measurements is an inverse problem. Given a set of m
measurements M for a physical system, with k known parameters K and p unknown
parameters P to be retrieved, direct F and inverse F−1 problems are written [152]:
⎡
⎢⎣

M1
...

Mm

⎤
⎥⎦= F

⎛
⎜⎝
⎡
⎢⎣

P1
...

Pp

⎤
⎥⎦ , [K1 · · ·Kk]

⎞
⎟⎠⇐⇒

⎡
⎢⎣

P1
...

Pp

⎤
⎥⎦= F−1

⎛
⎜⎝
⎡
⎢⎣

M1
...

Mm

⎤
⎥⎦ , [K1 · · ·Kk]

⎞
⎟⎠(10.12)

Inversion is possible if there are more independent equations than unknowns
(m ≥ p). Direct inversion analytically writes the inverse problem. This is possible
for simple radiative transfer equations (Section 10.4.2), but not for most simulation
models (Section 10.4.3). For the latter, indirect inversion numerically sets parame-
ters such as simulations agree with observations [153]. It has been improved for
accuracy and rapidity, by calibrating neural networks, lookup tables, genetic algo-
rithms or regression trees [152, 154]. Inversion can be a well posed problem, when
solving an overdetermined equation system using optimization techniques. How-
ever, it is usually an ill posed problem, with several parameters to be constrained
from few observations. Proposed solutions use a priori information about soil and
vegetation properties, or parameter ranges [152, 155, 156].

Inversion over the TIR domain is not as developed as over the solar domain. This
results from (1) additional micrometeorological complex influences, and (2) the lack
of high resolution data. Atmospheric simulation models have been inverted cali-
brating neural networks [51], SW and DA methods (Eq. 10.9) [125, 126], or the
atmospheric radiative transfer equation (Eq. 10.6) [157, 158]. Over land surfaces,
simulation models have been assessed in the forward mode [72–74, 77, 144]. No in-
vestigation was found about their indirect inversion, but they can serve as references
for parameterizing simple radiative transfer equations which are directly invertible.
Thus, various formulations have been assessed for the soil and vegetation radiative
transfer equation (Eq. 10.10), optionally accounting for multiple scattering and non
linearity [68, 71, 118, 119, 127]. Further, inverting simple radiative transfer equa-
tions is often an ill posed problem. For instance, inverting the composite surface
radiative transfer equation (Eq. 10.7) from N multispectral observations includes
N emissivities and radiometric temperature. Similarly, inverting the soil and veg-
etation radiative transfer equation (Eq. 10.10) or linear kernel driven approaches
(Eq. 10.11) from multiangular observations requires angular parameters: ensemble,
soil and vegetation emissivities; vegetation transmittance.
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10.5 Assessing Modeling Tools and Inversion Methods

Modeling tools and inversion methods have been assessed experimentally through
validation exercises, and theoretically via sensitivity studies.

Validation exercises have been conducted over databases collected in the frame-
work of various international programs such as FIFE [159], EFEDA [160], HAPEX
[161], ReSeDA [97], JORNEX [162], FLUXNET [163], DAISEX [164], SALSA
[165], SMACEX [166]. Assessments over these various datasets allow accounting
for different biomes and climates. Some exercises were ground based [73, 104, 145].
Most of them were airborne based [94, 96, 103, 157, 167–169,170–174], for assess-
ments in actual conditions by reducing spatial heterogeneity effects. Few validations
were conducted using spaceborne observations with hectometric resolutions [175–
179]; and with kilometric ones over areas almost homogeneous [180–182]. Original
exercises based on classifications were designed for kilometric scale heterogeneities
[126, 183], while new improvements for the solar domain should be implemented
over the thermal one [184]. Complementary to validations, intercomparisons are
now feasible thanks to multisensor missions such as Terra. This allows accounting
for larger panels of environmental situations [158].

Validations and intercomparisons are also performed using simulated datasets.
This allow considering more conditions than measured datasets, and focusing on
physics modeling without measurement intrinsic errors [81, 82, 126, 185]. Sim-
ulated datasets are necessary when dealing with elaborated temperatures: aerody-
namic, soil and vegetation, sunlit and shaded components, and canopy temperature
profile [68, 71, 73, 76, 118]. Indeed, validating the latter using measured datasets
is not trivial, since the corresponding ground-based measurements are difficult to
implement.

Additionally to validations and intercomparisons, sensitivity studies allow as-
sessing information requirements such as accuracies on remotely sensed informa-
tion, medium structural and radiative properties. Examples are (1) accuracy on
atmospheric status for retrieving brightness temperature [171, 178], (2) accuracy
on observations, atmospheric status and land use for recovering ensemble emissiv-
ity and radiometric temperature [12, 157, 158, 169, 182, 186–188], (3) accuracy on
canopy structural parameters and radiative properties for deriving soil and vegeta-
tion temperatures [68, 118, 189]. Finally, sensitivity studies of simulation models
provide valuable information about the pertinent parameters for inversion [73, 76],
with innovative approaches over the solar domain based on adjoint models (Baret
et al., this issue).

10.6 Current Capabilities and Future Directions

From the basic materials presented before, we focus now on current investigations,
via an increasing temperature complexity. Success and failures suggest future direc-
tions.
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10.6.1 Surface Brightness Temperature

Surface brightness temperature is derived from that at the sensor level by inverting
modeling tools for atmosphere. It is simulated using modeling tools for land sur-
faces. In both cases, these tools are simple radiative transfer equations or simulation
models.

10.6.1.1 Atmospheric Radiative Regime and Related Corrections

Atmospheric corrections for the retrieval of surface brightness temperature can be
performed inverting simulation models, via the calibration of the atmospheric ra-
diative transfer equation (Eq. 10.6) for a given atmosphere [12, 81, 157, 158, 171,
172, 177, 178]. An operational context faces two challenges: reducing computation
time to process millions observations, and accurately characterizing the atmospheric
status.

To reduce by a third-order computation time for simulation models without accu-
racy degradation, [190] implemented correlated-K methods, by quickly integrating
waveband atmospheric absorption and emission. Predictor based models accurately
compute the latter for a range of reference profiles, to next differencing current ones
and nearest predictors [191]. Multilayer computation based on water vapor contin-
uum absorption can replace simulation models, with an accuracy degradation lower
than 1 K [81]. Computation time can also be reduced via inversion by including
a range of atmospheres into the simulation set. Expressing transmittance and up-
welling radiance of Eq. 10.6 from atmosphere water vapor content and mean tem-
perature yields an accuracy degradation lower than 2 K [180]. Neural networks can
replace Eq. 10.6 considering atmospheric profiles and view zenith angle, with an
accuracy degradation lower than 0.5 K [186, 192].

The atmospheric status can be well documented using ancillary information:
measured profiles allow reaching a 1 K accuracy [171, 172, 177, 178], but mete-
orological networks are not dense enough for regional inversion. One alternative
is profile simulation from meteorological models [193, 194]. Such information is
soon available with a 3 h sampling, and a 0.25◦ latitude/longitude griding to be
re-sampled to sensor resolutions via interpolation procedures [12, 195]. The relief
influence is handled using digital elevation models, now available with decametric
resolutions and metric accuracies [196]. Also, the TIR observations to be corrected
can inform about the atmospheric status. Atmosphere absorption and emission can
be retrieved from multispectral and hyperspectral observations, using variabilities
of atmospheric properties [80, 197]. Thus, water vapor content was adjusted from
ASTER multispectral observations, such as emissivity spectrum is flat over vege-
tation or water [185]. It was also inferred from the ATSR-2 SW channels with a
0.2 g. cm−2 accuracy, using the SWVCR which relies on the spatial variability of
SW surface brightness temperatures [198].

Solar or TIR observations collected onboard the same platform also provide
coincident information about the atmospheric status. [199] expressed water vapor
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content as a polynomial of MODIS near infrared radiance ratios, with a 0.4 g. cm−2

accuracy. Atmospheric sounders allow inferring profiles of temperature and water
vapor density, using Eq. 10.6 or neural networks [3, 4]. Previous sounders such as
TOVS permitted to reach a 0.4 g. cm−2 accuracy on water vapor content [200]. New
sounders such as IASI [201], with finer spectral samplings and spatial resolutions,
should provide accuracies better than 1 K and 10% for atmospheric profiles of tem-
perature and humidity.

10.6.1.2 Land Surface Radiative Regime and Related Measurements

Surface brightness temperature is simulated using simple radiative transfer equa-
tions or simulation models. The former provide easy and efficient solutions for as-
similating TIR remote sensing data into land process models. The latter are fine and
accurate solutions for understanding well TIR remotely sensed measurements.

To constrain land process model parameters, surface brightness temperature can
be simulated using simple radiative transfer equations coupled with SVAT mod-
els. [39] coupled the composite surface radiative transfer equation (Eq. 10.7) with
a crop and a one source SVAT model. The latter calculated ensemble radiomet-
ric temperature by closing surface energy budget. R-emissivity was estimated us-
ing the SAIL TIR version of [136], documented by the crop model for vegetation
structural parameters. Similarly, [67] coupled the soil and vegetation radiative trans-
fer equation (Eq. 10.10) with a two source SVAT model. The latter calculated soil
and vegetation temperatures by closing energy budget for each, while setting soil
and vegetation emissivities to nominal values.

Calculating surface brightness temperature from simulation models requires in-
formation about vegetation structure (row crop, LAI, LIDF, cover fraction), soil
and vegetation radiative properties (emissivity, reflectance), and thermal regime
(canopy temperature distribution). The latter can be derived from a SVAT model,
which solves local energy budget according to meteorological conditions (solar
position, wind speed, air temperature), vegetation status (leaf stomatal resistance),
and soil moisture. Then, simulation models mimic the radiative regime using more
or less complex descriptions of the thermal regime: a unique vegetation tempera-
ture [73], soil and vegetation temperatures with optional sunlit and shaded compo-
nents [74, 137], additional vegetation layer temperatures for specific crops [145], or
canopy temperature profile [78].

Simulation models are currently under development, verification and analysis
[73, 74, 76, 78, 144, 145]. Current investigations focus on spectral behaviors [120],
but especially on directional effects which allow normalizing multiangular obser-
vations (Fig. 10.3). For instance, [58, 72] angularly normalized water stress indices
over row structured crops. Similarly, [202] normalized across track observations
from sun-view geometry effects, for a daily monitoring at the continental scale.
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Fig. 10.3 Simulating measured brightness temperature over a maize canopy in row structure, with
a resulting angular dynamic about 8 K [73]. Black star indicates the solar direction. The brightness
temperature maximum value is located in the solar direction. However, this hot spot effect is not
systematical (Section 10.6.4.)

10.6.1.3 Partial Conclusions

The various methods developed to perform atmospheric corrections are of inter-
est, since they were designed for optimizing the collected information according
to sensor configurations. Measured or simulated profiles are tributary to their rep-
resentativeness, and coincident information relies on strong assumptions. Despite
these limitations, significant progresses were made the last decades, with accura-
cies now close to 1 K. Current investigations focus on refinements rather than new
developments.

Simulating brightness temperature is ongoing for describing brightness tempera-
ture measurements, according to the various land surface behaviors: geometric like,
radiative transfer like, or both. Validation results emphasized good performances
with accuracies close to 1 K, though significant documentations are required about
thermal regime, medium structure and radiative properties. Such simulation models
will be of interest for future designs of inversion methods, conjointly to the solar
domain (Section 10.4.4).
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10.6.2 Ensemble Emissivity and Radiometric Temperature

Ensemble radiometric temperature is derived by directly inverting composite surface
radiative transfer equation (Eq. 10.7), or indirectly inverting simulation models via
differencing equations (Eq. 10.9). The first way is two-step based and requires pre-
vious atmospheric corrections. The second way is one-step based by simultaneously
correcting atmosphere and surface effects. In both cases, performances depend on
characterizing these effects. Inverting Eq. 10.7 is an ill posed problem, with N equa-
tions from channel measurements and N + 1 unknowns being channel emissivities
and radiometric temperature. Proposed solutions consist of adding a N + 1 equa-
tion. They are reported here via an increasing amount of information, according to
the spectral, directional and temporal dimensions.

10.6.2.1 Single-Channel TIR Instantaneous Observations

Radiometric temperature is derived from single channel observations using two step
approaches. After atmospheric corrections, inverting the composite surface radiative
transfer equation (Eq. 10.7) requires estimating waveband emissivity. The latter is
inferred using in-situ observations, nominal values proposed by literature, or solar
remotely sensed observations. This have been investigated for ground based and
airborne sensors during field experiments, and for spaceborne sensors such as the
Landsat TM series.

Considering ensemble emissivity increases with vegetation amount, it can be
linked to NDVI [203], or to cover fraction (Eq. 10.8) if neglecting spatial vari-
abilities for soil and vegetation emissivities [177, 199]. However, low correlations
were observed between AVHRR emissivities and cover fraction [188]; and between
ASTER broadband emissivity and MODIS solar albedo [46]. Indeed, the link be-
tween emissivity and vegetation amount depends on canopy structure, cavity effect,
and optical properties of soil and vegetation [136]. Besides, emissivity may decrease
with the vegetation amount, according to the type of soil and the vegetation water
status [120].

Good results were reported with TM and DAIS (1 K over semi-arid agricultural
areas [174, 177]), but the use of in situ information at the local scale raises the ques-
tion of method applicability. A promising way is using additional MIR data, which
contain information on water content. For optimizing the temporal monitoring, an-
other possibility is deriving single channel emissivity from multispectral ones, by
conjointly using different sensors such as Landsat and ASTER. However, this is
tributary to the temporal stability of surface conditions between consecutive satel-
lite overpasses.

10.6.2.2 Dual-Channel and Dual-Angle TIR Instantaneous Observations

Radiometric temperature is recovered from dual channel and dual angle observa-
tions using SW and DA one step approaches, which require accounting well for
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atmospheric and surface effects [125, 126]. Most investigations deal with the SW
method, since multispectral observations are more usual than multiangular ones.

Various versions have been proposed for Eq. 10.9: linear or quadratic forms
(B = 0 or B �= 0), optional inclusion of emissivity (C = 0 or C �= 0, D = 0 or D �= 0),
expressing coefficients from atmospheric water vapor content. Larger freedom de-
grees perform better [125, 126, 174, 183, 204]. Wavebands around 11 and 12 µm
are the most appropriate for SW and DA assumptions, since they correspond to
low variations of emissivity, spectrally and spatially [172, 174]. Calibration relies
on simulations from emissivity spectral libraries and atmospheric radiative transfer
[82, 125, 126, 204]. Operational use requires documentation. Atmospheric water
vapor content is inferred from climatological database [183], the SWVCR [198]
or near infrared radiance ratios [199]. Emissivities are derived from classifications
[181, 182, 205], or from Eq. 10.8 with nominal values for soil and vegetation emis-
sivities [172, 199].

Several validation exercises reported accuracies better than 1 K. Excellent results
were obtained from TIMS without a priori information [172]. Using classification
based knowledge of emissivity can perform well [181, 182], though significant sub-
class variabilities were observed [206, 207]. However, a 1 K accuracy usually re-
quires local information on surface conditions for emissivity effects. Further, the
lack of such information can induce errors up to 3 K [125, 126, 174, 183, 199].

10.6.2.3 Multispectral and Hyperspectral TIR Instantaneous Observations

Radiometric temperature is derived from multispectral and hyperspectral obser-
vations using two step approaches. After atmospheric corrections, the ill posed
problem can be solved using either a priori information, or the spectral variabil-
ity captured over the whole TIR range. This last possibility is very different from
the two channel SW differencing which aims at avoiding emissivity variations.

For multispectral observations, the NEM approach sets maximum emissivity to
a nominal value [208], where the latter can be derived from Eq. 10.8 using a pri-
ori information about soil and vegetation emissivities [173]. The adjusted ANEM
relies on land use [168, 170], and the MIR NEM is extended to MIR observations
[209]. Rather than using a priori information, other approaches aim at benefiting the
variability captured from multispectral and hyperspectral data, the latter providing
finer spectral samplings. The TES algorithm derives minimum emissivity from the
spectral variations, via an empirical relationship verified over most land surfaces
for the TIR and the MIR domains [104, 157, 210–212]. Capturing larger variabil-
ities with hyperspectral data increase TES accuracy up to 0.5 K [104]. To derive
absolute emissivity from relative spectral variations, the alpha residuals logarith-
mically linearize Planck’s equation, with an optional improvement based on Tay-
lor expansion for hyperspectral observations [213]. Taylor expansion also provide
derivative approaches, such as the “Grey Body” method [123]. Finally, multispec-
tral and hyperspectral observations are useful for deriving broadband emissivity via
NTB conversions [52, 54, 207, 214].



U
nc

or
re

ct
ed

 P
ro

of

264 F. Jacob et al.

Fig. 10.4 Validation, against sample based laboratory measurements (squares), of ASTER/TES
emissivity retrievals (circles), for eleven days over a gypsum site at the White Sands National
Monument in New Mexico. TES derived emissivity spectra were averaged over the 11 acquisitions,
where the corresponding standard deviation ranges from 10−3 to 10−2. (From [265].)

Several validation exercises reported 1 K accuracies for NEM, with or without
a priory information [168, 170, 173]. Good results were obtained for the TES al-
gorithm (Fig. 10.4), with accuracies better than 0.01 on emissivity [176] and 1 K
on temperature [173]. Similar performances were reported by [158] when intercom-
paring ASTER/TES and MODIS/TISIE retrievals (Fig. 10.5, the TISIE concept is
presented below).

10.6.2.4 Multispectral MIR and TIR Consecutive Observations

Solving the ill-posed problem to invert Eq. 10.7 is also possible using temporal
series from geostationary or sunsynchronous daytime/nighttime observations. As-
suming emissivity is stable between consecutive observations yields more equations
than unknowns. Then, investigations rely on using TIR observations only [215], or
MIR/TIR observations [12, 186, 188, 216].

TTM is a two step approach for inverting Eq. 10.7 over TIR consecutive ob-
servations [217]. Assuming surface emissivity is constant yields 2N equations for
N + 2 unknowns: N channel emissivities and two radiometric temperatures. Then,
two channels are enough for solving the ill-posed problem. TTM performs better
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Fig. 10.5 Intercomparison, over a Savannah landscape (Africa) and a semiarid rangeland (Jor-
nada), of surface radiometric temperature retrievals from the MODIS/TISIE and ASTER/TES al-
gorithms. Differences were lower than 0.9 K. (From [158].)
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with the SEVIRI finest temporal sampling, and with observations near daily temper-
ature extrema [187, 215]. TISIE is a two step approach for inverting Eq. 10.7 over
TIR and MIR daytime/nighttime observations. Raising emissivity ratios to specific
power yields relative variations free from radiometric temperature. Assuming TISIE
are stable between consecutive observations, MIR r-emissivities can be retrieved,
and next TIR ones. Various TISIE versions were designed for AVHRR, MODIS,
SEVIRI [12, 186, 188, 218]. Day Night Pair is a one step approach for inverting
both Eqs. 10.6 and 10.7 over TIR and MIR daytime/nighttime observations. The
system of 2N equations with N + 2 unknowns can be solved with k additional un-
knowns, as long as k ≤ N − 2. Thus, the 7 MODIS channels allow recovering five
unknowns about atmospheric and surface effects [216].

The accuracies reported for these methods range from 0.5 to 2.5 K, and are
slightly worse for TTM. They correspond to sensitivity studies for TTM and TISIE
[186–188], to validation exercises over various study sites for Day Night Pair
(Fig. 10.6) [181, 182], and to intercomparisons against ASTER/TES retrievals for
TISIE [158].

10.6.2.5 Partial Conclusions

Radiometric temperature is derived by indirectly inverting simulation models
through differencing equations (Eq. 10.9), or directly inverting simple radiative
transfer equations (Eqs. 10.6 and 10.7). Solving the ill-posed problem depends on
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Fig. 10.6 Validation, against sample-based laboratory spectra (lines), of Day Night Pair-based
MODIS retrievals over the Sahara Desert (points). (From [182].)
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the available remote sensing information. A priori information is needed to obtain
good results with instantaneous single channel or dual channel / dual angle data. It
can be avoided with more remote sensing information: instantaneous TIR and MIR
data, instantaneous multispectral TIR data, or temporal series with dual channel
data. Similarly, more surface and atmospheric parameters can be recovered with a
larger amount of remotely sensed information.

Reported accuracies have increased these last years, and are now closer to that
required for further applications, i.e., 1 K. For instance, differences between re-
trievals from ASTER/TES and MODIS/TISIE were found lower than 0.9 K, though
both methods differ in terms of using spectral, directional and temporal informa-
tion [158]. However, ASTER/TES, MODIS/Split Window and MODIS/Day Night
Pair were found very different over Northern America [206]. Current efforts are re-
finements rather than new concepts: desegregation methods should allow benefiting
the synergy between IASI hyperspectral and AVHRR kilometric sensors onboard
METOP. Then, the next challenge is retrieving more elaborated temperatures, dis-
cussed below.

10.6.3 Aerodynamic Temperature

Aerodynamic temperature Taero and thermal roughness length zoh are equivocal vari-
ables which cannot be directly recovered from remote sensing (Section 10.4.1).
Therefore, investigations have aimed at substituting aerodynamic for radiometric
temperature Trad , by parameterizing a correcting factor in the sensible heat flux ex-
pression (Eq. 10.1).

The physical meaning of sensible heat flux (Eq. 10.1) can be preserved using the

multiplicative factor
Taero −Tair(zre f )
Trad −Tair(zre f )

, empirically expressed from LAI [162]. How-

ever, studying this factor from simulations and measurements for growing sparse
vegetation showed significant variations according to meteorological and surface
conditions [63].

The correcting factor can also be included in the kB−1 parameter (Eq. 10.2),
which is then called thermal kB−1 [113]. It includes corrections for (1) the dif-
ference between thermal and mechanical roughness lengths, and (2) the difference
between radiometric and aerodynamic temperatures. According to environmental
conditions, thermal kB−1 varies from a vegetation type to another, and up to 100%
in relative terms [113, 219]. Parameterizations based on near surface wind speed
and temperature gradients depend on sensible heat flux [220]. Overall, formulat-
ing the thermal kB−1 seems almost impossible, since it is driven by several factors
which vary in time and space: vegetation structure and water stress, meteorological
conditions, canopy temperature profile and solar position [221–229].

A potential way for characterizing the kB−1 parameter would be multiangu-
lar TIR remote sensing [230]. However, using this information for deriving soil
and vegetation temperatures seems more pertinent. First, these temperatures are
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functionally equivalent to aerodynamic temperature (Eq. 10.3). Second, they pro-
vide information for monitoring vegetation photosynthesis and soil respiration.

10.6.4 Directional Emissivity and Soil/Vegetation Temperatures

Single directional radiometric temperature can be split into soil and vegetation com-
ponents by closing energy balance for each. However, this relies on strong assump-
tions about vegetation water status [231–233]. The promising approach is then using
multiangular TIR observations [20, 68, 71, 118, 119, 189]. No literature was found
about retrieving soil and vegetation temperatures by inverting simulation models
over multiangular data. Nevertheless, such models have been used for parameter-
izing the soil and vegetation radiative transfer equation which is directly invert-
ible (Eq. 10.10). These parameterizations were designed considering the [8–14] µm
spectral range.

10.6.4.1 Parameterizing the Soil/Vegetation Radiative Transfer Equation

Inverting Eq. 10.10 requires estimating the involved parameters (ensemble emis-
sivity ε(λ j,θ), vegetation transmittance τcan(θ), and vegetation fraction of emit-
ted radiance ω(θ ,εveg(λ j))), with optional simplifications for easier use. Various
complexity degrees have been proposed, listed in Table 10.3 (P1–P8). This yields
introducing two new parameters. Hemispherical gap fraction σ f is directional gap
fraction integrated over illumination angles, to account for atmospheric thermal ir-
radiance down to the soil via the vegetation. The cavity effect coefficient α is the
ratio of canopy to vegetation hemispherical-directional reflectance, to account for
radiation trapping within the canopy.

The finest parameterization (P1), proposed by [118], accounts for multiple scat-
tering and cavity effect. The latter, which does not depend on LAI, was previously
calculated as a function of LIDF and view zenith angle, by using the probabilistic
simulation model from [139]. Similarly, [127] introduced effective directional gap
Fe f f

soil (θ) and cover Fe f f
veg (θ) fractions (P2). Fe f f

soil (θ) included single scattering of soil
emission by vegetation. Fe f f

veg (θ) included single scattering of vegetation emission
by soil and vegetation. Half complex parameterizations (P3–P5) account for multi-
ple scattering, with optional linearizations [68, 71]. The simplest parameterizations
(P6–P8) do not account for cavity effect nor multiple scattering. They differ by their
linearization degrees, and their assumptions about soil and vegetation emissivities
[71, 119, 189].

Some of these parameterizations were assessed in direct mode for simulating
directional ensemble emissivity and radiometric temperature [68]. The conclu-
sions were apart from simplest versions, most provided close results for directional
canopy emissivity, with discrepancies lower than 0.01. For radiometric tempera-
ture, all provided similar results, with differences lower than 1 K. Next, differences
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Table 10.3 Listing of existing parameterizations (P1–P8) for the soil and vegetation radiative
transfer equation (Eq. 10.10), with a decreasing complexity. The spectral dependence was removed
since these parameterizations were designed considering the [8–14] µm spectral range. Labels fi
refer to specific functions proposed by the corresponding references. The dependence on LAI and
LIDF is implicitly included into directional gap and cover fractions Fsoil(θ) and Fveg(θ), the cavity
effect coefficient α(θ), and hemispherical gap fraction σ f [68].

Standard formulation
ε(θ) B(Trad(θ)) = τcan(θ) εsoil B(Tsoil)+ω(θ ,εveg) B(Tveg)

Label From Formulations Remarks

P1 [118] ε(θ) = f3
(
Fsoil(θ),εsoil ,εveg,σ f ,α(θ)

)
Accounts for

τcan(θ) = Fsoil(θ) multiple scattering
ω(θ ,εveg) = f4

(
Fsoil(θ),Fveg(θ),εsoil ,εveg,σ f ,α(θ)

)
and cavity effect

P2 [127] ε(θ) = Fe f f
soil (θ) εsoil +Fe f f

veg (θ) εveg Accounts for
τcan(θ) = Fe f f

soil (θ) multiple scattering
ω(θ ,εveg) = Fe f f

veg (θ) εveg and cavity effect
Fe f f

soil (θ) = f1
(
Fveg(θ),σ f

)
Effective

Fe f f
veg (θ) = f2

(
Fsoil(θ),σ f

)
parameterization

P3 [68] ε(θ) = f5(Fsoil(θ),Fveg(θ),εsoil ,εveg,σ f ) Accounts for
τcan(θ) = f6

(
Fsoil(θ),εsoil ,εveg,σ f

)
multiple scattering

ω(θ ,εveg) = f7
(
Fsoil(θ),Fveg(θ),εsoil ,εveg,σ f

)
P4 [71] Linearizing P3 considering B(T ) ≈ σ T 4 Accounts for
P5 Linearizing P3 considering B(T ) ≈ σ T multiple scattering
P6 [119] ε(θ) = Fsoil(θ) εsoil +Fveg(θ) εveg

τcan(θ) = Fsoil(θ)
ω(θ ,εveg) = Fveg(θ) εveg

P7 [71] Linearizing P6 considering B(T ) ≈ σ T
P8 Simplifying P7 considering εveg = εsoil = 1

decreased with atmospheric irradiance which compensates emission (Eq. 10.7).
However, this is minor under clear sky conditions, with irradiance lower than 30
W. m−2 between 8 and 14 µm [234]. Finally, [127] observed analytical formula-
tion P2 significantly diverged from a ray tracing reference when soil and vegetation
emissivities were very different.

10.6.4.2 Inverting the Soil/Vegetation Radiative Transfer Equation

The various parameterizations reported above have been assessed in inverse mode
considering dual angle observations, nadir and 45 or 55◦ off nadir. Given soil and
vegetation emissivities, dual angle measurements allow retrieving component tem-
peratures. Off nadir angles above 45◦ are required to capture large angular dynamics
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and reduce observation errors [108, 109, 119, 144, 235–237]. Dual angle observa-
tions at 0 and 55◦ correspond to the ATSR suite viewing configuration.

Converging conclusions were reported about the documentation requirements for
canopy structural parameters. Poorly estimating LIDF can result in errors on tem-
peratures up to 1 K [118]. LAI must be known within 5% (respectively 10%) for
a 0.5 K accuracy on vegetation (respectively soil) temperature [118, 119]. Similarly,
a 7–8% relative error on directional cover fraction can induce errors on soil and
vegetation temperatures from 1 to 3 K [189]. Such recommendations have to be
compared with current accuracies on LAI retrievals from solar remote sensing, i.e.,
around 20% [238].

Diverging conclusions were reported about the documentation requirements for
canopy radiative properties, the parameterization degree to be considered, and the
performances. First, [118] concluded a 0.01 accuracy is necessary for soil and
vegetation emissivities, whereas [71] claimed using unity values has no conse-
quence. Second, [71, 119] concluded simple parameterizations similarly performed
than complex ones, while multiple scattering and cavity effect can be neglected.
Conversely, [68] reported it is necessary accounting at least for multiple scatter-
ing (Fig. 10.7). Third, [68] concluded a 1 K accuracy can be reached on both

E
rr

or
 in

 s
oi

l t
em

pe
ra

tu
re

 r
et

rie
va

l (
�C

)

E
rr

or
 in

 le
av

es
 te

m
pe

ra
tu

re
 r

et
rie

va
l (

�C
)

LAILAI

4

3

2

1

0

0 1 2 3

SAIL IRT - Mod1
Mod4 - Mod1
Mod3 - Mod1
Mod2 - Mod1

4 5

−1

−2
0 1 2 3 4 5

SAIL IRT - Mod1
Mod4 - Mod1
Mod3 - Mod1
Mod2 - Mod1

4

3

2

1

0

−1

−2

Fig. 10.7 Performance intercomparison for the different parameterizations listed in Table 10.3.
Mean errors on soil (left) and vegetation (right) temperature retrievals are plotted as functions
of LAI, along with standard deviations (bars). Reference “Mod 1” is the probabilistic simulation
model of [139]. “SAIL IRT” is the TIR version of the SAIL radiative transfer model from [68].
“Mod 2” is the parameterization P6, “Mod 3” the P3 and “Mod 4” the P1. (From [68].)
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temperatures, and better for vegetation than soil; whereas [71] reported lower er-
rors for soil (<2 K) than vegetation (<4 K).

10.6.4.3 Partial Conclusions

Parameterizing the soil and vegetation radiative transfer equation still is in debate, as
is the required documentation. Additionally to parameters to be well estimated, both
structural (LAI, LIDF, directional gap and cover fractions, hemispherical gap frac-
tion, cavity effect), and radiative (ensemble emissivity and radiometric temperature),
inversion includes emissivity and radiometric temperature for soil and vegetation.

When focusing on finer temperatures such as sunlit and shaded components for
soil and vegetation, or canopy temperature profile, complex simulation models with
additional unknowns have to be considered (Section 10.4.3). Then, attractive mod-
eling tools are linear kernel driven approaches for accuracy and feasibility (Sec-
tion 10.4.2). Such a tool have been inverted and validated against multidirectional
observations, with promising results about the potential for adjusting the captured
angular dynamic [103, 128].

Regarding the aforementioned challenges, ongoing multiangular observations are
of prime interest. Maximum temperatures were captured in nadir and solar direc-
tions [58, 73, 108, 109]. Solar peak corresponds to the hot spot effect, with more
sunlit surfaces in the solar direction. Nadir peak corresponds to a larger fraction
of hot soil with a cooler vegetation. These measurements at the ground level have
to be used along with modeling tools, for designing observation configurations and
inversion methods.

10.7 Forefront Investigations: Pertinently Using TIR Remote
Sensing

This section extends the discussion to its scientific context, with the use of land sur-
face temperature for monitoring exchanges of heat, water and mass between soil,
vegetation and atmosphere. For instance, the difficulties faced with aerodynamic
temperature can be overcome using space or time differencing energy balance mod-
els. New difficulties are related to time and space issues. First, monitoring land
surface processes from TIR remote sensing requires accounting for the fluctuating
nature of surface temperature. Second, current spaceborne spatial resolutions do not
systematically provide the appropriate scales for process modeling. This yields de-
veloping new approaches such as remote sensing data assimilation and aggregation /
desegregation procedures.

Regarding the insufficient accuracy on surface temperature and the difficult
use of aerodynamic temperature (Sections 10.6.2 and 10.6.3), several studies have
suggested using soil and vegetation temperatures with two source models (Sec-
tion 10.6.4). However, one source modeling with ensemble radiometric temperature
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still is very pertinent: time and space differencing models have been developed this
last decade, to minimize errors on surface temperature. Spatially, is it possible ad-
justing air temperature from surface one, to make the gradient between both con-
sistent [239]. Similarly, evaporative fraction can be derived from the radiometric
temperature dynamic given an albedo range [59]. Temporally, surface fluxes can
be estimated regarding the potentially extreme situations for the considered sur-
faces [22]. Similarly, time differencing between morning geostationary observations
minimizes error on surface temperature [19]. These approaches have been widely
validated for various environmental conditions, showing the pertinence of such dif-
ferencing concepts [19, 22, 23, 25, 60, 66, 240]. However, they are limited by the
agreement between the assumed and captured variabilities.

Monitoring land surfaces is performed using dynamic models which simulate
the considered processes, such as the functioning of cultivated and natural veg-
etation [241, 242]. Assimilating remotely sensed information allows constraining
model trajectory, to obtain consistent series for the considered processes and re-
lated variables. Model parameters and initial variables (respectively state variables)
are adjusted (respectively readjusted) to make simulations and observations agree-
ing over a temporal window (respectively at a given time) [39, 243]. Minimizing
differences between simulations and observations relies on stochastic methods and
adjoint models [38, 244]. Solar and radar information can be directly assimilated,
since the considered variables are almost temporally stable [242, 245–248]. Assim-
ilating TIR observations requires adding a SVAT model, due to surface temperature
fluctuations [29, 38, 39, 67, 137]. Then, the SVAT model document a simple radia-
tive transfer equation for simulating surface brightness temperature (Section 10.6.1).
To avoid using complex SVAT models, secondary variables such as energy fluxes or
soil moisture can be assimilated in place of primary variables such as surface tem-
perature [34, 249, 250].

Monitoring land surfaces from remote sensing faces the inadequation between
process scales and spatial resolutions (Section 10.3.1). TIR remote sensors perform
at hectometric resolutions with poor temporal samplings, or at kilometric resolu-
tions with daily revisiting. Then, high spatial resolution observations provide valu-
able information for understanding heterogeneity effects and aggregation processes
[21, 63, 119, 251–260]. This is of interest for hydrology and meteorology, when the
considered processes can be monitored at a kilometric resolution. Agricultural is-
sues require higher spatial resolutions, in accordance with the field scale. Since TIR
hectometric resolution remote sensors do not provide sufficient temporal sampling,
a solution is desegregating daily kilometric resolution variables [261]. By using the
well known vegetation index / temperature triangle, it is possible to desegregate TIR
observations from solar ones, since the latter always have higher resolutions [56].
However, this is limited by soil moisture conditions [41, 258]. Other possibilities are
statistical or deterministic desegregation. Statistical procedures have been applied at
the landscape unit scale for solar observations [262]. Deterministic procedures have
been proposed for TIR geostationary observations [115, 263].
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10.8 Concluding Remarks

Significant progresses were achieved for the retrieval of ensemble emissivity and
radiometric temperature, with accuracies almost close to requirements for many
applications. Current efforts are refinements rather than new concepts. Regarding
the difficult use of aerodynamic temperature, it is recommended focusing on soil
and vegetation temperatures which are functionally equivalent. Then, the next chal-
lenge is deriving soil and vegetation temperatures with optional sunlit and shaded
components, and canopy temperature profile from the soil to the top of canopy via
vegetation layers.

Soil and vegetation temperatures can be recovered parameterizing and invert-
ing simple radiative transfer equations, which simplicity is attractive for operational
applications. More elaborated temperatures require finer approaches, with efforts
to be made on measuring and modeling. Ground based goniometric systems allow
capturing complex angular dynamics of brightness temperature. Simulation models
currently under improvement are increasingly accurate. The next step is develop-
ing inversion methods such as inductive learning and lookup tables, already im-
plemented over the solar domain. Expected difficulties result from the temperature
profile which is driven by micro meteorological conditions. Given surface temper-
ature fluctuations require along track observations from space, recovering temper-
ature profile seems limited to few layers, optionally sunlit and shaded. This should
allow designing optimal viewing configurations for spaceborne sensors, in terms of
observation number and angular distribution.

Finally, current focuses on spatial and temporal issues are of importance. TIR
spaceborne sensors do not provide optimum temporal monitoring and spatial scales.
Adequate spatial resolutions and revisit rates still do not exist, despite the numer-
ous missions proposed the last decade. While waiting for such information, it is
necessary developing aggregation and desegregation methods, to benefit of spatial
scales from high resolution sensors and daily monitoring from kilometric resolution
sensors.
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AQ: Please check for
the placement of
Glossary.

AATSR Advanced ATSR
ANEM Adjusted NEM
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
ATSR Along-Track Scanning Radiometer
AVHRR Advanced Very High Resolution Radiometer

DA Dual Angle differencing method
DAIS Digital Airborne Imaging Spectrometer
DAISEX DAIS EXperiment
DART Discrete Anisotropic Radiative Transfer
DART-EB DART-Energy Balance

EFEDA European Field Experiment in Desertification threatened Areas
ENVISAT ENVIronment SATellite
ERS European Remote Sensing
ETM Enhanced Thematic Mapper

FIFE First ISLSCP Field Experiment
FLUXNET Flux Network
FTIR Fourier Transform Infra Red spectroradiometer

GLI GLobal Imager

HAPEX Hydrology Atmosphere Pilot EXperiment
HIRS High-resolution Infrared Radiation Sounder

IASI Infrared Atmospheric Sounding Interferometer
IRSUTE Infra Red Satellite Unit for the Thermal Environment
ISLSCP International Satellite Land Surface Climatology Project

JORNEX JORNada EXperiment
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LAI Leaf Area Index
LIDF Leaf Inclination Distribution Function

MAS MODIS Airborne Simulator
MASTER MODIS / ASTER airborne simulator
METOP METeorological OPerational
MIR Middle Infra Red: from 3 to 5 µm
MODIS MODerate resolution Imaging Spectroradiometer
MSG Meteosat Second Generation
MTI Multispectral Thermal Imager

NDVI Normalized Difference Vegetation Index
NEM Normalized Emissivity Method
NOAA National Oceanic and Atmospheric Administration
NPOESS National Polar Orbiting Environmental Sensor Suite
NTB Narrowband To Broadband conversion

ReSeDA REmote SEnsing Data Assimilation (European research program)

SAIL Scattering by Arbitrarily Inclined Leaves
SALSA Semi Arid Land Surface Atmosphere (Mexico–United States–France

joint research program)
SEBASS Spatially Enhanced Broadband Array Spectrograph System
SEVIRI Spinning Enhanced Visible and Infrared Imager
SMACEX Soil Moisture Atmosphere Coupling Experiment
SPECTRA Surface Processes and Ecosystem Changes Through Response

Analysis (proposal for a European Space Agency mission)
SVAT Soil–Vegetation–Atmosphere Transfer
SW Split Window differencing method
SWVCR Split Window Variance Covariance Ratio

TES Temperature Emissivity Separation
TIMS Thermal Infrared Multispectral Scanner
TIR Thermal Infra Red: from 7 to 14 µm
TIROS Television Infra Red Observation Satellite
TISIE Temperature Independent Spectral Indices of Emissivity
TM Thematic Mapper
TOVS TIROS Operational Vertical Sounders
TTM Two Temperature Method

VIIRS Visible Infrared Imaging Radiometer Suite




