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Abstract

The emission of composite-particles is studied in the reaction p4Au at E;=2.5 GeV, in addition to neutrons
and protons. Most particle energy spectra feature an evaporation spectrum superimposed on an exponential
high-energy, non-statistical component. Comparisons are first made with the predictions by a two-stage hy-
brid reaction model, where an intra-nuclear cascade (INC) simulation is followed by a statistical evaporation
process.The high-energy proton component is identified as product of the fast pre-equilibrium INC, since
it is rather well reproduced by the INCL2.0 intra-nuclear cascade calculations simulating the first reaction
stage. The low-energy spectral components are well understood in terms of sequential particle evaporation
from the hot nuclear target remnants of the fast INC. Evaporation is modeled using the statistical code
GEMINI. Implementation of a simple coalescence model in the INC code can provide a reasonable descrip-
tion of the multiplicities of high-energy composite particles such as >~*H and ®He. However, this is done at

the expense of 'H which then fails to reproduce the experimental energy spectra.
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1 INTRODUCTION

The study of spallation reactions induced by protons -either in direct kine-
matics (protons as projectiles) [1][2][3][4][5][6][7][8][9][10] or in inverse kine-
matics (hydrogen target)[11][12][13][14], or by *He[1][2][15], or by antiprotons
[6][7][16][17][18][19][20] or by pions[6][7][21], or even kaons[6][7] has been re-
cently given a strong impetus for two main reasons. First, it has been ac-
knowledged that such reactions are quite effective in bringing nuclei to a broad
distribution of excitation energies -essentially of thermal origin- without mod-
ifying strongly the nucleonic composition of the initial target-nucleus. Thus
the heated nuclei are not exposed to the strong collective excitations inher-
ent in collisions between both massive projectile- and target-nuclei. Moreover,
since there is only one massive nucleus involved in the reaction, there is only
one type of source. In contrast, interpretation of heavy-ion reaction data typ-
ically has to contend with several sources of light particles (projectile-like,
target-like and intermediate structure). Spallation reactions induced by light
projectiles (or in light target-nuclei in the case of inverse kinematics) thus offer
a unique test bench for the study of nuclei brought to high temperatures|3].
In particular they allow investigating to which extent the well known, sequen-
tial statistical model developed in the early days of nuclear physics works at
higher and higher temperatures. Also, for the first time, fission, not induced
by a massive projectile and thus not strongly influenced by spin effects and
shape distributions, could be investigated in detail either as a function of ex-
citation energy of nuclei initially brought up to temperatures of up to T~ 7
MeV[20] or with respect to the isotopic distribution of all fission fragments
and kinematical properties of the fissioning nuclei[13] .

Thus spallation reactions induced by relativistic light projectiles are subject
of interest in their own right, e.g. as far as the mechanism for energy trans-
fer to the target nucleus and the modes of the induced decay of the system
are concerned. In addition, these reactions have attracted interest because
of their potential applications in the generation of high-intensity beams of
neutrons|[22][23] (ISIS[24], PSI[25], ESS[26]), muons, neutrinos (e.g. the ISIS
facility at Rutherford Laboratories in Europe), or of exotic secondary nuclear
species (e.g. ISOLDE-CERN at Geneva, ISAC-TRIUMPH at Vancouver).
Spallation reactions have also been considered for the transmutation of nuclear
wastes[27][28][29] and/or for developing a new type of nuclear reactor[30][31].
This has triggered systematic investigations of neutron-[6][7][8][10][32][33] and
residue-production [11][12][13][14][34][35][36] in thin or thick targets of heavy
materials in reactions induced by various hadrons over a broad range of bom-
barding energies.

All these exciting perspectives for both their fundamental and applied aspects
have prompted us to investigate spallation reactions in a very detailed and



original way|[1][2][3][4]. For this goal, one needed the experimental informa-
tion to be as exclusive as possible in order to reach a key quantity in such
reactions: the excitation energy brought in by the projectile, on an event-
per-event basis. Also, in order to have more constraints for the interpretation
of the experimental data, a great effort has been made to consider not only
a specific channel but all exit channels making up the whole reaction cross
section.
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Fig. 1. Monte-Carlo simulation of the 2.5 GeV p +Au reaction using a two-step
model, including an Intra Nuclear Cascade step followed by a statistical evapora-
tion/fission stage (for detail see text). The A, Z distributions of the nuclei are given
as a function of excitation energy : at the end of the first step (INC) in the left
hand panels, at the end of the second step (evaporation/fission) in the right hand
panels. The velocity distributions (bottom panel, right) are shown for the evapo-
ration residues, exclusively. Bins in A and Z are unitary, 0.01 cm/ns in velocity
and 20 MeV in excitation energy. The z scale (cross sections) is given in mb per
corresponding bin squared.



A spallation reaction is currently described as a two-step process. In the first
step, the primary nucleon-nucleus interaction is treated as a succession or
cascade of nucleonic and mesonic interactions with the nucleons of the target
nucleus[37]. In a second step, the resulting excited nucleus is allowed to cool
by particle evaporation, as described by equilibrium-statistical models. Figure
1 illustrates predictions made with such a model. Details of the model are
discussed further below. The left-hand panels in Fig.1 show the excitation
energy (E*) dependence of the A, Z and velocity distributions of the target
remnants at the end of the first (INC) reaction step. These results show that
the intermediate nucleus remains, within a few A and Z units, similar to the
initial Au nucleus (A=197, Z=79) whatever be the excitation energy E*. It is
mainly during the cooling stage that many particles can be emitted leaving
most residual nuclei (right hand panels) far away in both A and 7 from the
intermediate nuclei formed (not to consider the fraction of target remnants
undergoing fission). The larger the initial excitation brought to the nucleus in
the first step of the reaction, the farther the residual nuclei appear to be, with
in the extreme cases, a considerable mass loss. These are all the products which
are systematically registered in dedicated experiments[5][11][12][13][14]. The
small recoil velocities of the evaporation residues shown in the bottom-right
panel of Fig.1 illustrate that normal kinematics (proton beam on Au) makes
somewhat difficult their direct on-line detection -some products do not exit
from the target- and justify the GSI approach consisting in shooting heavy
relativistic beams on H targets[11][12][13][14].

If a two-step description of the process can satisfactorily account for the char-
acteristics of the bulk of the light reaction products, as shown in the present
study, it remains that composite light particles (*H, ®H, ® He, *He, °He, 5L, "Li,
Be...) exhibit features which cannot be fully described in this simple reaction
scheme. Already the early works by Poskanzer et al.[38], Hyde et al.[39] and
Westfall et al.[40], as well as the later works by Green et al.[41][42], Ledoux et
al.[2] and Fokin et al.[43], demonstrated that the composite-particle emission
follows a pattern that differs from statistical evaporation. Obviously at vari-
ance with the statistical model are anisotropic emission and the high-energy
tails observed in the energy spectra of composite particles. It was also shown
that the relative abundance of ”equilibrium” composite-particles and "non-
equilibrium” ones depends very strongly upon the nature of the considered
particle. For instance, neighboring isotopes such as *He and *He behave in
strongly different ways, with most of emitted *He being evaporated by the nu-
cleus at thermal equilibrium whereas *He, on the contrary, is mostly emitted
prior to thermal equilibration.

The mechanisms responsible for composite-particle emission before equilibra-
tion are not well understood. Different possibilities have been proposed in
order to explain the origin of composite-particles with momenta close to that
of the incident projectile. The hypothesis that the preformed particles at the



surface of the nucleus can be emitted in a direct knock out reaction is certainly
not the unique explanation as shown in the study of 800 MeV p on different
target nuclei[44]. Indeed, light target-nuclei, like '2C, which are mostly surface-
nuclei and have, in addition, a large alpha-particle component in their ground
state wave function do not favor alpha-particle emission as would be expected
in such a model. In contrast, the so-called "snowball” mechanism which con-
sists of a succession of pick-up reactions looks more appropriate in order to
understand the forward production of *He and *He in 800 MeV proton in-
duced reactions on different target nuclei[44]. In such a scheme the proton
picks up a neutron (or a proton) to form a deuteron through the reaction
p+tn—d+7°(or p+p— d+ 7" ). In one additional pick up, *He is
reached through d + p —* He + 7% or in d + n —> He + n~and then *He
through either *He +n —* He+ 7% or *He + p —* He + n™.

Besides the direct processes giving rise to forward directed emission of composite-
particles[45], an indirect process has been considered as contributing at any
angle by coalescence of two nucleons (or by coalescence of a nucleon with an
already preformed composite-particle obtained through the same coalescence
mechanism) with the involved particles close enough in phase space. When
the pair possesses a wave function that strongly overlaps with the composite-
particle wave function, the particles may fuse due to final state interaction.
This non-direct mechanism for composite-particle production was first dis-
cussed by Butler and Pearson[46]. A coalescence model was successful in inter-
preting the deuteron production in proton induced reactions between 150 MeV
and 500 MeV bombarding energy[43]. However, it is not clear whether such
a phenomenological approach can explain the build-up of composite-particles
more massive than deuterons in either one-step or multi-step processes.

In this paper, we investigate in detail the conditions under which the composite-
particles 2H, ®H, *He, and *He, are emitted in the 2.5-GeV p+Au reaction.
This has been made possible due to the coincident detection of neutrons and
charged particles, both over 47 and with high detection efficiency. From these
multiplicity data one is able to infer the excitation energy, E*, event-wise. One
particular issue investigated in the present work is how the emission of non-
equilibrium composite-particles depends on E* or less directly on the impact
parameter.

The paper is organized as follows: in the next section, the experimental set-
up and the data analysis are described. In Section 3, data related to excita-
tion energy determination are reviewed. In section 4, a detailed analysis of
non-evaporative, composite-particle emission patterns is discussed. Section 5
contains a summary of the conclusions.



2 EXPERIMENTAL ASPECTS AND DATA ANALYSIS

2.1 EXPERIMENTAL SET-UP

The experiment was performed at the COSY accelerator in Julich with a 2.5
GeV proton beam impinging on a 8.62 mg/cm? thick Au target, inclined at
an angle of 45° with respect to the beam axis.

The thickness of the self supporting target was determined by areal weight
and further checked by energy loss measurements of a-particles from ?'2Bi and
#2Pg. The 25 x 27 mm? target was glued on a 0.2 mm thick Al frame with a
central opening of 20 mm in diameter. An identical empty frame, mounted on
the same pole as the target frame, was used for background measurements,
before and after the target irradiation. The background was always observed
as negligible in the yields of the telescopes (to be described later). The target
was mounted at the center of two concentric 47 detectors, the Berlin silicon
ball (BSiB) for detection of charged particles[47] and the Berlin scintillator
tank (BNB) for neutron detection[7].

The BSiB consists of 162 (148, in the present experiment) silicon detectors (500
pm thick) making up a sphere with a diameter of 20 cm. A detailed description
of the BSiB can be found in Enke et al [3]*. For each BSiB detector, three
signals were collected: the time-integrated charge and amplitude of the signal,
allowing pulse shape discrimination and 7 identification and the time of flight
permitting mass determination. The start signal was provided by an in-beam
plastic scintillator mounted 11.2 m upstream of the target while the stop
signal was derived from the S5i detectors. The total time resolution is about
0.9 ns. The energy calibration of the Si detectors was made with a-particles of
241 Am, 212Bj and ?'?Po sources. The detectors acted either as stop detectors or
AE detectors, depending on the nature and energy of the considered particle.
Details about particle identification can be found in Lott et al.[18].

Due to the single layer of 500 pm thick Si detectors, the accessible energy range
of charged particles was limited up and down. The lower energy cutoff was
intrinsically low (2.2 MeV+ 0.3 MeV) and similar for all kinds of light particles.
The upper cutoff was determined for those particles punching through with
an energy deposition equal to the lower threshold. It amounts to 26+4, 4946
and 767 MeV for 'H, ?H and ®H, respectively. The produced He isotopes and

heavier particles were not affected by the upper threshold. The most energetic

4 Recent precise calibrations of the BSiB geometrical efficiency[48] have shown that
the global efficiency of 80% given in ref.[3] has to be decreased by (8+2)%. We have
checked that such a reduction of the efficiency has only minor consequences on what
is developed in the present paper.



H isotopes and all pions arising from the first step of the reaction were not
observed. The problems of limited energy range for H detection as well as
of modest isotopic resolution were solved at 30 °, 75 ° (twice), 105° (twice)
and 150° by replacing the 500 pum detectors by telescopes. The latter were
made of successive 80 pm, 1000 gm AE-Si detectors backed by a 7 cm thick
Csl detector with a photo-diode readout and sustended solid angles of about
2.1072 of 4 sr, each. The lower energy cuts were somewhat higher for the
telescopes due to the requirement of the particle punching through the 80 ym
thick detector. These thresholds amounted to 2.8 MeV for 'H, 3.6 MeV for *H,
4.1 MeV for *H, 15 MeV for *He and *He and 26 MeV for Li isotopes. As will
be shown later on in Fig.3 and Fig.4, these values are well below the Coulomb
energies for emitters having masses close to 200. The energy calibration of the
Si detectors was also performed with the Am source while the Csl response
was calibrated on-line by means of well identified particles traversing the Si
detectors. The mass resolution was excellent up to Be, B isotopes detected by
the 80pm-1000pum pair of Si detectors.

BNB

1030 cm 90 cm 480 cm 713cm

Fig. 2. Layout of the experimental set-up (not to scale), with the central Berlin
Neutron Ball (BNB), the Berlin Si Ball (BSiB), the 6 telescopes and the auxiliary
plastic scintillator detectors (for detail see text), including the in-beam start detector
S1. The position of the different elements is given by the bottom scale.

The BNB is a spherical shell containing 1.5 m?® liquid scintillator with an
inner and outer diameter of 40 cm and 140 cm, respectively. The scintilla-
tor was loaded with Gd (about 0.4 % in weight). The signal induced in the
BNB by a nuclear reaction is made of two distinct components separated in
time[49]. The prompt component induced by v rays, energetic charged par-
ticles (those crossing the inner wall of the BNB) and neutrons was used to
infer a nuclear reaction and was also utilized as a timing signal. A delayed
signal occurred each time a neutron, once thermalized, was captured by a
Gd nucleus. Counting these signals over a period of 44 us after a reaction
event has been detected provided the neutron multiplicity. The detection ef-
ficiency for evaporated neutrons (with a few MeV kinetic energy) was about
85% as checked continuously during the experiment, using a 2°2Cf neutron



source as a reference. For more energetic neutrons, arising during the first
steps of the p-nucleus collision, the efficiency dropped down rapidly (about
40% and 15% for 30 and 100 MeV, respectively). The actual overall detection
efficiency can be computed using a Monte-Carlo simulation model assuming a
given neutron energy distribution[3]. The overall neutron detection efficiency
increased from about 50% for the most peripheral collisions (those generating
the largest fraction of non evaporative neutrons) to nearly 80% for the most
dissipative collisions (when nearly all emitted neutrons are evaporated). As
will be shown later on, the neutrons of interest for inferring the excitation
energy event-wise were the evaporated neutrons which were always measured
very efficiently whereas the high energy neutrons (then considered as parasitic
in the counting) were weakly detected but nevertheless taken into account.

The trigger for the presented data was provided either by the fired Si detec-
tor(s) of the BSiB or by the second member (1000 pm thick Si detector) of
one of the telescopes.

The whole experimental set-up is sketched in Fig.2 with the two balls, BNB
and BSiB -as the main and central part of the equipment- and auxiliary plastic
beam detectors labeled Sy, S3, S5-Ss, S10, S11-S14. The S;detector, 0.3 mm thick
and 20 mm in diameter, positioned 11.2 m upstream from the target was the
start detector counting up to about 10° pps. The S3 and Ss-Sg detectors,
located at about 1 m upstream of the target, were veto detectors, used in
order to tag all off-axis protons. The focus of the main beam at the center
of the target was about 2 mm in diameter on a quartz in target position.
The Si9 detector was used to cross-check the S; counting and S11-S14 were
utilized for focusing and aligning the beam on axis. The beam normalization
for determining cross sections was obtained from the counting of S; corrected
for off axis protons detected by either Ss or S5-Sg. A dead time correction for
data acquisition was made.

2.2 FEXPERIMENTAL DATA AND THE EVENT-WISE EXCITATION EN-
ERGY DETERMINATION

The energy spectra are given for all particles detected at 30° , 75°, 105° and
150° in Fig.3 and Fig.4. As already was shown earlier by Poskanzer et al.[38], all
particles exhibit a rather similar evolution of their energy spectrum with angle,
with an "evaporation-like”, low energy component at all angles and a high
energy tail, more pronounced in the forward direction. The intensity of the first
component does not depend sensitively on the emission angle in contrast with
the high-energy component decreasing in intensity with increasing emission
angle. The solid lines (dotted line for 'H) in Fig.3 and Fig.4 represent the
evaporation component as it is obtained in a full simulation to be described
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Fig. 3. Doubly differential cross sections for the production of the H isotopes as
measured by the telescopes set at 30°, 75 °, 105° and 150°, from top to bottom in
each panel (dots). For 'H, the dotted, dashed and solid lines result from the second
stage (evaporation), the first stage (INC) and their sum, respectively, of a two-step
Monte-Carlo simulation (see text). For 2H and ®H the evaporative contributions are
shown by solid lines.

later on in this paper. It is worth noting that about 1/3 of the a-particle
production proceeds through the primary evaporation of the unstable nucleus
"He which is implemented in the GEMINT code[4]. It should be stressed that,
due to the large straggling in the recoil velocity of the emitters -as shown in
Fig.1- the measured spectra cannot be transformed globally in the c.m. system
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Fig. 4. same as Fig.3 (*H and ®H) for He and Li isotopes.

to be compared with the model data but the comparison can only be made
the other way around, with the modeled data transformed event-per-event in
the lab system, as done here. The ratio between the low-energy evaporative
component and the high-energy component depends strongly upon the nature
of the considered isotope. This is best seen for *He and *He with the high
energy component rather strong for *He when compared to the low energy
one and weak for *He. Such an observation had already been made at 300
MeV[41][42] and 5.5 GeVI[38] bombarding energies and thus appears to be
a quite general feature in a broad energy range for proton induced reactions.
This distinct behavior for *He and *He reaction products has also been noticed
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in heavy-ion induced reactions[50] and attributed to different emission times.
The experimental energy-integrated cross sections, given in Table 1, are all
shown in the left panel of Fig.5 as a function of emission angle and are then
compared to the simulated evaporative part (right hand part with thick lines).
3He is much more forward peaked than *He and this is clearly due to the quite
different strength of the non-evaporative part for the two isotopes.

Particle 30° 75° 105° 150°

'H 8184 62 | 560+£42 | 46535 | 394+30

ZH 219419 | 1414+£12 | 118+£10 | 9848

°H 106+9 70£6 65+5 5244

3He 2843 18+2 14+1 | 9.14+0.8

1He 200+£17 | 156413 | 146+£12 | 128411

SHe 3.2404 | 2.340.3 | 2.140.2 | 1.84£0.2

Li 3.6+0.4 | 2.6+0.3 | 1.3+0.1 | 1.0£0.1

“Li 7.7£0.8 | 4.9£0.5 | 3.940.4 | 2.440.3

Table 1
Energy integrated cross sections (mb/sr) at four detection angles for all measured

lep. The given errors include statistical and systematical errors. The integration
ranges on energy are 2.8-200 MeV , 3.6-200 MeV, 4.1-200 MeV for 'H, %H, 3H,
respectively and 15-200 MeV and 26-200 MeV for H, He and Li isotopes, respectively.

The detailed account of the angle-integrated cross sections as they are mea-
sured and as they can be split between evaporative particles -obtained by the
model simulation- and non-evaporative particles -obtained by the difference-
is provided in Table 2, together with the fraction of non-evaporative particles.
As shown in Fig.6, the latter fraction depends strongly on the nature of the
considered particle and results from a complex interplay between the different
properties of the latter: mass, atomic number, binding energy, nuclear den-
sity. Also, as already noticed in previous investigations[2][39][41], even more
massive composite-particles like Li isotopes clearly exhibit a non-equilibrium
component (Fig.4).

The data of the present experiment have been compared with the prediction
of a two-step model including an Intra Nuclear Cascade (INC) followed by
a statistical deexcitation when the nucleus achieves thermal equilibrium. As
shown in a previous article[3], the often used INC approach first developed by
Bertini[51] and later included in High Energy Transport Codes (HETC) such
as LAHET[52] or HERMES[53] fails to reproduce spallation data on heavy
targets by strongly overestimating the amount of energy deposited by the inci-
dent proton in the target nucleus. A much better agreement has been recently

11
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Fig. 5. Left: angular distributions of the reaction products given in (mb/sr) as
measured (symbols) and as fitted with Legendre polynomials (lines). The integration
ranges on energy are 2.8-200 MeV , 3.6-200 MeV, 4.1-200 MeV for 'H, ?H, ®H,
respectively and 15-200 MeV and 26-200 MeV for He and Li isotopes, respectively.
Right: the experimental data (symbols and thin lines for H, *H,*He) are compared
with the simulated evaporative component from the two-step model (thick lines).

reached[3] with the improved INCL2.0 version of the INC code developed by
Cugnon[54][55]. This code has been utilized to investigate the 2.5 GeV p+Au
reaction, with the second step of the reaction being treated with the evapo-
ration /fission code GEMINI[58]. Standard parameters have been used and no
attempt has been made to optimize the parameters. In the INCL2.0 code, the
depth of the potential well was set to Vo=-40 MeV and the inelastic reaction
cross section was normalized to ¢;,=1743 mb|[3]. In the GEMINI code (ver-
sion 5/97), the level density parameter was set to a=A /10 MeV™', a;/a,=1.0
and symmetric fission was assumed. The incoming wave boundary condition
(IWBC option) for calculations of the transmission coefficient was used.

12



As shown in Fig.3, the simulation for *H production considers the two steps
of the process (given by the dotted and dashed lines for evaporation and
INC emission, respectively, and by the solid line for their sum) whereas for
composite-particles (Fig.3 and 4), only the second step (evaporation) is con-
sidered (solid line). The overall agreement at low energy (close to the emission
barrier) is rather satisfactory for all considered particles (except “Li) at all
emission angles indicating that evaporation is correctly accounted for. This
is best shown at 150°, where evaporation is the dominant component for all
particles. This good agreement means that the excitation energy distribution
at the end of INC is properly described by the employed INC model, as was
also already noticed[3] at 1.2 and 1.8 GeV bombarding energies. Also, the high
energy part of the 'H spectra is rather satisfactorily reproduced at most angles
by the INC model. This good agreement gives already some confidence in the
employed model. As will be shown further below, the multiplicity distribution
data for both charged particles and neutrons give additional support to the
reliability of the simulation.

100
20
g L
c 80 [ s Y .
S PRI 1
§ 70 i LA S | +
2 S T
= H Y e
g ® . R
8 s [ o4 Tl
s to *

b Fry

i R L

0O 20 40 60 80 100 120 140 160 180

© (degrees)

Fig. 6. Fraction of the deduced direct (i.e. non evaporative) emission to the totally
measured production for H and He isotopes, as a function of emission angle.

The measured correlated distribution between neutron and light charged par-
ticle multiplicities (coloured contours) is shown in Fig.7 (lower right panel)
together with the simulated one after correction for detection efficiency (con-
tour lines). The simulated data using the INCL2.0 and GEMINI codes are first
shown as obtained without any correction of detection efficiency, summed over
the two steps of the reaction (upper left panel) or during the evaporation stage
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only (upper right panel). For completeness, we note that the simulation in-
cludes the production of spurious neutrons from secondary reactions induced
by high energy cascade particles (E>150 MeV) with either the BNB shell (2-
3 mm of stainless steel) or the scintillator liquid. On the average, from the
neutrons thus produced, only about one is detected.

Ototal (b) Oevaporated (b) Ototal — Oevaporated (b) Udirect/atotal

'H | 6.98+1.04 2.75+0.06 4.23£1.10 60%

H 1.7740.29 0.99+£0.03 0.78+0.32 45%

3H 0.90+£0.13 0.59+0.02 0.31£0.15 35%
3He 0.2140.04 0.0684-0.009 0.14£0.05 70%
1He 1.96+0.30 1.7440.04 0.2240.34 10%
SHe | 0.02740.005 | not implemented

SLi | 0.02540.006 0.022 £ 0.005 0.003 £0.011

"Li | 0.056 & 0.012 0.026 £ 0.006 0.03 £+ 0.018

Table 2

Energy- and angle-integrated production cross sections: as determined from the
telescopes (first column), as simulated for evaporative particles (second column), as
deduced by difference for non-evaporative particles (third column). The last column
provides the fraction of non evaporative particles. For energy limits and error bars,
see table 1.

It is clearly shown that at 2.5 GeV bombarding energy the evaporation stage
provides most of the emitted particles (comparison between the upper panels
in Fig.7). From a comparison between the upper left and lower left panels,
it can be concluded that the consideration of the energy-dependent detection
efficiency only weakly affects the pattern of the whole picture, just shrinking
it. The remarkable agreement between the measured data and fully simulated
ones (lower right panel of Fig.7) is also highlighted in some more detail in the
projections of these multiplicity distributions presented in Fig.8 for neutrons,
7Z=1, Z=2 particles and their sum (denoted by Ip: light particles). The exper-
imental data are presented by dots, the efficiency uncorrected simulated data
by dashed histograms and the efficiency corrected ones by solid histograms.
The shaded areas result from the additional condition that at least one charged
particle is detected. As a consequence, for meaningful comparisons between
experimental data (solid dots) and simulated ones, the shaded areas must be
considered.

One may wonder why good agreement between simulated data and experimen-
tal data (Fig.8) is obtained, even though composite particles are also emitted
in non-evaporative processes which are neglected in the calculations. The rea-
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son is that the non-evaporative composite-particle contribute about 24% in
the charged particle balance but only 12% once filtered by the high energy
detection thresholds of the 47 detector array.

L GEMINI

L INC+GEMIN
25 | N 10
I 1
20 - b)
15 1
10 |
0

FINC+GEMINI filtered | Experiment

L cp multiplicity
o

- C ,d
20} 9 - 9 0.05

St M 1
0 10 20 30 4 0 10 20 30 40
Neutron multiplicity

Fig. 7. Production cross sections (z coloured scale, expressed in mb per M,, and
M., units) as a function of lep and neutron multiplicities. a): as directly obtained
from the two steps of the Monte-Carlo simulation (see text). b): as obtained from
the second step only (evaporation). c): the data from a) have been filtered by the
detector acceptances (or energy dependent efficiency for the neutrons) d): the shaded
plot represents the measured data and the contour lines, the simulated data shown in
c), thus allowing direct comparison. Successive contour lines represent a doubling in
cross section with the lower level at 0.05 mb per unit neutron and lep multiplicities.

With the model calculations providing good agreement with the bulk of the ex-
perimental data, one can make use of this model in order to infer the excitation
energy. The latter is given in Fig.9 at the end of the INC step and was deduced
by a procedure to be described in the following. As was shown in a previous
article[1], the intra-nuclear cascades are followed by the time-dependent INC
program until the deposited energy was found to be statistically distributed
over all nucleons in the target remnant, such that subsequently emitted par-
ticles showed thermal emission patterns, i.e., isotropic angular distributions
and Maxwell-Boltzmann energy distributions. In the INCL2.0 version of the
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Fig. 8. Multiplicity distributions of the neutrons (n), summed hydrogen isotopes
(H), summed He isotopes (He) and their sum (Light particles: lp). Dots: as mea-
sured with the trigger condition (Mlcp>1). Dotted histograms: as Monte Carlo
simulated (see text). Solid histograms: as Monte Carlo simulated and corrected by
detector acceptances (energy dependent efficiency for the neutrons). Shaded areas:
as before with the additional condition (Mlep>1) to allow direct comparison with
experimental data (dots).

INC Liege code, there is an option (called thereafter ”default option”) allow-
ing the thermalization time to be automatically determined as a function of
the impact parameter. The presented data are actually obtained by using this
"default option”. It is checked on « -particles, the only particles which are
more than 85% evaporation-like particles, that the multiplicity of these parti-
cles is reproduced when using the default option. It can be shown, by changing
arbitrarily the equilibration time to values of 20 fm/c and 30 fm/c for all im-
pact parameters, that this time greatly influences the amount of evaporated
a-particles (Fig.10) and the excitation energy distribution (Fig.9) and that
the best agreement is found with the ”"default” option. The average default
time is found to be <t.,>=22.7 fm/c. Verifying that the chosen cutoff time for
the INC calculation is properly matched to the energy equilibration time, e.g.,
by the above test involving a-particles, is crucial for a reliable determination
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of the excitation energy, E*.
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Fig. 9. Excitation energy distributions under the condition that M;.,,>1 and as
directly given at the end of the INC stage of the Monte-Carlo simulation with several
equilibration times. The impact parameter dependent ”default” time is found to be
22.7 fm/c on the average. Note that in contrast to the ”default” option which is
impact parameter dependent, the 20 and 30 fm /c simulations have been run without
such a dependence.

In our previous work[3][16][18], we have established a method to deduce the
excitation energy remaining in the nucleus after the fast INC interaction from
a comparison of the total number of detected light particles with the one
calculated from an evaporation code, e.g. the code GEMINI. In the present
analysis some refinements have been introduced to this method: we simulate
the entire reaction and use the predicted multiplicities of neutron and charged
particles from the two reaction stages, including appropriate corrections for
spurious particles and detection losses, to ”calibrate” the experimental (M,,,
M;.,) data in terms of the average excitation energy E*=E*(M,,, M,.,). Also,
E* is determined no longer from the simple summed number of indistinguished
neutral and light charged particles but rather from their two separate numbers.
This distinction has also been shown very useful in interpreting data from
heavy-ion collisions[56][57].

Fig. 11 displays a two-dimensional contour diagram of <E*> vs. M,, and M,
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predicted as explained before. All appropriate corrections have been applied
to the simulated data. In the following discussion, to every measured event, a
corresponding average excitation energy E* has been estimated based on the
coincident multiplicities (M,,, M;,,) and in accordance with the calibration

function E*(M,,, My.,)

10 — default
s T ! C e t=20fm/c
i i e t=30fml/c

® experiment

d%0/dQdE (mb/(srxMeV))
[EN
1

Energy (MeV)

Fig. 10. Energy distribution of *He, as measured with the telescope at 150° (dots)
and as given by the INCL2.0 + GEMINI Monte-Carlo simulations (histograms) with
different switching times for the INC process including the one given by default by
the code. For detail see text.

Fig. 12 illustrates estimates for the systematic uncertainties associated with
the determination of the average excitation energy <E*> from measured par-
ticle multiplicities (M,,, M;.,). The top panel provides absolute "error bars”
corresponding to + one sigma value while the bottom panel shows the relative
uncertainties og./E* in the determination of E*. Reasons for an inferior res-
olution at lower excitations include a relatively lower number of particles and
more significant effects of efficiency corrections for particles being dominantly
of non-evaporative character.

At very large E*, the absolute uncertainty is also greatly influenced by effi-
ciency effects which become crucial in the tail of a distribution. It should be
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noted that without detecting the neutrons -as in most experiments- the ac-
curacy of the E* reconstruction would be further reduced. Indeed for a given
lep multiplicity, the neutron multiplicity distribution is very broad. Assuming
event-per-event a single average neutron multiplicity, as often done in at-
tempting to correct for neutron evaporation without measuring the neutrons,
deteriorates further the E* reconstruction.

E* (MeV)
A r IlOOO
i 1] o
20 | 0o -
i i i 800
O
i 0
o 15 | 0 O — 600
o - uli
= ooooE
000000000 0
- 00000000000000
10 | [ DoODO0O00O0DO0L —{ 400
- 00000000000000000000¢
0000000000000000000O0C
00000000000000000C
5 200
0 1 0
50

Mn

Fig. 11. The matrix provides E* (coloured code running on the right hand side
as well as the size of the box proportional to E*) as a function of neutron and
lep multiplicities, as obtained from the simulation and considering both INC- and
evaporated particles. The acceptance and detection efficiency corrections are made
on the given multiplicity values such that the matrix is directly usable as an abacus
for determining E* on an event-per-event basis from the measured multiplicity data.

One may wonder why a distinction between Z=1 and 7Z=2 particles has not
been made in our approach to infer E*. As a matter of fact, both types of
evaporated particles remove a similar amount of energy when emitted, sim-
ply because for heavy emitters their difference in binding energy is roughly
counterbalanced by the difference in Coulomb energy.

As a last remark, the reconstructed E* distributions using the method de-
scribed by Enke et al.[3] or including the refinements of the present approach
do not exhibit sensitive differences. This stems mainly from the fact that the
iso E* contours of Fig.11 are rather parallel in the Mlcp-Mn plane once all
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Fig. 12. The upper figure expresses for each E* bin as given by the Monte Carlo
simulation (i.e. at the end of the INC step) the reconstructed < E* > from Fig.11,
using the simulated multiplicities of n and lcp. The error bars correspond to + one
sigma deviation. The relative uncertainty (og./E*) in the determination of E* is
shown on the bottom figure as a function of E*.

emission and detection effects are taken into account, thus showing that the
distinction between neutrons and lcp has only a weak effect on E* determina-
tion.

3 COMPOSITE-PARTICLE EMISSION

As already shown before in Fig.6 and Table 2, a sizeable fraction of the de-
tected composite-particles is not emitted during the evaporation stage and
cannot be accounted for with the two-step model used so far. This is also
shown in Fig.13 and in Table 3 in terms of average particle multiplicity as
a function of excitation energy, the latter estimated from the measured mul-
tiplicities (M,, My.,) as explained above. The experimental data represented
by symbols in Fig.13 include all charged particles detected by the telescopes,
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integrated over detection angle and kinetic energy. These data are compared
with theoretical multiplicities (curves in Fig. 13) obtained from calculations
based on evaporation only. Again, corrections for detection efficiency have
been applied to the results of the calculations. The difference between the two
sets of data evolves with excitation energy in a rather systematic way: The
lower the excitation energy, the larger the contribution of non-evaporative
particles appears to be. At the highest excitation energies, i.e., for the most
complex INC’s, emitted particles are mostly due to statistical evaporation.
It is also observed, qualitatively at least, that non-evaporative proton and
composite particle patterns develop with excitation energy in very similar
fashion. This hints to a common origin of these components. For example, the
composite-particles could be formed in the occasional coalescence of several
non-statistical nucleons.

It is instructive to examine the evolution of the proton energy spectra with
emission angle and with increasing excitation of the target remnant. In Fig.14,
a comparison is made between experimental data (dots) and the total theo-
retical spectra (solid line) including evaporation and non-statistical particles,
when coalescence is ignored in the simulation calculations. Even though qual-
itative agreement is obtained between data and simulations, the simulations
often over-estimate the low energy component and miss the slope of the high-
energy component.

An enlargement of the low energy part of the spectra measured at 30° and at
150° and a decomposition of the simulated spectra into their different compo-
nents (Fig.15) reveals several interesting features. One can distinguish three
energy zones: up to about 15 MeV, evaporation (shaded areas) is dominant,
above 40 MeV, direct emission (dashed curves) is dominant and, in between,
the two processes contribute more evenly but with different weights at 30° and
150°. For all excitation energies and emission angles, the simulations repro-
duce relatively well the evaporation part (E<15 MeV) of the spectra. Particle
energy spectra in the rangel5 MeV<E< 40 MeV are still well described at
backward angles (150°), where evaporation is dominant. At more forward an-
gles (30°) where the more directly emitted particles dominate, the agreement
is less satisfactory. In the latter case, the sum of the direct and evaporative
components as they are simulated (solid histograms) over-estimates the ex-
perimental data for all excitation energy bins. At higher energies (Fig.14 and
Fig.15) (for E>100 MeV at 30° and for E>40 MeV at 150°), the model cal-
culations under-estimate the experimental data for all considered excitation
energy bins. How can all these features be interpreted? In so far as the evap-
orative character of the ejectiles is considered, the good agreement given by
the model for the protons reinforces what has been already stressed before
for *He: The INC step of the hybrid model accounts very well for the total
excitation energy deposited in the target remnant, while the statistical evapo-
ration model (GEMINI) provides a realistic picture of the distribution of this
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Fig. 13. Angular integrated charged-particle multiplicities as a function of excitation
energy: Symbols: As determined from the measured multiplicity data (with statis-
tical error bars included within the symbols when not apparent) not corrected for
detection efficiency. Lines: As obtained from the evaporation stage of the simulation
and corrected for detection acceptance (not implemented for ®He). Note that table
3 also provides detailed figures (in term of multiplicities and relative abundances)
related to these data.

energy among the possible decay channels. The difficulty experienced by the
hybrid model to account for the measured charged-particle spectra is unlikely
to be due to charged-particle auto-correlation artifacts induced by the use of
the correlation E*(M,,, My.,). Charged particles do simply not carry enough
excitation energy, while the neutron evaporation is the dominant decay chan-
nel of the hot and heavy target remnant. Furthermore, since the correlation
E*(M,,, My.,) does not distinguish between different charged-particle types, it
cannot be responsible for a bias for or against a particular species.

22



In contrast with the evaporative component of the proton spectra, the more
direct and higher-energy (40<E<150 MeV) component of the spectra (Fig.14)
is not satisfactorily reproduced by the model, especially at backward angles.
In the model, these relatively low energy particles (low energy as compared
to the projectile energy) are essentially released near the end of the intra-
nuclear cascades. Backscattering is very unlikely to occur at the early stages
of the INC, which is strongly forward peaked in the laboratory. Since nucleonic
correlations and realistic Fermi motion of the nucleons are not considered in
the INC model, its failure to account for high energy particle emission at
backward angles can be expected. Moreover, towards the end of the INC stage,
the nucleons are still treated as though their de Broglie wave lengths were still
small as compared to the inter-nucleonic distance (the basic assumption of
the INC treatment). This condition is certainly not fulfilled with nucleons at
several tens of MeV. Therefore one cannot expect a perfect agreement between
experimental and simulated data.
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Fig. 14. Doubly differential cross sections for the proton production detected at
four angles and for five E* bins (from bottom to top: E*= 0-220, 220-370, 370-470,
470-570, E* >570 MeV). The experimental data are given by dots and the simulated
ones by solid lines. A 10° factor (i = 0,...,4) has been applied from bottom to top,
to the ordinate scale. The fluctuations in the curves have statistical origins.
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Fig. 15. Doubly differential cross sections for the proton production as obtained
from experimental data (dots) at 30° and 150° for five E* bins. The shaded spec-
tra represent the simulated evaporative contribution, the dashed histograms the
simulated direct INC contribution and the solid histograms their sum.

In order to investigate the possible formation of composite-particles by co-
alescence during the INC stage, some modifications have been made in the
INC treatment following the prescriptions by Nagle et al.[59] or Mattiello et
al.[60]. Each time a nucleon is about to leave the nucleus (i.e. with an exit
time shorter than the average collision time), an inspection is made over all
other nucleons in order to check whether there are one or several nucleons close
enough in phase space to allow the formation of a stable composite-particle
(unstable di-neutrons and di-protons (*He) are excluded). When matching the
phase space criterium, the binding energy of the composite-particle is taken
into account in the energy balance of the system. Then, as any individual nu-
cleon, the composite-particle is either reflected on the wall of the potential well
describing the nucleus or is emitted, depending on its kinetic energy. When
emitted, its kinetic energy is reduced by the potential energy of its composing
nucleons. When the composite-particle is reflected on the potentiel wall, its
composing nucleons are set free and, all, backscattered by the wall and they
become available again in the nucleus and in the INC process. This some-
what arbitrary prescription for the dynamics of composite-particle emission
may lead to some underestimation of proton emission at intermediate energies,
discussed further below.

In this coalescence model, composite-particles are thus not allowed being
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formed in the interior of the nucleus and only the surface layer contributes
effectively to their semission. This assumption appears reasonable for weakly
bound quasi-deuterons but may be debatable for strongly bound particles as

4He.

In the algorithm applied in the calculations, composite-particles with A>2 are
formed by successive coalescence, even if the process is essentially prompt. In
other words, the phase space conditions must be satisfied first for 2H, before
heavier particles can be formed.

For any nucleon, i, about to leave the nucleus, one considers all other nucleons,

j, to compute both r;;= | 77 — 77 | and the relative momentum p;; = R

o — ﬁ | . Instead of imposing the twofold condition: p;; < Apg and r;; < Arg,
as done for instance in [61], which would somewhat restrict the available phase

space for ?H formation, relative momenta and positions of coalescing nucleons
are required to fulfill the condition that

rij-pij < Arg.Apg

The condition r;; > 1 fm in order to take into consideration the repulsive
character of the nucleon-nucleon potential at short distances is fulfilled by the

INC model.

The procedure is generalized to any intermediate composite-particle, just by
replacing in the preceding equations, the r; and p; vectors by the corresponding
ry and py vectors: the coordinate and momentum of the composite-particle
N |, respectively.

One thus gets by generalization of the preceding equation:

- m M
Ryy= | B = 7 | and py =] 5 % — 70 |
with My and m;, the masses of the intermediate composite N and nucleon j,
respectively.

As a general condition for the accumulation of a further nucleon by a cluster
of N nucleons one formulates:

RN]‘.PN]‘ < ATQ(N,j).Apo(N,j) with RN]‘ > 1fm

The product Arg(N, 7).Apo(N, 7) has been adjusted for each type of composite-
particle in order to reproduce its production as given by the experimental data
(Table 4). Values of 336 fm.MeV/c have been deduced for the production of
’H, 315 fm.MeV/c for ®*H (*H+n) and *He (*H+p) and 300 fm.MeV /c for *He
(either through (*H+p) or (*He+n)) (Table 3). For the deuterons with 50 MeV
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<Eq4 <200 MeV generated by our model, the Ry;.Pn; < Arg(N,7).Apo(N, 7)
condition leads to < r;; >=2.0 fm. It can also be noted that in so far as the
deuteron production is concerned, one can find in Nagle et al.[59] Ary = 2.1
fm and Apy = 150 MeV/c leading to (Arg.Apy = 315 fm MeV/c) in close
agreement with the value of 336 fm.MeV /c used in the present study. It must
also be stressed that in the present model these parameters have some connec-
tion between each other. Indeed, when considering the formation of either *H
or ?He from ?H, one depletes the production of the latter composite-particle in
order to produce the former. In other words, if we had ignored the production
of particles with mass A>2, we would have needed Arg.Apg smaller than 336
fm.MeV/c in order to fit the deuterium data.

Reaction Arg X Apg (fm.MeV /c)
p+n—d 336
d4n—t, d4p—3He 315
t+p—*He, *He4+n—*He 300

Table 4
Phase space parameters used in the coalescence model for the production of different
composite particles.

In Fig. 16 the results of the simulations following the implementation of coa-
lescence in the INCL2.0 code are shown at 30° for H and He isotopes together
with the experimental data. The satisfactory agreement obtained for *H, *H,
3He when using the above mentioned parameters for Arg.Apg is not surpris-
ing since it results from a fitting procedure. However, it was impossible to
fit the *He spectrum with a physically reasonable Ary.Apy value. The sim-
ulation done for *He exhibits in Fig 16 a strong underestimation. This may
arise from two types of deficiencies in the model. First, as being stressed in
the description of the model, mostly nucleons at the surface of the nucleus
are implied in the build-up of composite-particles. If such an assumption is
reasonable for weakly bound isotopes, it might be a too severe constraint for a
strongly bound « -particle. Second, the formation of an a-particle by means of
two preformed clusters, 2H+?H, has not been implemented in the very simple
model presented here.

It can be noted in Fig. 16 that the 'H experimental data which were rather
satisfactorily accounted for in absence of coalescence (dashed curve) are under-
estimated by about a factor two between 40 and 200 MeV after introduction
of coalescence. The build-up of composite-particles is obviously responsible
for the observed loss of 'H. The conclusion for this feature can be stated as
follows. Whether coalescence is implemented or not in the INC model, there
is clearly in either version of the model a lack of intermediate energy (40-200
MeV) H production, either as free protons when coalescence is implemented
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Fig. 16. Doubly differential production cross sections for the H and He isotopes
as measured at 30° (dots) and as simulated in absence of coalescence in INCL2.0
(dashed histograms) and after implementation of coalescence in INCL2.0 (solid his-
tograms).

or as composite-particles when coalescence is absent.

Fig 17-20 provide with some details (angular and E* dependences) the com-
parison between experimental particle production and simulated data after
coalescence has been implemented in the INC step of the two-step model.
The deficit of free protons with E= 40-150 MeV in the model (Fig.17) is a
general feature which shows up at all angles and for all E* of the nuclei they
are ejected from. In the same way, the quality of the simulated data for all
composite-particles is not shown to depend sensitively on the particular emis-
sion angle or E* bin at which they are considered. This observation tells us
that there are for instance no compensation effect linked to impact parameter
since there is a relationship between E* and impact parameter. The quality of
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Fig. 17. Same as Fig.14 for the experimental data (dots). The solid lines are the
results of the Monte-Carlo simulations taking coalescence into account (see text).
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Fig. 18. same as Fig.17 for ?H.

the agreement is found to be very satisfactory for ?H, °*H and *He emission in
the detailed presentation in Figs.18-20. In some sense it is remarkable that a
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rather crude model can reproduce the measured data in such detailed consid-
erations. With the phase space parameters for coalescence being adjusted in
order to fit the 30° data, there is a priori no obvious reason why they would
allow a good reproduction of the data at other emission angles and at all E*
(i.e. for all impact parameters). These good results give credit to coalescence
as a process to produce these non-evaporative composite-particles. Fig. 21 ex-
hibits the measured energy spectra for *He as a function of emission angle
and excitation energy together with the corresponding calculated evaporated
components (solid lines). The agreement is excellent at low energy and the
non-evaporative component is shown to be very weak in all cases. However
and as already shown in Fig. 16, although weak, this component is under-
predicted by the present coalescence model (the modeled data are not shown
in Fig.21 for sake of clarity).
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Fig. 19. same as Fig.17 for *H.

The underestimate of the emission of protons with intermediate energy in the
INC/coalescence model (Fig.17) could be taken to imply that the model NN
scattering cross sections are too large and, hence, proton collisions steepening
the energy spectrum too frequent. More likely reasons for the observed dis-
crepancies are the intrinsic deficiencies of the INC model, which is based on
the impulse approximation and neglects nucleonic correlations leading to high
and anisotropic components in the nucleonic momentum distribution. It is not
clear what particular effects to expect from the violation of other prerequisites
for the INC model, such as a small de Broglie wave length.

Before summarizing, some comments ought to be made about “isotopic tem-
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In a recent publication, An-

dronenko et al.[62] have determined isotopic temperatures in 1 GeV proton
induced reactions on a large variety of target materials by considering the

perature” determination in spallation reactions.
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double ratios of the yields of two isotope pairs differing by one neutron each,
as proposed earlier by S. Albergo et al [63]. Andronenko et al. have noticed
for a given 7 thermometer 7, i.e. a given set of pairs of considered particles, a
constancy of the deduced temperature for a wide range of bombarded targets
(from Be up to U). In the light of the present 2.5 GeV p+Au data, we can
make several comments relative to the determination of isotopic temperatures

in Ref.[62].

- Firstly, as shown in Fig.8 of the present paper, by selecting exit channels
implying the emission of a low-energy charged particle one disregards the
low E* events, those for which only neutrons are evaporated. These events
are particularly abundant for heavy targets and at low E* due to the large
Coulomb barrier effects. As a consequence of this charged particle selection,
the deduced isotopic temperature is artificially increased as compared to what
would be a weighted temperature including all decay channels and this is
all the more important as the atomic number of the bombarded target is
increased. Thus, the isotopic thermometer approach introduces a bias on T
which is moreover target size dependent.

- Secondly, to make sense, only particles issued from a fully thermalized system
should be considered in order to infer a temperature. The data of Table 2 show
that this condition is difficult to fulfill and that there are large differences in the
behavior of neighboring isotopes, e.g. *He is mostly of evaporative origin while
3He is dominated by direct non-equilibrium emission. If this situation is less
critical at backward angles, Fig.5 shows that, for some products (like 'H, 3He),
evaporation is never dominant even when considering emission in the most
backward direction. Moreover and as shown in Table 3, the contamination of
evaporative by non-evaporative emission depends strongly on the excitation
energy reached by the impinged nucleus, with the strongest contamination at
relatively low E* and thus also for the most abundant events. Although it
could not be shown in the present work with a single target nucleus explored,
there is no doubt that the relative amount of non-evaporated particles with
respect to that of evaporated ones depends strongly on the size of the target
nucleus. This must introduce an additional bias in the comparison of the
isotopic temperatures thus inferred for different target sizes.

Considering all the above comments, we have not attempted to use the relative
population of isotopes to infer ”isotopic temperatures” in the present paper.
Neither did we try determining "spectral temperatures” from the slopes of
the measured energy spectra because of the contamination by non-equilibrium
particles. Even *He, the particle with the purest evaporative character, cannot
be used for this purpose because the non-evaporative component is located
mostly in the tail of the energy spectrum, thus strongly modifying the slope
of this tail.
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4 SUMMARY

Neutron-, proton-, and light composite-particle (H, He and Li isotopes) emis-
sions have been investigated in detail in the 2.5 GeV proton p + Au reaction,
using two high-efficiency neutron and charged particle detectors coupled with
high resolution telescopes. The present study has been focused on the emission
of composite-particles which are only partially accounted for by a standard
two-step spallation model. Indeed, in the latter, composite-particle emission is
considered in the evaporation stage but not in the initial intra nuclear cascade
stage.

The comparison of model simulations with experimental data gives some con-
fidence in a realistic representation of the p+Au reaction scenario by the
INC/GEMINI hybrid model. For example, the model predicts correctly the
excitation energy of the target at the end of the INC. This conclusion is based
on a comparison of theoretical and experimental multiplicity correlations sug-
gesting an average calibration of the excitation energy, E*=E*(M,,, M;.,). The
accuracy of this approach is shown to depend on the explored domain of E*.
This effect is attributed to varying contributions by non-statistical particles
which are indistinguishable from the evaporated particles and upset the rela-
tion between multiplicity and energy carried away per particle. This is also
due to the finite detection efficiency of the detectors: even when using highly
efficient ones (¢ ~ 80% for both the BSiB and the BNB) as in the present

experiment, one should be cautious to take the efficiency into account.

The main deviation between the model in its standard version and experi-
mental data concerns the composite-particles in their high energy part. The
model reproduces quite successfully the low-energy, evaporative part of their
spectra, but misses the high-energy tails. Coalescence has been assumed to be
a likely mechanism for the emission of high-energy composite-particles. A pre-
scription for the recognition of composite-particles has been implemented in
the standard INC model, based on the proximity of nucleon in phase space. A
coalescence domain has been defined in terms of somewhat arbitrary parame-
ters. As expected, this coalescence mechanism depletes the high-energy proton
channel, in particular for proton energies between 40 and 150 MeV and leads
to a corresponding discrepancy with the data. Most likely, this deficit points
at a general difficulty inherent in INC when this model is run all the way until
thermal equilibrium is achieved. In the last steps of the stage towards equilib-
rium, the basic requirement of the model concerning the upper values of the de
Broglie wave lengths of the cascade particles is no longer met. Such a weakness
of the model has long been recognized but so far it was generally ignored since
the gross observables deduced from the model were found in satisfactory agree-
ment with available data. These problems were also partially hidden because
the overall weight of these, non-evaporative, composite-particles remains gen-
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erally weak as compared to those of equilibrium origin. It is the advantage of
more and more exclusive and precise measurements to reveal the shortcomings
of the current model.

How the deficiencies in the current model can be cured is a difficult question to
answer. The introduction of an intermediate pre-equilibrium model between
INC and the evaporation process, often considered as an improvement, simply
shifts the difficulties but does not remove them. Indeed, the link between INC
and pre-equilibrium is also very difficult to make, with some nucleons being
still above the threshold of applicability of INC (say E>200 MeV) while others

are already below

In absence of a more sophisticated description of the whole process, INCL2.0
with its 2 options (coalescence implemented or not) can thus still be very useful
for a satisfactory simulation of the production of particles (neutrons, protons
without implementing coalescence and composite-particles when implement-
ing coalescence). As was also shown by Enke et al.[3], INCL2.0 does a much
better job for heavy target-nuclei than the most commonly used High Energy
Transport Codes (e.g. LAHET or HERMES) as far as the E*-distribution is

concerned.

Finally, one should mention the recent development of a quantum molecu-
lar dynamics (QMD) approach in proton induced reactions as a first step
replacing the more conventional INC treatment[64]. This approach predicts
the dynamical formation of light fragments but so far -to our knowledge and
understanding- such a calculation has been restricted to rather light targets
(Al and Fe) because of excessive computation time on massive targets.
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5 APPENDIX

Table 3

Average multiplicities of charged particles as a function of excitation energy with:
< M >i5tq1, as determined from the experimental data and including all detected
particles. Note that the energetic particles that exceeds the upper detection thresh-
olds (mostly emitted during the INC stage) are thus not included in these figures.
< M >cyaporated, as given by the evaporation step of the simulation and folded
with the detection efficiency. < M >girect=< M >tota1 — < M >cyaporated The last
column provides the approximated ratio of direct to total emission when reasonable
uncertainties make it meaningful. It can be noted that at low E*, direct charged
particle emission is overwhelming and that the given figures depend strongly upon
the location of the most forward telescope(s).

EX (MeV) | <M >ip001 | <M >cvaporated | <M >girect | Shp2te
0-100 | 4.5140.29 | 0.067 = 0.008 4444030 | 99%
100-200 | 3.2+ 0.15 0.59 + 0.02 253+ 017 | 80
200-300 | 4.23 % 0.15 1.30 £ 0.03 293+ 0.18 | 70
300-400 | 6.00 % 0.19 2.17 + 0.05 3.834+024 | 65
TH | 400-500 | 7.29 4+ 0.22 3194007 | 4094029 | 55
500-600 | 8.36+0.28 | 4.064+0.10 | 4304038 | 50
600-700 | 9.084+ 043 | 4994015 | 408+ 058 | 45
700-800 | 9.07 % 0.69 5814024 | 3234093 | 35
800-900 | 8.66 + 1.35 6.33 + 0.35 233+ 1.70 | 25
0-100 | 0.42+0.09 | 00140003 | 040+009 | 95
100-200 | 0.55+0.05 | 0.134£0.009 | 0.41+0.06 | 75
200-300 | 0.92 % 0.06 0.35 & 0.01 057+ 0.07 | 60
300-400 | 1.54 % 0.09 0.71 % 0.02 0.83+0.11 | 55
2H | 400-500 | 2.04 % 0.10 1.18 £ 0.03 0.86 + 0.13 | 40
500-600 | 2.54 % 0.13 1.61 & 0.05 0.93+0.19 | 35
600-700 | 2.65 % 0.21 2.08 + 0.08 057+ 029 | 20
700-800 | 2.72 4 0.35 2.53 + 0.13 0.19 + 0.48 5
800-900 | 3.28 % 0.80 2.88 + 0.21 0.40 = 1.00
0-100 | 0.15+0.05 | 0.021+0.004 | 0.12+006 | 85
100-200 | 0.22+0.03 | 0.095+0.007 | 0.13+0.04 | 55
200-300 | 0.4340.04 | 0.23 4 0.01 0.20 £ 0.05 | 45
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300-400 0.76 + 0.06 0.45 + 0.02 0.32 + 0.08 40
SH 400-500 1.05 £+ 0.07 0.68 + 0.03 0.37 £+ 0.10 35
500-600 1.34 £ 0.10 0.97 + 0.04 0.36 + 0.14 25
600-700 1.50 £ 0.16 1.18 4+ 0.06 0.32 + 0.22 20
700-800 1.66 £+ 0.26 1.50 4+ 0.09 0.16 + 0.34 10
800-900 1.66 £ 0.54 1.80 + 0.13 0.02 + 0.67
0-100 0.03 + 0.02 0.000 £+ 0.000 0.03 + 0.02 100
100-200 0.05 + 0.02 0.002 £+ 0.001 0.05 + 0.02 95
200-300 0.10 + 0.02 0.014 £+ 0.002 0.09 £ 0.02 85
300-400 0.18 + 0.02 0.031 £ 0.005 0.14 £+ 0.02 80
SHe | 400-500 0.25 + 0.03 0.074 £+ 0.007 0.18 £+ 0.03 70
500-600 0.31 + 0.03 0.12 + 0.01 0.19 + 0.05 60
600-700 0.37 + 0.06 0.17 + 0.02 0.20 + 0.08 55
700-800 0.41 + 0.09 0.23 + 0.03 0.17+ 0.1 40
800-900 0.36 £ 0.3 0.25 + 0.05 0.10 £ 0.3
0-100 0.21 + 0.04 0.14 + 0.01 0.08 £+ 0.05
100-200 0.52 + 0.04 0.52 + 0.02 0.00 + 0.06
200-300 1.05 £+ 0.05 0.89 + 0.02 0.16 + 0.07 15
300-400 1.76 + 0.07 1.46 4+ 0.03 0.30 £+ 0.10 15
1He | 400-500 2.31 + 0.09 1.98 4+ 0.05 0.32 + 0.14 15
500-600 2.75 + 0.11 2.44 + 0.07 0.32 &£ 0.18 10
600-700 3.09 + 0.19 2.90 + 0.09 0.19 £ 0.28 5
700-800 3.13 + 0.28 3.114+0.14 0.02 £+ 0.42 1
800-900 3.38 + 0.69 3.38 +0.20 0.00 £+ 0.89
100-200 | 0.002 + 0.003
200-300 | 0.011 £ 0.004
300-400 | 0.023 £ 0.007
SHe | 400-500 0.04 £ 0.01 | not implemented
500-600 0.05 + 0.01
600-700 0.05 + 0.02
700-800 0.06 + 0.03
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100-200 | 0.003 & 0.003 | 0.001 + 0.001 | 0.002 + 0.004
200-300 | 0.008 + 0.006 | 0.005 = 0.001 | 0.003 £ 0.007
300-400 | 0.019 + 0.006 | 0.016 = 0.003 | 0.003 £ 0.009
SLi | 400-500 | 0.035 & 0.008 | 0.026 + 0.004 | 0.010 = 0.01
500-600 | 0.04 + 0.01 0.04 + 0.007 | 0.005 + 0.02
600-700 | 0.05 + 0.02 0.05 & 0.01 0.001 + 0.03
700-800 | 0.06 + 0.04 0.06 + 0.01 0.001 + 0.05
100-200 | 0.007 & 0.005 | 0.001 + 0.001 | 0.005 + 0.006
200-300 | 0.019 + 0.006 | 0.006 £ 0.002 | 0.012 £ 0.008
300-400 | 0.041 + 0.009 | 0.016 £ 0.003 | 0.025 & 0.01
Li | 400-500 | 0.09+0.01 | 0.03240.005 | 0.05+ 0.02
500-600 | 0.09 + 0.02 | 0.048 £ 0.008 | 0.04 £ 0.03
600-700 | 0.11 + 0.03 0.06 + 0.01 0.05 + 0.04
700-800 | 0.14 + 0.05 0.09 + 0.02 0.04 + 0.07
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