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AN ACTIVE CURVE APPROACH FOR TOMOGRAPHIC RECONSTRUCTION OF
BINARY RADIALLY SYMMETRIC OBJECTS

|. ABRAHAM !, R. ABRAHAM AND M. BERGOUNIOUX?

Abstract. This paper deals with a method of tomographic reconstmati radially symmetric
objects from a single radiograph, in order to study the bieihaf shocked material. The usual
tomographic reconstruction algorithms such as generdhlizagrse or filtered back-projection can-
not be applied here because data are very noisy and theerpeslem associated to single view
tomographic reconstruction is highly unstable. In ordeimprove the reconstruction, we propose
here to add some a priori assumptions on the looked aftecolfme of these assumptions is that
the object is binary and consequently, the object may beritdescby the curves that separate the
two materials. We present a model that lives in BV space aaukléo a non local Hamilton-Jacobi
equation, via a level set strategy. Numerical experimemgparformed (using level sets methods)
on synthetic objects.

1991 Mathematics Subject Classification. 68U10, 44A12, 49N45.

The dates will be set by the publisher.

1. INTRODUCTION

Medical scanner is the most used application of tomograjglsionstruction. It allows to explore
the interior of a human body. In the same way, industrial tgraphy explores the interior of an
object and is often used for non-destructive testing.

We are interested here in a very specific application of toaqaigjc reconstruction for a physical
experiment described later. The goal of this experimermt sidy the behavior of a material under
a shock. We obtain during the deformation of the object ara)X+yadiography by high speed
image capture. We suppose this object is radially symmetnichat one radiograph is enough to
reconstruct the 3D object.

Keywords and phrase§omography, Optimization, Segmentation, Level set.
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X Source

FIGURE 1. Experimental setup

Several authors have proposed techniques (standard icahéainography) for tomographic
reconstruction when enough projections (from differerinfsoof view) are available: this allows
to get an analytic formula for the solution (see for instaf@jeor [6]). These methods cannot
be used directly when only a few number of projections is kmovome alternative methods
have been proposed in order to partially reconstruct theities (see for instance [5]). We are
interesting here in single view tomographic reconstrucfar radially symmetric object (see for
instance [8] for a more complete presentation of the supjéa any tomographic reconstruction,
this problem leads to an ill-posed inverse problem. As wg bale one radiograph, data are not
very redundant and the ill-posed character is even moreaecu

We present here a tomographic method adapted to this spefidem, originally developed
in [1], and based on a curve evolution approach. The mainigeaadd some a priori knowledge
on the object we are studying in order to improve the recanstm. The object may then be
described by a small set of characters (in this case, thép&durves) which are estimated by the
minimization of an energy functional. This work is very @a® another work by Feng and al [7].
The main difference is the purpose of the work: whereas thegeeking recovering textures, we
are looking for accurate edges. It is also close to the esfilBruandet and al [3]. However, the
present work handles very noisy data and highly unstablkersevproblems, and shows how this
method is powerful despite these perturbations. Furtheriake here into account the effects of
blur (which may be non-linear) and try to deconvolve the imdgring the reconstruction.

Let us mention at this point that our framework if completdifferent from the usual tomo-
graphic point of view, and usual techniques (such as filtbaek-projection) are not adapted to
our case. Indeed, usually, as the X-rays are supposed torakepéhis is also the case here),
the “horizontal” slices of the object are supposed to bepeddent and studied separately. Usual
regularization techniques deal with one slice and regzédtiis particular slice. Here, because of
the radial symmetry, the slices are composed of concentrialas and do not need any regular-
ization. The goal of this work is to add some consistency betwthe slices in order to improve
the reconstruction.

The paper is organized as follows. First we present the palysixperiment whose data are
extracted and explain what are the motivations of the workxtNwe introduce the projection
operator. In Section 4, we present a continuous model witlstlitable functional framework and
prove existence result. Section 5 is devoted to formal caatioun of the energy derivative in order
to state some optimality conditions. In Section 6, a froafgaigation point of view is adopted and
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the level set method leads to a non local Hamilton-Jacobatimu In the last section, we present
some numerical results and give hints for numerical schempgovement.

2. EXPERIMENT

This work is part of some physical experiments whose goahésstudy of the behavior of
shocked material. The present experiment consists in makimull of well known material im-
plode using surrounding explosives. The whole initial ptgissetup (the hull, the explosives
...) are radially symmetric. A reasonable assumption isufgpese that during the implosion,
everything remains radially symmetric.

Physicists are looking for the shape of the interior at somelftime of interest. At that time,
the interior may be composed of several holes which also neayeby irregular. Figurg¢]3 is a
synthetic object that contains all the standard difficaltieat may appear. These difficulties are
characterized by:

e Several disconnected holes.

¢ A small hole located on the symmetry axis (which is the arearerthe details are difficult
to recover).

e Smaller and smaller details on the boundary of the top hoteder to determine a lower
bound detection.

To achieve this goal, a X-rays radiograph is obtained. Ireotd extract the desired informa-
tions, a tomographic reconstruction must be performed. usehote here that, as the object is
radially symmetric, a single radiography is enough to cot@pioe reconstruction.

A radiography measures the attenuation of X-rays throughotiject. A point on the radio-
graphy will be determined by its coordinatés, v) in a Cartesian coordinates system where the
v-axis will be the projection of the symmetry axis.Ilf is the intensity of the incident X-rays flux,
the measured flux at a point(u, v) is given by

I = Iye | n(rb:2)de

where the integral operates along the ray that reaches the(pov) of the detectord/ is the in-
finitesimal element of length along the ray ant the local attenuation coefficient. For simplicity,
we will consider that this coefficient is proportional to theterial density. To deal with linear
operators, we take the Neperian logarithm of this atteanatind will call the transformation

pr— /,odf
the projection operator.

Through the rest of the paper, in order to simplify the exgimsof the projection operator, we
will suppose that the X-ray source is far enough away fromatbject so that we may consider
that the rays are parallel, and orthogonal to the symmetigy @s a consequence, the horizontal
slices of the object may be considered separately to pertioerprojection.

As the studied object is radially symmetric, we will work irsgstem of cylinder coordinates
(r,0, z) where thez-axis is the symmetry axis. The object is then described bylénsity at the
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point (r, 6, z), which is given by a functiorf which depends only ofr, z) by symmetry. In the
text, the notationf will always refer to the density of the object. A typical fdion f is given in
Figure[2. It represents an object composed of concentritssifehomogeneous materials (called
the “exterior” in what follows) surrounding a ball (calleldet “interior”) of another homogeneous
material that contains some empty holes. This figure may &sed as a slice of the object by a
plane that contains the symmetry axis. To recover the 3eabpit suffices to perform a rotation
of this image around the axis. For instance, the two round white holes in the centelirafact
the slice of a torus. As the looked-after characteristichef dbject is the shape of the holes, we
will focus only on the interior of the object (see Figute 3)eWere handle only binary objects
composed of one homogeneous material (in black) and sores finlwhite).

FIGURE 2. Slice of a typical binary radially symmetric object by ampé that
contains the symmetry axis (theaxis).

FIGURE 3. Zoom on the interior of the object of Figure 2. The homogeise
material is in black whereas the holes are in white.
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3. A VARIATIONAL APPROACH

3.1. The projection operator

We first explicit the projection operator and its adjoint.

Proposition 3.1. In the case of a radially symmetric object, the projectiormapor, denoted by
H, is given, for every functioff € L>°(R x R) with compact support, by

+oo r

V(u,v) e Rx R Hf(u,v) = 2/ f(r,v)ﬁdr. (3.1)

Ju re—1Uu

Proof - Consider a 3D-object which is described by a funct'ﬁm,y, z) (Cartesian coordinates
system). The projection operatéf is

Hf(u,v) = /Rf(x,u,v) dx

In the case of radially symmetric object, we parametrizedbgct by a functionf(r, z) with
cylinder coordinates. Therefore

f(:v,y,z) :f(v902+92az)-

Then, we have, fou > 0

+o0
(u,v) /f:r:uv dx—/f )dx—Z/ f(Vz?+u?v)de .
0
We perform the following change of variable

r=vVat+ul, z>0<=ac=vVr2—-u r>u,

to get
+o0 r
Hf(u,v) = 2/ f(r,v) ———=dr.
u 2 _ 2
Foru < 0, we have
(u,v) = 2/ fr,v) M dr .
V2 —u2

Using the change of variabte: to — v and the fact that — f(r, v) is even, by symmetry, we get

Hf(u,v) = 2/+Oof(r,v)%dr.

ul re—u
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Remark 3.1. Operator H may be defined by density on measurable functjoasch that all the
partial applicationsf (-, z) belong toL?(R ;). Then, all the function#l f(-,v) belong to the space
BMO(R) of bounded mean oscillations functions :

R>0

1
BMO(R) = {f R R sup (5 [ [f(a) = fuly)| do ] < o0},
R Jie—y|<r
1 y+R
wherefr(y) = IR / f(x) dx. For more details, one can refer to [13].
y—R

In the sequel, we will need to handle functighthat are defined oR? (instead of orfR . x R).
We thus define the operatéf for function f € L>°(R?) with compact support by

400 r

Hf(u,v) = 2/ f(sgn(u)r,v)——=dr

Jul r? —u?

although this has no more physical meaning. Here, the fomggjn is defined by

1 if x>0,
9UT) =3 a0

We shall also need the back-projection that is the adjoiatatprH™* of H; it can be computed
in a similar way.

Proposition 3.2. The adjoint operator (inL?) H* of the projection operator is given, for every
functiong € L>°(R?) with compact support by :

7|
VreR, Vz € R, H*g(r,z) = 2/ g(sgn(r)u, z) ——=—=du. (3.2)
0

Proof - The adjoint operatoiH* of H is the unique operator such that, for evetyand g in
L>(R?) with compact support,

+oo oo oo ptoo
/ Hf(u,v)g(u,v)dvdu= / f(ryz)H g(r,z)dr dz .

—00 — 00
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Using (3.1) and Fubini’s theorem, we get

+o0o +o0o
/ Hf(u v) g(u,v) dv du

B v=+00 r
—2/ / / = 29(u v) dv dudr
=0 lu V2 —u?

u=+00 v=+00 +oo r
—|—2/ / (r,v) g(u,v) dv dudr
N2

v=-+00 =400 r
= 2/ / 7f(—r,v)g(u,v) dudr dv
= r=0 u=—r
v=+00 r=+o00 pfu=r r
+ 2 / / / —— f(r,v)g(u,v) dudr dv

—0 VrZ—au?

v=400 =—00 u=0
= 2/v " /r %f{r v)g(u,v) du (—dr) dv
+2 /v—+00 /7“—+<>0 /U—T Lf(r,v)g(u,v) du dr dv

—0 VrZ—au?
v=400 r=-400 u=r r
=2 ——f(r,v)g(u,v) dudr dv
| A=t
=|r|

N A

So we obtain the following expression for the back projectio

|7“|

f(T, v)g(sgn(r)u,v) dudr dv

Ir|
H*g(r,z) = 2/0 \/%g(sgn(r)u, z)du .

3.2. Toward a continuous model

Thanks to the symmetry, this operator characterizes thefadnsform of the object and so
is invertible; one radiograph is enough to reconstruct thjeat. The inverse operator is given, for
an almost everywhere differentiable functigmvith compact support, and for every> 0, by

1 [t Zg(z,z
H™g(r,2) = —= axg( ) iz,
™ Jr —r2

Because of the derivative term, the operatbr! is not continuous. Consequently, a small vari-
ation on the measurg leads to significant errors on the reconstruction. As oulogadphs are
strongly perturbed, applying/ —! to our data leads to a poor reconstruction. Due to the experi-
mental setup they are also two main perturbations:

e A blur, due to the detector response and the X-ray sourcesspmt
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e A noise.

Others perturbations such as scattered field, motion bilso exist but are neglected in this study.
We denote byF' the effect of blurs. We will consider the following simplifieccase wherd" is
supposed to be linear

F(k)= N xk (3.3)

wherex is the usual convolution operatiokjs the projected image and is a positive symmetric
kernel.

Remark 3.2. A more realistic case stands when the convolution operateb® intensity : then
Fis of the form

F(k) = _71 In (e_”k " N)

wherev is the multiplicative coefficient between the density aredatitenuation coefficient. Some
specific experiments have been carried out to measure theefflect. Consequently, we will
suppose that, in both cases, the keriels known. The linear blur is not realistic but is treated
here to make the computations simpler for the presentation.

The noise is supposed for simplicity to be an additive Gaussihite noise of mean 0, denoted
by . Consequently, the projection of the objgcwvill be

g=F(H[f)+e.

The comparison between the theoretical projectit(i# f) and the perturbed one is shown on
Figure[#. The reconstruction using the inverse operatot applied tog is given by Figurd]5.
The purpose of the experiment is to separate the material thhe empty holes and consequently
to precisely determine the frontier between the two aredsctwis difficult to perform on the
reconstruction of Figurg 5.

FIGURE 4. Left-hand side: theoretical projectidi(H f) of the object of Fig-
ure[3. Right-hand side: real projection of the same objettt ralistic noise and
blur.
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FIGURE 5. Comparison between the real object on the left-hand gidetlze
reconstruction computed withH —! applied to the real projection on the right-hand
side.

It is clear from Figurd]5 that the use of the inverse operatoot suitable. In order to improve
the reconstruction, we must add some a priori knowledge @nbiect to be reconstructed. Indeed
the object that we reconstruct must satisfy some physicgdquty.

We chose to stress on two points:

e The center of the object is composed of one homogeneous kmaerial's density with
some holes inside.
e There cannot be any material inside a hole.

In a previous work [10], J.M. Lagrange reconstructed themot of the object. In this recon-
struction, the density of the material at the center of theaitis known, only the holes are not
reconstructed. In other words, we can reconstruct an objgtebut holes and we can compute (as
H andF are known) the theoretical projection of this reconstauctiWe then act as if the blurred
projection was linear and subtract the projection of the-holed object to the data. In what
follows, we will call experimental data this subtracted geavhich corresponds to the blurred
projection of a “fictive” object of density 0 with some holeskmown “density” A > 0. Conse-
quently, the space of admitted objects will be the set oftions f that take values if0, A}. This
space of functions will be denotefl in the sequel.

The second hypothesis is more difficult to take into accoMvi. chose in this work to tackle
the problem via an energy minimization method where theggnemctional is composed of two
terms: the first one is a matching term , the second one is dipeian term which tries to handle
the second assumption. The matching term will b&*anorm which is justified by the Gaussian
white noise.

Remark 3.3. In the case wherd’ is not linear, the exact method to remove the exterior is to
operate the blur function on the addition of the known erteend the center. For the sake
of simplicity, we will not use this method and will consideattthe errors are negligible when
subtracting the projections.

Let us first describe more precisely the getThis time, the functiong’ € F will be defined
on R2, with values still in{0, A}, with compact support. Therefore, such a functipmill be
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characterized by the knowledge of the curves that limit the areas wher¢ is equal to\ and
to 0. Indeed, as the support of the functigris bounded, these curves are disjoint Jordan curves
and the density of the inside lswhereas the density of the outside is 0. Consequently, theen
that we will consider will be a function of; where, is a set of disjoint Jordan curves. For
mathematical reasons, we must add an extra-assumptiorcuthesy, areC' so that the normal
vector of the curves is well-defined (as an orthogonal vecttine tangent one).

In this continuous framework, the matching term is just teealiZ?-norm betweerH f and the
datag (whereH is given by [3]1)). So, the first term is

Er(vy) = [|F(Hf) = gll3-

For the penalization term, we choose

Ea(vr) = L(vy)

where/(~) denotes the length of the curves. Let us remark that this penalization term may be
also viewed as the total variation (up to a multiplicativestant) of the functiorf’ because of the
binarity. Eventually, the total energy functional is

E(vs) = |[F(Hf) = gll5 + al(vy) (3.4)

which is an adaptation of the well-known Mumford-Shah ewpdtgictional introduced in [11].
The “optimal” value ofa may depend on the data.

3.3. A continuous model in BV space

The previous analysis gives the mains ideas for the modieliza Now, we make it precise
using an appropriate functional framework. l@te a bounded open subget with Lipschitz
boundary. We shall consider bounded variation functiorecaR that the space of such functions
is

BV(Q) ={ue L*Q) | J(u) < +o0}
where

J(u) = sup{/gu(x) divé(z)dz | €€ CHR) L ||€]loo <1 }, (3.5)

whereC}(€2) denotes the space 6f functions with compact support 2. The spaceBV (€2)
endowed with the norm

lullBv ) = llullpr + J(u),
is a Banach space.
If w € BV (Q) its derivative inD’(2) (distributions) is a bounded Radon measure den®ed
and.J(u) is the total variation of Du| on (2. Let us recall useful properties of BV-functions ( [2]):

Proposition 3.3. Let{2 be an open subs@? with Lipschitz boundary.
1. Ifu € BV (Q), we get the following decomposition fbr :

Du = Vudx + D°u,
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whereVudz is the absolutely continuous part éfu with respect of the Lebesgue measure and
Dsu is the singular part.

2. The map: — J(u) from BV (Q) to RT is lower semi-continuous (Isc) for the () topology.

3. BV(Q) C L?() with compact embedding.

4. BV (Q) c L'(Q) with compact embedding.

We precise hereafter an important continuity property effitojection operatoH.

Proposition 3.4. The projection operatof] is continuous fronL.?+4(£2) to L?(2) for everyp €
[1,4o00] ands > 0.

Proof - It is a direct consequence of Holder inequality. Letde- 0 and f € L25(Q). Its
support is included if2 which is included in somé-M, +M] x [—M,+M] whereM > 0 and
only depends of. It is clear thatH f is defined everywhere dn and, for every, > 0

+o00
/ flr,v) _u2dr / flr,v) _u2dr
2+s 2+S rd 1 .
SQ[/U f(rv)| dr} [u R Srm— dr]

. Therefore

M rd q M q
|| <2080 [/ <r—u>—§dr}
u r2(r—u)2 u

The computations in the case < 0 are similare and lead to the same inequality (with some
additional absolute values). As

Hf(u,0)] =2 2

ok

whereqg =1 + !
9= 1+s

[H f (u, 0)| < 2[| f[| g2+

we get

2(1+s)

[H f(u,0)] < 2 M3 f]| 24 (M — )T < C(Q,8)|| |2+ 5 (3.6)

here and in the sequél((2, s) denotes a generic constant depending and(2. So

1H flloo < C(Q, )|l p2ts -

As Q) is bounded, this yields

Vf e I3(Q), Vp € [1,+0d] 1Sl ey < O 9)]|fllzs - 3.7)
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As we consider the length of curves, the most suitable fanati space to set a variational
formulation of the reconstruction problemis/ (€2). Therefore, we consider the following mini-
mization problem

min |FHf — g3 + aJ(f)
(P) feBV(Q)
|f(z)| =1a.e. o)
Here

e || - ||2 stands for the.?(2)- norm,g € L?(Q2) anda > 0.

e The operatof is given by [3.B). Without loss of generality, we may assufoegimplic-
ity) that ' = 1.

e At last, “|f(z)] = 1a.e.sul?", is the binarity constraint. We have mentionned that
the imagef, takes its values i{0,\} where A > 0. With the change of variable

2 .
f= _Xf" + 1, we may assume that the image values belong-to, 1}.

Remark 3.4. A similar problem has been studied in [4] with smoother petign operator and
convex constraints. This is not our case. The pointwise constraiff(xz)| = 1 a.e. onQ” is

a very hard constraint. The constraint set is not convex améhierior is empty for most usual
topologies.

Now we may give the main result of this section :
Theorem 3.1. Problem(P) admits at least a solution.
Proof - Let ¢,, € BV (©2) be a minimizing sequence. It satisfigs,|.c = 1 ; SO

1
Vpe[l,+oo[, n €N,  [onlr <127 (3.8)

Therefore the sequende,,) is L' (£2)- bounded. As/(y,,) is bounded as well, the sequence is
bounded inBV (2). Thus it converges (extracting a subsequence) to spraeBV (2) for the
weak-star topology.
Estimate [(3)8) implies the weak convergence@f) to o in L2+5(Q) for everys > 0. Thanks
to the H continuity property of propositioh 3.4, we assert th&p,, weakly converges té{y in
L?(€2). We get

1 — gl|7> < liminf | Hen - glf7: | (3.9)
with the lower semi-continuity of the norm.

Moreover BV () is compactly embedded ih! (). This yields that(¢,,) strongly converges to
@in L1(Q). As J is Isc with respect td.! (Q2)- topology, we get

J(p) <liminf J(py) , (3.10)

n—oo
Finally

inf(P) = lim |[Hpn — |32 + ad(pn)

n—-4o00

> liminf | Hpn — gl72 + o (gn) > | He — gl[72 + I () -
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As the pointwise constraint is obviously satisfieds a solution ta(P). O

4. COMPUTATION OF THE ENERGY DERIVATIVE

Now we look for optimality conditions. Unfortunately we ¢at compute easily the derivative
of the energy in théBV (Q2) framework. Indeed we need regular curves and we do not kntive if
BV (©2) minimizer provides a curve with the required regularity. fglover, the set of constraints
is not convex and it is not easy to compute the Gateaux- aterd/(no admissible test functions).

So we have few hope to get classical optimality conditiorsaa rather compute minimizing
sequences. We focus on particular ones that are given vigrtkent descent method inspired
by [11]. Formally, we look for a family of curve@y;); > 0 such that

oFE

= <
9y (%) <0

so thatF(y;) decreases @s— +oco. Let us compute the energy variation when we operate a small
deformation on the curves. In other word, we will compute the Gateau derivative of émergy
for a small deformatiorn~:

ok By +18y) — BE(y).
oy t—0 t

We will first focus on local deformation&y. Let (1o, zp) be a pointP of v. We consider a
local reference system which centerAsand axis are given by the tangent and normal vectors at
P and we denote by¢, ) the new generic coordinates in this reference system. Witibase of
notation, we still denotg (£, n) = f(r, z). We apply the implicit functions theorem to parametrize
our curve: there exist a neighborhobdof P and aC' function k such that, for every¢,n) € U,

(&m) €y <= n=nh(&).

Eventually, we get a neighborhoddof P, a neighborhood of &, and aC! function s such that

ynU ={(En R |n=h(e), €1},

The local parametrization is oriented along the outwardnabri to the curvey at point P (see
figure[$). More precisely, we define the local coordinateesyst, 77) where7 is the usual tangent
vector, i is the direct orthonormal vector; we set the curve orieatato that7 is the outward
normal. The functiory if then defined orV by

A if g < h(€
f(Eﬂ?):{o iszh(fS;

This parametrization is described on fig{ire 6. We then censidocal (limited td/) deformation
5~ along the normal vector. This is equivalent to handling'afunction 5k whose support is
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included in/. The new curvey; obtained after the deformatigia+y is then parametrized by

n— { h(§) +t5h(&) for (&,m) e U

¥ otherwise

This defines a new functiof:

f(&mn) if(En) ¢U
fi&m) = A if (§,m) € Un{n < h(&) +10h(£)} (4.11)

0 it (§,m) € UN{n > h() +toh(£)}

We will also setd f; = f; — f. This deformation is described on figdte 6.

FIGURE 6. Description of a local deformation of the initial curge P is the
current point,U is the neighborhood aP in which the deformation is restricted
to and~y + td+y is the new curve after deformation. The interior of the cusvine

set wheref = \

The Gateau derivative for the enerfy has already been computed in [11] and is

%_]32(7)57 — _/ycurv(y) (&, h(&))on(&)dE

where curv denotes the curvature of the curve @ the parametrization d#y.
It remains to compute the derivative for the matching terinstfve estimate f;: a simple com-

putation shows that

0 7> W)+ t8h() orn(€) < hE) |
sren ={ 3 ih@) S £ hey roonie in casah 2 0

and
0 0 < h(e)+ th(€) orn(€) > h(e)
0e(&,m) = { A IH(E) > 0 > h(E) 4 19h() in casedh < 0
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Now we computeF; (y;) — E1(y) where~ (resp. ;) is the curve associated to the functign
(resp. fy):

Er(v) — E1(7)
— [ [ (o= FHR? - (9~ FHP?) (w.0) dudo
RJR
:/R/R((g—FHf—Fdet)z—(g—FHf)z) (u, ) du dv
= — — u,v t\Uu, v u av t2u7?} u av
=2 [ [ (g~ PP PHSf (o) dudo+ [ [ (PHOR (0,0 dud

=o(t)

= —2((g— FHf), FHSf;) 2 + o(t)
= —2(H*F*(9— FH),8f1) 12 + o(t).

To simplify the notations, we denote byf := (H*F*g — H*F*FH f) so that we need to
compute

1
%Lo Z<Afa Sft)re-
As ¢ f; is zero out of the neighbourhodd, we have

(AF.8f) 12 = /U AF(Em)5f (&, m)dé dn.

In the cas&h > 0, we have,
n=h(&)+toh(£)
Afofga=r| [ AF(E,n)de di.
gel Jn=h(¢)

As the functionAf is continuous (and thus bounded Gi), we may pass to the limit by domi-
nated convergence and get

fim £ (AL 652 = A [ AF(€.h(©)h(E)de.

In the caséh < 0, we have
n=h(§)
Arofyi= [ [ AF (€ m)de d
g€l Jn=h(§)+tsh(§)

and we obtain the same limit as in the nonnegative case.
Finally, the energy derivative is

0
%{mf) Sy = 2 /1 AF (€. h(€))5h(€) de — a /I CUNV(7) (€, h(€))Bh(€) de
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If we set( = % we get

oE

S ar) 01y = =2 [ (VA Boun(a)(€,h(e)) dh(e) de @12)
gl I

As 6h =< &vy, 7 > formula (4.1R) may be written

2E 6 oy = =2 [ (VAS + fountng)s) < 15,7 > ds @.19)
v 0

wherefi denotes the outward pointing normal unit vector of the curve -, - > denotes the usual
scalar product ifR? andc(s) is a positive coefficient that depends on the curvilineaciasas.

The latter expression is linear and continuoug-n this formula is also true for a non-local
deformation (which can be achieved by summing local deftions).

5. FRONT PROPAGATION AND LEVEL SET METHOD

The goal of the present section is to consider a family of esifw;);>( that will converge
toward a local minimum of the functional energy. From ecuat{d.1), it is clear that if the
curves(;) evolve according to the differential equation

% = (MNAS + Beurv(yys))m, (5.14)
the total energy will decrease.

To implement a numerical scheme that discretizes equdfidd), it is easier to use a level set
method (see [12] for a complete exposition of the level sehow). Indeed, equatiof (5]14) may
present some instabilities, in particular when two curvafide during the evolution or when a
curve must disappear. All these evolutions are handledlyeaaithe level set method.

The level set method consists in viewing the curyes the 0-level set of a smooth real function
¢ defined orR2. The functionf that we are seeking is then just given by the formula

f(.%') = )‘1¢>(m)>0'

We must then write an evolution PDE for the functiafis= ¢(¢, -) that corresponds to the curves
~¢. Letz(t) be a point of the curve; and let us follow that point during the evolution. We know
that this point evolves according to equatjon p.14

2/(t) = (VAS + 8 cunv(y)) ((t))7i.
We can re-write this equation in terms of the functirecognizing that

n=-—— and cunfy)=div (%)
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where V stands for the gradient ef with respect tor, | - | denotes the euclidean norm. The
evolution equation becomes

210 = (M (ag0) + v (20) ) 22 (1)

Then, as the poink(¢) remains on the curvey, it satisfiesg;(x(t)) = ¢(t,z(t)) = 0. By
differentiating this expression, we obtain

dp
E+<V¢, Z'(t)) =0

which leads to the following evolution equation fér

¢ Vo
Vo] [ A (A1 di 0,
i 17001 (3 O + 0 (155 )) =
that is
99 2 Vo
Vo| | H*F*FH (1 d —AH*F*g | . 5.15
o =1vel (Loy00) = v (55 PARNCED
The above equation is an Hamilton-Jacobi equation whicblweg a non local term (through
H andF). Such equations are difficult to handle especially whes iitat monotone (which is the
case here). In particular, existence and/or uniguenesdutfans (even in the viscosity sense) are
not clear. The approximation process is not easy as welllamdumerical realization remains a

challenge though this equation is a scalar equation whielsger to discretize than the vectorial
one. Here we used the discrete scheme described in [12] taugsdrical results.

6. RESULTS AND DISCUSSION

6.1. Explicit scheme

We briefly present the numerical scheme. We used an expticérse in time and the spatial
discretization has been performed following [12] . We set

G = (FH)*FH andg* = H*F*g

so that the equatioth (5]15) is

b, \V/
—f:|v¢| ()\2 (Lt,y>0) — ﬁd1v<|vz|> Ag*).

We sett,, = nAt, ®" = ¢(t,,-), X = (i, Y5)@,j)er With z; = iAx ety; = jAy. The explicit
Euler scheme gives :

P"HHX) = @"(X) + At [VO"|(X) (A2 G(Lonso) — B eury(®™) — Ag* (tn, X)) .
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The curvature term is computed as

‘I’m(‘by)z — 20,9, Pyy + q)yy(q)x)z
(92 + <I>§)?’/2

curv (®) =

)

where®, stands for the partial derivative with respectato The discrete approximation of the
gradient is standard:

Ax

®(z,y) — ®(r — Az,y)
Ax ’

DI ®(z,y) = , Dy ®(z,y) =

DJ(I) are D, ® defined in the same way. A usual approximation f&f®| is given by :

IV®|(X) = [max(D} ®,0)% + max(D; ®,0)2 + min(D; &,0)* + min(D, @,0)*]"/* .

The non local terngj (1) is exactly computed.

6.2. Numerical results

The previous scheme has been implemented on a 3.6 GHz PCsdcelbreinitialization pro-
cess has been used each 500 iterations. The test image sZ25&a 256 pixels. The other
parameters of the computation were set to

a=10, A\=2, Az =1andAt =10"*

and the blur kernel is a Gaussian kernel of standard dewi&tigixels.

The computed image is quite satisfying (see figure 7.) Howewe note a bad reconstruction
along the symmetry axis due to the problem geometry and adhoKormation. Moreover we
have to improve the algorithme behavior. Indeed, we obssueerical instability (in spite of the
regularization process) that leads to a very small time shejice. Therefore the computational
time is quite long (about 2.5 hours). In addition, classatabpping criteria are not useful here :
the expected solution corresponds to a “flat” level of fumttd and the difference between two
consecutive iterates means no sense. An estimate of théuoctibn decrease is not appropriate
as well (we observe oscillations). We decided to stop afterge enough number of iterations
(here 20 000).

In spite of all these disadvantages, this method is sat@faconsidering the low signal to noise
ratio of the radiograph. These good results can be expldigetie strong assumptions that we
add (in particular the binary hypothesis) which are verifigcour synthetic object. Anyway, the
method has beeen successfully tested on “real” images dsthalis imgaes of objets with the
same kind of properties (“almost” binary) but we cannot repltem here (confidential data). A
semi-implicit version of the algorithm is actually testedmprove stability.
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FIGURE 7. Experimental results
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