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Solving the Homogeneous Isotropic Linear Elastodynamics
Equations Using Potentials and Finite Elements.
The Case of the Rigid Boundary Condition
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1 POEMS, UMR 7231, CNRS-ENSTA-INRIA, INRIA, Domaine de Voluceau, 78153 Le Chesnay Cedex, France,
2 Université Paris-Sud XI, Laboratoire d’ Analyse Numérique, 91405 Orsay cedex, France.

Abstract. In this article, elastic wave propagation in a homogeneous isotropic elastic medium with
rigid boundary is considered. A method based on the decoupling of pressure and shear waves via the
use of scalar potentials, is proposed. This method is adapted to a finite elements discretization, which is
discussed. A stable, energy preserving numerical scheme is presented, as well as 2D numerical results.

1 Introduction

Decomposing the displacement into potentials is a well-known tool in elastodynamics, and it expresses
the decoupling of the pressure wave and the shear wave inside a homogeneous isotropic media. Although
this tool is classically used when searching for analytic solutions [1], it does not seem to have been exploited
for numerical computation using finite elements for instance. However, this is a priori attractive since,
contrary to a displacement field approach for instance [5], it allows to decouple the approximation of P
and S waves and to adapt the discretization process (mesh size, order of elements) to the dynamics of each
type of wave, which is a priori particularly interesting when S-waves propagate much more slowly than P-
waves (soft materials such as rubber). The main difficulty is to cope with the coupling of the different types
of waves (the so-called conversion of modes) which occurs, due to wave reflections and transmissions,
at interfaces between homogeneous media or at physical boundaries. The simplest situation where this
phenomenon appears is the propagation of elastic waves in a homogeneous domain with clamped boundary.
This is the model problem that we address in this paper.

2 Potentials Formulation of the Elastodynamics Problem

In what follows, we consider a two-dimensional space, and we will use the following notations for
differential operators: (x = (1, x2) will denote the space variable, u = (u1,us) a vector field and u a

scalar function)
_ (Onu —  ( Op,u
Vu = <5.z2u) , curl u = (8;,;1U) ,

curl u = 9y, ug — Op,u1, divu = 0y, u1 + Ogyus

and we recall:
—Au = —div (Vu) = curl (mu), div (cAur?u) =0, curl(Vu)=0 . (1)

In the particular case of an isotropic homogeneous elastic media into a domain 2 C R?, the linear elasto-
dynamics equations that characterize the variations of the displacement field u(x, t) are [1]:

8%u

pﬁf()\+2;L)V(divu)+ucurl(curlu):O, xef, t>0, )
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where p > 0 is the (constant) material density, A > 0 and p > 0 its Lamé coefficients (also constant). In
the following, we want to solve the elastodynamics equations (2) in a domain {2 C R? with rigid boundary
I' = 912 and we complete (2) with homogeneous Dirichlet boundary conditions:

u=0, onl, t>0. 3
To define a well-posed problem, one must provide initial conditions to (2) and (3):
u(z,0) =ug(z), u(z,0)=us(z), ze€ . 4)

In the following, we introduce the decomposition of the displacement field with the help of potentials.
Although this is classical, we recall this notion for completeness and for fixing notations. From (2), we
easily see, using (1), that the divergence and the (scalar) curl of the vector field, respectively d = div u and
r = curl u verify a scalar wave equation, respectively:

0%d 0%r
PoE ~ (A +2p)Ad =0, P o

where the speeds associated with these equations are the P-wave (pressure wave) speed Vp and S-wave
(shear wave) speed Vg, namely:

—pAr =0 |

A+2
17 P R
p p

This observation suggests to seek the displacement field in terms of a decomposition into potentials using
the Hodge-Helmoltz decomposition (see [6] for more details):

—
u=Voep+ curl pg , (®)]

where the P and S wave potentials ¢ p and ¢g verify a scalar wave equation:

O*op D*ps

P o P o
Indeed, using again (1), it is easy to verify that if ¢ p and g are solutions of (6), then the vector field u
given by (5) is solution of (2). We have:

(A +2u)App =0, —puAps =0, z€2, t>0. (6)

o ~

0%u 0% —, 0%
(p 8t2p) + curl (p 8t2s)

Using (6) and (1), we get:

%u
P o

This equality is not modified if we write, thanks to (1) once again:

= (A +2p) V(div(Vep)) + um(curl (HZ@S)) .

0%u
Lo
and we obtain (2) by using (5) again. Therefore, we can see that the equations that characterize the P and S

waves, that is to say ¢ p and @g, are totally decoupled in {2, but coupled on the border through the boundary
conditions, in our case for a rigid boundary:

= (A +2u) V(div(Vep + curl ¢g)) + pcurl (curl (Vep + curl pg))

—
Vep+ curlpg =0, onl . @)

We will use this last equation in a more natural way in what follows, by projecting it on normal and tangent

vectors. To achieve this, we introduce along I” the unit outgoing vector normal to I, n = (n1,n2) and a

curvilinear abscissa 7 € R, oriented such as any smooth enough scalar function ¢ defined on {2 satisfies:
o9

EzV(]ﬁxn, onl



where, for all (z,y) € R? x R?, we denote: z X y := 21y2 — T2y . If we use the notation:

0
37(1) =V¢-n, onl (z-y:=z191+T2Y2) ,
n
we easily check that:
— 0 — 0
curlcp-n:——(p, and curlgoxn:—(p, onl' . ®)
or on
Therefore, (7) is equivalent to the scalar equations:
dpp  Ops dps | Opp
on or A on * or o on ©)
The potentials problem will be to find two scalar functions:
op(r,t) : 2 xRT — R, pg(z,t): 2 xRT — R (10)

satisfying the ‘inside’ equation (6), the boundary conditions (9) and the initial conditions (11):

@P(xao) = @p,O(x)v <p5'(x70) = @S,O(x)a x €2 P
(11)
Orpp(0,2) = vp.1(x), Orps(0,2) = pgi(z), x€ 2.

We established, at least formally, the link between this problem and the initial problem (2, 3, 4). We write
it as a ‘theorem’ which we choose to state without mathematical framework, for simplicity :

Proposition 1. If pp and g are solutions of (6, 9, 11), then the vector field u (the displacement field)
defined by (5) is solution of (2, 3, 4) with the following initial conditions:

=Vopo+ curl pso, wy =Vepi+ curl pg . (12)

Remark 1. Proposition above has naturally a reciprocal: if we decouple the initial data (ug, u; ) into poten-
tials such as (12), then we can decompose the solution u of (2, 3, 4) into potentials such as (5), where ¢ p
and g are solutions of (6, 9, 11).

3 Variational and Energetic Approach of the Potentials Problem

3.1 Energy Conservation

The formal equivalence between (2, 3, 4) and the potentials problem (6, 9, 11) ‘shows’ that this last one
is well-posed. Nonetheless, it is useful to have a direct proof of the well-posedness to solve it numerically.
Such a proof will be a consequence of an energy equality result, as expected. However, there is a small
trick, as we will see, insofar as the conservative energy is not the sum (nor any convex combination) of the
energies naturally associated with the two wave equations (6), that is to say:

E # / |8¢P + (A +2p) [Vep| ) / ( ’&ps M|V<ps|2) ;

which would be a conservative energy if, for instance, each potential was vanishing on the boundary (and in
that case, the two potentials would be totally decoupled). In fact, as we can expect, the right energy which
we obtain from such a combination will differ only from a boundary term. In order to see that, we will start
from the energy identity obtained from the equations (6) after dividing them by A + 2u and p respectively,
multiplying by 0;p and Oy respectively, and integrating the result over 2. We obtain:

ala [, (a5 T ewer) | = [ 505

AEIACIE AR UIRY S =



Then, we use the boundary conditions (9), replacing the normal derivatives with tangential derivatives, as
they appear in (9). We sum these two equalities to obtain:

1d 1 9pp 2 2 1 ,0¢s 2 2\ | Ops Opp  Opp Ops
2dt{/(V2| C+IVerf 4 V2’ |V¢S’)}_/F<3T at  or 8t>'
(13)

Here, it is useful to introduce some notations. We will consider:

P = (pp,ps) € H(2)?, W= (Yp,vbs) € H'(2)* , (14)

and introduce the bilinear form:
0 0
wow) = [ (G2 ur -2 us). V@0 € HI(OP < H'(QP (1s)
r

so that the second side of (13) is:
dd
b(@(t), —(t)) .
(@(t), (1)
We observe that, with some integrations by parts along the border (details are left to the reader), the bilinear
form b(®, ¥) is symmetric, and that leads to:

dd dr1l
(@), 22 (1) = = | 5@, 01)] .
so that (13) can be rewritten:
4Bn=0 (16)

where the function E(t)-which is an energy as we will see later, cf. lemma 1-is given by:

0= 5 [, (g e 19e) o (g 5 9t - [ (G or = 00)]

To ensure that E(t) is an ‘energy’, particularly a positive function, we can rely on the following lemma:

Lemma 1. We have, for all (pp, ¢s) in H'(£2)?,

9 9
/ (|wp|2+|ws\2)—/( 28 op — L ) :/ Vep+anl s . (D)
0 0

or

Proof. We restrict ourselves to smooth enough ¢ p and g, and we conclude by density and continuity. We
first develop the right term of (17) to obtain:

2 2 2 —
/ [Vp + curl pg] =/ <|VSOP‘ + |Ves| )+2/ Vop -curl pg ,
2 7 I7)
—
where we used |Vpg| = |curl ¢g|. Then, we use the Green’s formula:

— — —
Vgpp~curl<psz—/ pp div (curl <ps)+/ curl ps - n pp
19, Q r

thus, using (1) and (8),
— Ops s dpp
2/9Vsop~curlsosff2 5. PP 7/(87’ sopfa—cps) .

We obtain the second inequality by integrating by parts along the boundary I', and this proof is achieved.

A corollary of this lemma is that the function E(t) is a positive energy, and another expression of E is:

1 1 0pp 2 1 ,0ps,2 1/ — 2
E(t) = — 1 . 18
=3 | (1% P+ g 1) + 5 [ 9ee + s as)



3.2 Variational Formulation of the Problem

In this section, we consider the Hilbert spaces:

Vi=VpxVs, Ve=H'(Q? Vp=H (27, (19)
and the bilinear forms:
m(®,¥) :=mp(pp,¥p) + ms(ps,¥s), a(®,¥):=ap(pp,¥p)+as(ps,¥s) , (20)
where we denoted:
1
malea.va) =z [ vava. aalva.vie) = [ Ve Vig, Qe{Ps}. @D
Q

Then, it is a simple exercise to see that the weak space formulation of (6, 9, 11) can be written as:

Find @ : RT™ — V satisfying (11) such that:

22
5—; m(®(t),¥) +a(P(t),¥) —b(P(t),¥) =0, YWeV . =
In what follows, we consider an abstract problem of the framework (22). We can denote that:
— Theoretically, the important properties will be:
The bilinear forms m(-,-), a(-,-) and b(-, -) are continuous and symmetric on V,
The bilinear form m(-, ), is positive definite, (23)

The bilinear form a(-,-) — b(-, -) is positive.

In our case, these properties are satisfied with (19), (20), (21) and (15), thanks to lemma 1.

— From a practical point of view it is important that V' = Vp x V; and that we have a decomposition
of m(-,-) and a(-,-) as (20), which means that the unknowns ¢ p and ¢g are just linked by b(, -).
Regarding the present application, the fact that b(-, ) is an integral on the boundary (15) will have
practical consequences: the numerical treatment of the coupling will be less expensive.

4 An Energy preserving Discretization Scheme

4.1 Construction and stability analysis

We first discretize in space by a Galerkin method, introducing a family of finite dimension subspaces
Vp, of V, where h is an (abstract) approximation parameter. One can write the semi-discrete problem as
follows (in order to simplify, we pass over the handling of the initial data):

Find &;, : Rt — V}, such that:

d2 24)
pr) m(@h(t), g/h) + a(@h(t), ![/;L) — b(@h(t), g/h) =0, WeV ,

which modulo some abusive but obvious notation that we omit to precise, is equivalent to a finite dimension
differential system:

d*®y,

dt?

where, using (23), My, A, and B, are symmetric matrices, M}, is positive definite and A; — By, is
positive. Then we discretize in time with a leap-frog scheme, and we allow ourselves to treat differently

M,

+Ap®, — B9, =0, (25)



(we will explain why later) the terms a (P, (t), ¥y, ), treated explicitely and b(®y, (t), ¥, ), treated implicitely
with a f-scheme. The numerical scheme can be written (9 € ]0, 1]) in its variational form:

Find 9} € V4, (n=0,1,2,---) such that, for all ¥, inV :

- (26)
@n—‘rl o 24571, an 1
m (L At’f b ) +a(®),0,) — b(OD)H! + (1 —20) D) + 0Py, Wy,) =0,
or in its algebrical form:
ot _ogn 4 gn1
M, L b h L AP —BL(00T +(1-20) D) + 0P =0 . 27

At?

The interest of this framework of schemes is that if § > 1/4, its stability condition is independent of the
bilinear form b(-, -). We prove it in the following:

Theorem 1. When 6 > 1/4, the scheme (26) is stable as long as:

a(¥, ¥
OAL||Anll <1, where || Apll:= sup (hih) . (28)
U, eVR\{0} m(Wh,Wh)
Proof. We use an energy method. We first point out that:
Pt — opn 4 pnL
0+ (1 20) @+ o = o g A T 2T
to rewrite (26) as:
@TL-‘rl _ 2@71 _|_ @ﬂ—l B
miy (2 Atg b 0) +a* (00T + (1—20) D) + 00} ", W) =0, (29)
where we denote:
mi, (P, W) := m(D,¥) — OAL? a(P, W), a* (D, V) = a(D, V) — b(P,¥) . (30)
Then, we can see that:
Pt 4 ogn 4 prl 1 Pt _ogn 4 gt
n+1 n n—1 _ *h h h 2 *h h h
OB + (1—20) 07 + 07" = 0 + (0-7) A ~
to rewrite (26) as:
N A I\ g2 gr( B =20 + 25
my ~ ) + (0 1) At a*( - )
Pyt 4207 + PPt
+a*( h + 4h+ h ag/h):O
n+1 @”_1
If we choose ¥, = —2 5 A7 h__ we obtain a result of energy conservation:
1 n+l n—1l
(B - =0,
where we denote:
gty 1. (@ZH — oy Prt - qﬁz) L1 (9 B }) A2 a*(qﬁzﬂ — oy Ppt - (PZ)
ho T TALTTAL A 2\ 4 At At

L a*(gpg“ 9 P! +45;;)
At 2 2
Classically, the stability of the scheme is a consequence of the positivity of this energy. To conclude, one
need to keep in mind that, by hypothesis, the bilinear form a*(-, ) is positive and (28) is nothing but the
time step condition on At needed for the positivity of m¥, (-, ) [4].

O



Remark 2. The stability condition (28) taken strictly implies the inversibility of the matrix M), —At?By,,
the matrix we have to inverse on each time step of the algorithm.

Remark 3. We notice that considering (28), we obtain the classical stability condition by taking 6 = 1/4,
it is the condition that we obtain by solving the two equations independently. In the following, we always
take 6 = 1/4.

4.2 Computational aspects

We use high-order Lagrangian finite elements on quadrilateral grids (also called spectral elements as
in [2]) with a priori different meshes and orders for each potential adapted to each wave speed (a similar
idea has also been developed in a nearby context in [3] for fluid-structure interaction). We also use a mass
lumping technique [2] in order to have a mass matrix M}, seen in equation (25) diagonal. As a consequence,
the computation is purely explicit, except for the degrees of freedom located on the boundary, which are
coupled through the matrix B;,. Moreover, B;, has the structure of a 1D finite element matrix so that the
additional cost due to the computation of the boundary unknowns is marginal.

5 Numerical Results

In our experiments, the domain of computation is a 2D annulus. We have chosen a S-wave ‘point source’
term (a localized in space right hand side in equation (6), that varies in time as a Ricker pulse). Speaking
of the meshes, we took the same quadrangular meshes for the P-wave and the S-wave, but different orders:
3 for the P-wave and 6 for the S-wave, taking into account the shorter wavelength for S waves: Vp is taken
about 3 times bigger than Vg.

In figure (1), we displayed snapshots of numerical solutions (to be seen column per column) corresponding,
from top to bottom, to instants 1.6, 2, 2.4, 2.8, and 5. The first three columns correspond to calculations
made with our new method. On the first two columns, we represent the modulus of the displacement
for the P and S waves respectively, that is to say Vep and ﬁ s, whereas we represent in the third
column, the modulus of the total displacement field Vpp + curl ¢g. In the last column, we represent
the same quantity for anther numerical solution computed with a finite element approach for the classical
displacement formulation. We observe a very good agreement between the results in columns 3 and 4.

6 Conclusion

In this paper, we have proposed a quite satisfactory solution, from both theoretical and practical points
of view, for the model problem of section 1. However, this remains insufficient with respect to applica-
tions. For this type of method to be convincing, we should be able to treat transmission problems and free
boundary conditions. We expect that if we get a good solution for the free boundary condition, then we
shall de able to deal with transmission conditions. Unfortunately, this problem appears to be much more
challenging than the one treated in this paper: the first attempts that we have done so far, although they
seem to work for the time harmonic problem, meet severe instability problems with the time dependent
case. Solving this major difficulty appears to be the bottleneck for future developments in the direction of
this paper.
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Fig. 1. Propagation of an S-wave in a disk. From left to right: modulus of the P-wave, the S-wave, the sum of the two
waves and u solution of the elastodynamic equation.



