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We present in this article a positive finite volume method for diffusion equation on deformed meshes. This method is
mainly inspired from [50, 52], and uses auxiliary unknowns at the nodes of the mesh. The flux is computed so as to be a
two-point nonlinear flux, giving rise to a matrix which is the transpose of an M-matrix, which ensures that the scheme is
positive. A particular attention is given to the computation of the auxiliary unknowns. We propose a new strategy, which
aims at providing a scheme easy to implement in a parallel domain decomposition setting. An analysis of the scheme
is provided: existence of a solution for the nonlinear system is proved, and the convergence of a fixed-point strategy is
studied.
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1 Introduction

We consider the unsteady diffusion equation{
∂tu− div (κ∇u) = f, in Ω× (0, T ),

γ (κ∇u) · n+ δu = g on ∂Ω× (0, T ),
(1)

where Ω is a bounded open domain of R2, n is the outgoing normal to Ω. The data are f ∈ L2(Ω), g ∈ H1/2(∂Ω), and
κ ∈ L∞(Ω) satisfies the ellipticity condition

∀x ∈ Ω, κ(x) ≥ κ0 > 0.

The functions γ and δ are smooth functions such that

∀x ∈ ∂Ω, δ(x) ≥ 0, and γ(x) ≥ γ0 > 0.

The system (1) is completed by an initial data

u(t = 0) = u0 ∈ H1(Ω). (2)

For the sake of simplicity, we restrict our attention to the case of an isotropic diffusion, that is, κ(x) ∈ R. However, a
simple adaptation allows to treat any bounded matrix κ(x) satisfying ellipticity conditions. We refer to [50] for the details.

Under the above conditions, the system (1)-(2) has a unique solution in C0
(
[0, T ], H1(Ω)

)
∩ C1

(
[0, T ], L2(Ω)

)
. See

for instance [18] for the proof. Further, we have a maximum principle: if f ≥ 0, g ≥ 0 and u0 ≥ 0, then u ≥ 0 in Ω×[0, T ].
The equation being linear, it also implies that, if m ≤ f ≤M, mδ ≤ g ≤Mδ and m ≤ u0 ≤M , then m ≤ u ≤M.

In the case when system (1)-(2) is coupled with hydrodynamics, and if the hydrodynamic equations are solved using
a Lagrangian or ALE method, the mesh may be highly distorted. Further, the unknown u is naturally discretized using a
piece-wise constant approximation on this mesh. This is why we are interested in finite-volume approximations of (1)-(2)
on deformed meshes.

The scheme needs to be consistent, stable, and reproduce on the discrete level qualitative properties of the system (1)-
(2), such as conservativity and maximum principle. Moreover, in the case when the unknown u is a temperature or a

∗ Corresponding author, e-mail: blanc@ann.jussieu.fr, Phone: +33 157 279 118, Fax: +33 144 277 223

Copyright line will be provided by the publisher



4 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

concentration, it is mandatory that u remains positive. Finally, it is desirable that the scheme produces a symmetric matrix,
and is linear. However, as we will see below, these last two conditions will be dropped to the advantage of the previous
ones. Further, we need the stencil of the scheme to be small, in order to make the parallelization of the scheme amenable.
In summary, the ideal scheme should satisfy the following:

1. consistency;

2. stability;

3. conservativity;

4. small stencil (in link with parallelization);

5. maximum principle;

6. symmetry;

7. linearity.

The scheme we present here satisfies all these properties, except 5, 6 and 7. A weaker version of item 5 is proved, that is,
the scheme is positive (see below). It should be noted that, in practice, we did not find any example in which the maximum
principle is violated.

Many works have been devoted to the present subject. Let us mention those we know of, which might not be exhaustive
(see the review article [12] for more details):

- To our knowledge, the first attempt to derive a consistent finite volume scheme for diffusion equations on a deformed
mesh was the work of Kershaw [28] (see also [43] for a related scheme). The basic idea is to consider a transformation
from a reference quadrilateral mesh to the actual deformed mesh, and write down a standard finite volume scheme in
this reference configuration, then transform it in order to obtain a finite volume scheme on the deformed mesh. This
scheme gives a symmetric matrix, but was proved to be consistent only on meshes consisting of parallelograms, and
does not satisfy the maximum principle.

- Another approach is to use a diamond scheme, which was analyzed in [9]. The idea is to introduce auxiliary unknowns
at the nodes of the mesh. These additional unknowns are computed using an interpolation method as functions of the
cell unknowns. The node unknowns are then used to compute a second-order approximation of the fluxes. This method
converges at order two if the interpolation method is sufficiently precise. However, this scheme is not positive, and the
associated matrix is in general not symmetric.

- The method of mixed finite element [45] may be recast in a finite volume formulation. Here, we use additional degrees
of freedom at the edges of the mesh. A hybrid formulation of (1) then allows to eliminate the cell unknowns, so that
the system we need to solve gives the edge unknowns, and the cell unknowns are then computed accordingly. This
scheme is convergent of order two, the corresponding matrix is symmetric, but it is not positive. A numerical analysis
of such schemes was given in [2].

- More recently, the discrete duality finite volume method (DDFV) was proposed by F. Hermeline [21–26]. In this
method, one also uses additional unknowns localized at the nodes of the mesh. These unknowns are not related to the
cell unknowns by an interpolation procedure, but are computed by writing down, on a dual mesh, a diffusion scheme
approximating (1). Doing so, one solves two diffusion problems instead of one. This scheme is convergent of order
two, even if the mesh contains non-convex cells, and the associated matrices are symmetric, but not positive.

- The mimetic finite difference method is described in the papers [6, 7, 29, 38] (see also the review paper [36]). In
this method, the fluxes are considered as additional unknowns. Moreover, the discrete system is designed so that
some properties of the continuous system are reproduced, such as, for instance, the Green formula. The scheme
is convergent of order two, and the corresponding matrix is symmetric. However, it does not satisfy the maximum
principle (see [37]), and the number of degrees of freedom is much larger than in other schemes.

- The scheme using stabilization and harmonic interfaces (SUSHI) was proposed by R. Eymard, T. Gallouët and R.
Herbin [19]. It is based on the same ideas as the standard diamond scheme. However, a stabilization term is added to
the discrete gradient, which preserves consistency, while improving robustness. This scheme is convergent of order
two, the corresponding matrix being symmetric, but the scheme is not positive. It is proved in [13] that, actually,
SUSHI and mimetic finite difference methods are part of the same family of methods.
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- The multi-point flux approximation (MPFA) [1,5,15] uses additional unknowns at the edges of the mesh, with possibly
several of them on each face. These additional unknowns are used to compute a consistent approximation of the flux,
and are then eliminated by imposing that the flux is continuous across each edge. These scheme are convergent,
except on random meshes, and they give rise to non-symmetric matrices. They do not satisfy the maximum principle
(see [16, 17, 20]).

- In [30], a finite difference type scheme has been proposed by C. Le Potier. This scheme is convergent of order one,
and satisfies the maximum principle. However, in order to manage this, the stencil is enlarged to a larger distance.
Thus, this scheme is difficult to use in a decomposition domain strategy.

- In [51], V. Siess studies a scheme which is convergent of order one, and satisfies the maximum principle. In order to
do so, the mesh is replaced by the Voronoï mesh associated with the cell centers of the original mesh. On such a mesh,
it is possible (and simple) to write down a second order consistent approximation of the fluxes using the neighbouring
cell unknowns. Therefore, this scheme is consistent and satisfies the maximum principle. However, the change of
mesh induces an error at order one, so that convergence is only of order one. Further, the stencil may be larger than
for standard finite volume methods, and extension to anisotropic diffusion is not obvious.

- In [14], a nonlinear scheme is designed with additional unknowns which are not at the nodes nor at the faces of the
mesh. These additional unknowns are computed by interpolation. The scheme is convergent of order two, satisfies the
maximum principle, and gives a non-symmetric matrix in general. Its main drawback is that it is nonlinear.

- A scheme which is very similar to the preceding one was proposed in [49], in which the additional unknowns are
located at the edges of the mesh. The implementation of this scheme is slightly different from [14], but the properties
are very similar: it converges with the same rate, satisfies the maximum principle, produces an non-symmetric matrix,
and is nonlinear.

- The scheme proposed in [50,52,53] is based on the same idea, that is, defining a nonlinear scheme so that it is positive.
However, our implementation is simpler and more natural, since it uses only two-point fluxes, in the spirit of [3, 31].
This scheme is convergent of order two, and positive, that is, if f ≥ 0, g ≥ 0 and u0 ≥ 0, then u ≥ 0. However, since
the scheme is nonlinear, this does not imply the maximum principle.

- Finally, monotone nonlinear schemes based on the idea of building consistent two-point flux approximations, but
without interpolation of additional unknowns, was proposed in [10,32,33,35,41]. It avoids the problem of interpolation
of additional unknowns, satisfies the maximum principle, and is precise at order two. However, in the case of highly
deformed meshes, it may be necessary to enlarge the stencil in order to preserve this properties.

The scheme described in [50, 52, 53] is the one we have tested. It satisfies all the points mentioned above, except items
5, 6 and 7. The maximum principle is replaced by positivity of the scheme, which is weaker since the scheme is nonlinear.
Since it uses only two-point fluxes, its stencil is reduced to edge-neighbouring cells. This implies that it is very simple to
use it in a decomposition domain strategy. Note that we are not able to prove that the scheme is coercive (uniformly with
respect to the mesh size). However, the numerical results indicate that it is the case. Apart from studying test cases which
are different from [50], our contribution is that we give proof of the existence of a solution to the scheme. We also provide
a convergence analysis of the fixed point iteration needed to deal with the nonlinearity of the scheme.

Let us end this introduction by a practical remark: in order to have a positive scheme, one needs either to enlarge the
stencil, or to use a nonlinear scheme (see [27, 28]). We use here the second strategy, which leads to a nonlinear scheme
even if the problem (1)-(2) is linear. In principle, this induces a higher computational cost, since the nonlinear equation
is in general solved using a fixed point strategy. However, for the applications we have in mind, the original problem is
nonlinear. Therefore, the model problem (1)-(2) is only an intermediate step to solve a nonlinear problem. In practice, the
numerical tests show that it is not necessary to reach convergence of the fixed point strategy. Only one step of this algorithm
already gives satisfactory results. The outer loop (for instance a Newton algorithm) ensures consistency when it converges.
Hence, the additional cost related to the nonlinearity of the scheme is relatively small, as far as the mesh distortion is not too
important. For highly distorted mesh, the convergence of the Newton algorithm may be relatively slow, thereby inducing
a more important additional computational cost. However, when applied to a linear problem, the present scheme is much
more costly than linear schemes.

The article is organized as follows: in Section 2, we describe the method in detail, and prove that the method is positive
and consistent. In Section 3, we give the implementation details. We prove in particular that, if the time step is small
enough, the fixed point algorithm converges. Finally, Section 4 gives numerical tests asserting the accuracy and positivity
of the scheme.
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6 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

2 The method of Sheng, Yuan and Yue

2.1 Notation

We give here the notation used throughout the article: we assume that a mesh is given, and denote by

- K the set of all cells of the mesh;

- E the set of edges of the mesh;

- N the set of nodes of the mesh;

For any K ∈ K, we still denote by K the center of this cell. For any L ∈ K sharing an edge with K, we denote by
e = K|L ∈ E this common edge.

Given an edge e of a cell K, we will denote by nK,e the outer normal to K on e. Finally, we define the global mesh size
by

∆x = max {|e|, e ∈ E} . (3)

2.2 Discrete fluxes

In order to write down a finite volume scheme for (1)-(2), we integrate it over a cell K:∫
K

∂u

∂t
dx−

∫
K

∇ · (κ∇u)dx =

∫
K

fdx,

and use the divergence formula:∫
K

∂u

∂t
dx−

∫
∂K

κ∇u · nKdΓ =

∫
K

fdx,

where nK is the outer unit normal to cell K, and ∂K is the boundary of K. We define an edge e as the intersection of two
neighbouring cells K and L. We note e = ∂K ∩ ∂L = K|L. We have∫

K

∂u

∂t
dx+

∑
e∈∂K

(
−
∫
e

κ∇u · nKe
dΓ

)
=

∫
K

fdx. (4)

We set
FK,e = −

∫
e

κ(x)∇u(x, t) · nKe
dΓ,

the flux going out of K through e. The point is to write down an approximation of FK,e for each edge e, as a function of
the cell unknowns.

For this purpose, we introduce additional unknowns at the nodes of the mesh. In a second step, we will express these
additional unknowns by an interpolation method. Let us first define the notation: (recall that K and L denote both the cells
and the corresponding centers.) The points M1 and M2 are nodes of K such that the basis (

−−−→
KM1,

−−−→
KM2) is direct, and

such that the decomposition of nK,e in this basis gives non-negative coefficients. See figure 1. The points M3 and M4 are
defined in a similar way, with the constraint that the basis (

−−→
LM3,

−−→
LM4) is direct, and that the decomposition of the normal

vector nLe in this basis gives non-negative coefficients. We define O1 (respectively O2) the intersection between the half
line starting at K (respectively L) with direction nK,e (respectively nL,e) and the boundary of K (respectively L). We also
define the angles

θK1 = (
−−−→
KM1,

−−−→
KO1), θK2 = (

−−−→
KO1,

−−−→
KM2), θL1 = (

−−→
LM3,

−−→
LO2), θL2 = (

−−→
LO2,

−−→
LM4),

θK = θK1
+ θK2

, θL = θL1
+ θL2

.

Note that the nodes Mi may be different from the endpoints of the edge e (see Figure 2). We then write the vector nK,e as
a linear combination of

−−−→
KM1 and

−−−→
KM2. We thus compute α ∈ R and β ∈ R such that

nKe
= α

−−−→
KM1

‖
−−−→
KM1‖

+ β

−−−→
KM2

‖
−−−→
KM2‖

. (5)
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M
2 M3

M4
M

1

n Ke

n Le O2

O1

L
K

Fig. 1 The cells K and L, their centers, and the points Mi for 1 ≤ i ≤ 4.

M1

M3

M4

M2
O1 O2

nLe

nKe

K

L

Fig. 2 The cells K,L and the points Mi for 1 ≤ i ≤ 4 in the case when these points are not the endpoints of the edge e = K|L.

We compute the outer product of (5) with
−−−→
KM1, and find

‖nKe
∧
−−−→
KM1‖ = ‖

−−−→
KM1‖ | sin θK1

|
‖nKe

∧
−−−→
KM1‖ = |β| ‖

−−−→
KM1‖ | sin θK |

}
=⇒ |β| =

∣∣∣∣ sin θK1

sin θK

∣∣∣∣ .
Since θK ∈ (0, π] and θK1

∈ (0, π], we have 0 < sin θK ≤ 1 and 0 < sin θK1
≤ 1 whence

β =
sin θK1

sin θK

Likewise, α =
sin θK2

sin θK
. We thus have

nKe
=

sin θK2

sin θK

−−−→
KM1

‖
−−−→
KM1‖

+
sin θK1

sin θK

−−−→
KM2

‖
−−−→
KM2‖

. (6)

A similar argument gives

nLe
=

sin θL2

sin θL

−−→
LM3

‖
−−→
LM3‖

+
sin θL1

sin θL

−−→
LM4

‖
−−→
LM4‖

. (7)
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8 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

We infer

FK,e = −
∫
e

(
sin θK2

sin θK

∇u ·
−−−→
KM1

‖
−−−→
KM1‖

+
sin θK1

sin θK

∇u ·
−−−→
KM2

‖
−−−→
KM2‖

)
κ(x)dΓ

FL,e = −
∫
e

(
sin θL2

sin θL

∇u ·
−−→
LM3

‖
−−→
LM3‖

+
sin θL1

sin θL

∇u ·
−−→
LM4

‖
−−→
LM4‖

)
κ(x)dΓ

We use a finite difference approximation to compute the integrand in the above formula:

∇u ·
−−−→
KMi

‖
−−−→
KMi‖

=
u(Mi)− u(K)

‖
−−−→
KMi‖

+O(∆x).

Thus,

FK,e = −|e|

(
sin θK2

sin θK

uM1
− uK

‖
−−−→
KM1‖

+
sin θK1

sin θK

uM2
− uK

‖
−−−→
KM2‖

)
κe +O(∆x2),

FL,e = −|e|

(
sin θL2

sin θL

uM3
− uL

‖
−−→
LM3‖

+
sin θL1

sin θL

uM4
− uL

‖
−−→
LM4‖

)
κe +O(∆x2),

where κe is the value of κ(x) at the center of the edge e. We define

F1 = −|e|κe

(
sin θK2

sin θK

uM1 − uK
‖
−−−→
KM1‖

+
sin θK1

sin θK

uM2 − uK
‖
−−−→
KM2‖

)
, (8)

F2 = −|e|κe

(
sin θL2

sin θL

uM3
− uL

‖
−−→
LM3‖

+
sin θL1

sin θL

uM4
− uL

‖
−−→
LM4‖

)
. (9)

In order to use formulas (8) and (9), we need to compute the values uMi
at the nodes Mi, and the value of κ on the edge e.

This value is in general computed as a linear combination of κK and κL, as for instance

κe =
λK,e + λL,e
λL,e

κL
+

λK,e

κK

,

where λK,e and λL,e are, respectively, the distance between the center of K (resp. L) and the edge e.
The unknowns uMi

are computed via an interpolation method, for which we refer to Section 3.1 below.

Formulas (8) and (9) give a consistent approximation of the flux through the edge e (up to a change of sign). We are
going to combine them in order to obtain a positive scheme. For this purpose, we write

FK,e = µ1(u)F1 − µ2(u)F2, (10)

FL,e = µ2(u)F2 − µ1(u)F1, (11)

where the coefficients µ1 and µ2 are chosen below. We need these formulas to be consistent, so we impose µ1 + µ2 = 1.
The idea of [50] is to compute µ1 and µ2 in such a way that (10) and (11) are two-point approximations of the flux. Going
back to (8) and (9), we insert them into (10) and (11):

FK,e = µ1F1 − µ2F2

= −µ1|e|κe

(
sin θK2

sin θK

uM1
− uK

‖
−−−→
KM1‖

+
sin θK1

sin θK

uM2
− uK

‖
−−−→
KM2‖

)

+µ2|e|κe

(
sin θL2

sin θL

uM3 − uL
‖
−−→
LM3‖

+
sin θL1

sin θL

uM4 − uL
‖
−−→
LM4‖

)
.

Copyright line will be provided by the publisher
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Thus,

FK,e = µ1|e|κe

(
sin θK1

sin θK

1

‖
−−−→
KM2‖

+
sin θK2

sin θK

1

‖
−−−→
KM1‖

)
uK

−µ2|e|κe

(
sin θL1

sin θL

1

‖
−−→
LM4‖

+
sin θL2

sin θL

1

‖
−−→
LM3‖

)
uL

−µ1 |e|κe

(
sin θK1

sin θK

uM2

‖
−−−→
KM2‖

+
sin θK2

sin θK

uM1

‖
−−−→
KM1‖

)
︸ ︷︷ ︸

=a1

+µ2 |e|κe

(
sin θL1

sin θL

uM4

‖
−−→
LM4‖

+
sin θL2

sin θL

uM3

‖
−−→
LM3‖

)
︸ ︷︷ ︸

=a2

. (12)

Note that, due to our choice or M1,M2,M3,M4, (see figures 1 and 2), we have a1 ≥ 0 and a2 ≥ 0 (provided u ≥ 0, which
is the case, as we will see below). We are going to impose that a1µ1 = a2µ2 in order to have two-point fluxes. We thus
need to solve the following system: {

µ1 + µ2 = 1,
a1µ1 − a2µ2 = 0.

As far as a1 + a2 6= 0, this system has a unique solution, which reads

µ1 =
a2

a1 + a2
, µ2 =

a1

a1 + a2
.

When a1 + a2 = 0, in [50, 53], it is proposed to arbitrarily choose µ1 = µ2 = 1
2 . However, this may cause the flux to be a

discontinuous function of u. This is not desirable, so we use slightly different values for a1 and a2, namely

ã1 = a1 + ∆x2, ã2 = a2 + ∆x2,

where ∆x is defined by (3). Then we solve the system defining µ1 and µ2 with these values

µ̃1 =
a2 + ∆x2

a1 + a2 + 2∆x2
, µ̃2 =

a1 + ∆x2

a1 + a2 + 2∆x2
.

Note that, if the coefficient ai are non-negative, which is the case in the interpolation procedures mentioned below (see
Section 3.1), this definition of µ̃1 and µ̃2 is a continuous function of u (see the proof of Proposition 3.1 below). Finally, we
re-define the fluxes as

FK,e = −FL,e = µ̃1|e|κe

(
sin θK1

sin θK

1

‖
−−−→
KM2‖

+
sin θK2

sin θK

1

‖
−−−→
KM1‖

)
uK

− µ̃2|e|κe

(
sin θL1

sin θL

1

‖
−−→
LM4‖

+
sin θL2

sin θL

1

‖
−−→
LM3‖

)
uL. (13)

Since the definition (12) of the fluxes is consistent with the exact fluxes of order 2 in ∆x, so is (13).
Remark 1 In the definition of ã1 and ã2, we have chosen to use a global mesh size ∆x, but it is also possible to use a

local one, for instance
∆xLM = max {|e|, e ∈ E ∩ (K ∪ L)} .

This would allow smaller values of the regularizing terms where the mesh is fine, which numerically is relevant.

Since we have imposed FL,e = −FK,e, the scheme is conservative (see Proposition 2.4 below). Moreover, if the values
uMi

are non-negative, which is the case for the interpolation procedures we use, we have µ̃1 > 0 and µ̃2 > 0, hence

FK,e = −FL,e = AK,euK −AL,euL,

with AK,e ≥ 0 and AL,e ≥ 0. This implies that the matrix is the transpose of an M-matrix (see Definition 2.1 below). This
in turn implies that the scheme is well-defined (and positive), as we will see below in Proposition 2.3.
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10 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

S2

S1

K
e

nH

Fig. 3 The boundary cell K and its boundary edge e

2.3 Boundary conditions

The boundary conditions of (1) are taken into account as follows: let K be a boundary cell, with an edge e on the boundary
(see figure 3). We denote by S1 and S2 the nodes of e, and we impose the value

−γeFK,e + δeue = ge, (14)

where ge is the value of g on e, and similarly for γe and δe. The value ue is an approximation of the unknown u on e, yet
to be determined, together with the flux FK,e through e. Now, let us define the point H , which is the orthogonal projection

of K onto the line (S1S2). Then, a consistent approximation of the flux is given by FK,e = κe
uK − uH
‖
−−→
KH‖

, hence,

uH = uK −
‖
−−→
KH‖
κe

FK,e (15)

Moreover, given the values of u at the nodes S1 and S2, the following approximation of ue is of second order:

ue =
1

2
(uS1 + uS2) .

It is then possible to express the value uH by an affine approximation:

ue − uH =

(
1

2
+

−−→
S2K ·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
uS1 +

(
1

2
−
−−→
S1K ·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
uS2 . (16)

We now re-write (14) as
−γeFK,e + δeuH + δe (ue − uH) = ge.

Inserting the value of ue − uH given by (16) into this equation, and then using the value of uH given by (15), we infer

−

(
γe + δe

‖
−−→
KH‖
κe

)
FK,e + δeuK = ge − δe

[(
1

2
+

−−→
S2K ·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
uS1

+

(
1

2
−
−−→
S1K ·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
uS2

]
.

Hence, we have the following value for the flux:

FK,e =
δe

[(
1
2 +

−−→
S2K·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
uS1

+
(

1
2 −

−−→
S1K·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
uS2

]
− ge + δeuK

γe + δe
‖
−−→
KH‖
κe

(17)
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The values uS1
and uS2

being computed by the interpolation method described below (Section 3.1), we use this value of
the flux in the finite volume formulation.

The advantages of this method (comparing with the one described in [50]) are that it avoids the introduction of additional
degrees of freedom on the boundary. Further, in the case of a Cartesian mesh, we recover the approximation by standard
finite difference methods.

Note that the node values uS1
and uS2

are necessary to compute FK,e. As we will see below, in practice, we use an
explicit value for these unknowns: uSi

are the values computed at the preceding step of the fixed point algorithm.

2.4 A summary of the scheme

Let us summarize the scheme we have just derived: a consistent approximation of the flux from cell K to cell L through
edge e = K|L is given by

FK,e = AK,euK −AL,euL, and FL,e = −FK,e,
with

AK,e = µ̃1|e|κe

(
sin θK1

sin θK

1

‖
−−−→
KM2‖

+
sin θK2

sin θK

1

‖
−−−→
KM1‖

)
, (18)

AL,e = µ̃2|e|κe

(
sin θL1

sin θL

1

‖
−−→
LM4‖

+
sin θL2

sin θL

1

‖
−−→
LM3‖

)
. (19)

The coefficients µ̃1 and µ̃2 are given by

µ̃1 =
a2 + ∆x2

a1 + a2 + 2∆x2
, µ̃2 =

a1 + ∆x2

a1 + a2 + 2∆x2
,

with

a1 = |e|κe

(
sin θK1

sin θK

uM2

‖
−−−→
KM2‖

+
sin θK2

sin θK

uM1

‖
−−−→
KM1‖

)
,

a2 = |e|κe

(
sin θL1

sin θL

uM4

‖
−−→
LM4‖

+
sin θL2

sin θL

uM3

‖
−−→
LM3‖

)
.

The node values uMi
are given by the interpolation procedure described in Section 3.1 below. The important fact is that it

should satisfy
uMi ≥ 0.

Finally, we use an implicit discretization in time, so that the scheme for system (1)-(2) is given by
1

∆t

(
un+1 − un

)
+M(un+1)un+1 = f + g,

un+1 ≥ 0,
(20)

where we have denoted by un the vector (unK)K∈K. Here, K is the set of all cells of the mesh. The vector f is (fK)K∈K,
where fK =

∫
K
f, so that uK is an approximation of

∫
K
u. The vector g corresponds to the boundary conditions:

gK =
∑

e∈K∩∂Ω

gK,e,

with

gK,e =
ge − δe

[(
1
2 +

−−→
S2K·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
un+1
S1

+
(

1
2 −

−−→
S1K·

−−−→
S1S2

‖
−−−→
S1S2‖2

)
un+1
S2

]
γe + δe

‖
−−→
KH‖
κe

The matrix M(u) is defined as follows:

[M(u)]KK =
∑
e∈K

AK,e +
∑

e∈K∩∂Ω

 δe

γe + δe
‖
−−→
KH‖
κe

 , (21)

[M(u)]KL = −AL,e if K 6= L. (22)

Implicitly, we set AL,e = 0 if e is not an edge of L. Hence, if K and L do not share an edge, then [M(u)]KL = 0.
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12 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

2.5 Properties of the scheme

First, we prove that the scheme is well-posed, that is, (20) has a solution. For this purpose, we first need some definitions:
Definition 2.1 We say that a matrix M ∈ RN×N is an M-matrix if it satisfies the following inequalities:

∀i 6= j, mij ≤ 0, (23)

∀i,
N∑
j=1

mij ≥ 0. (24)

Moreover, if (24) is strict for all i, we say that M is a strict M-matrix.
Remark 2 Definition 2.1 is not the standard definition of an M-matrix. Indeed, in the literature, an M-matrix is a matrix

M such that M = cId − A, where A has non negative entries, and c ≥ ρ(A), where ρ(A) is the spectral radius of A
(see [44] for instance). It is an easy exercise to prove that Definition 2.1 is a special case of this latter definition.

We have the following standard fact:
Lemma 1 Assume that M is a strict M-matrix. Then, M satisfies the following properties:

if X ∈ RN is such that ∀i, (MX)i ≥ 0, then ∀i, Xi ≥ 0. (25)

if X ∈ RN is such that ∀i, (MX)i > 0, then ∀i, Xi > 0. (26)

These properties are equivalent to the fact that M is invertible, with M−1 having non-negative coefficients.
The proof of this result can be found in many linear algebra textbooks, as for instance [44, 47].
Definition 2.2 In the sequel, for any X ∈ RN , we will denote by X ≥ 0 the fact that all the components of X are

non-negative:
X ≥ 0 ⇐⇒ ∀1 ≤ i ≤ N, Xi ≥ 0.

Similarly, X > 0 means that all components of X are positive:

X > 0 ⇐⇒ ∀1 ≤ i ≤ N, Xi > 0.

We are now in position to prove that the scheme is well-posed:
Proposition 2.3 If f + g ≥ 0 and un ≥ 0, then system (20) has a solution un+1.
Recall that, according to Definition 2.2, u ≥ 0 means that each component of the vector u are non-negative.

Proof: we reproduce here the proof given in [14]. Equation (20) may be written φ(un+1) = un+1, where

φ(u) = (Id + ∆tM(u))
−1

(un + ∆t(f + g)) . (27)

Hence, we need to prove that φ has a fixed point u ≥ 0 in order to prove that (20) has a solution.
To this end, we first note that, in view of (21) and (22),M(un+1)T is always an M-matrix. Hence,

(
Id + ∆tM(un+1)

)T
is a strict M-matrix. Applying Lemma 1, we infer that the matrix

(
Id + ∆tM(un+1)

)−T
has positive coefficients. Hence,

since un + ∆t(f + g) ≥ 0, we have
∀u ∈ RN , φ(u) ≥ 0.

Moreover, multiplying (27) by the constant vector (1, . . . , 1) on the left, we find that∑
K∈K

[φ(u)]K =
∑
K∈K

(unK + fK + gK) := C0,

which is a constant independent of u. We thus define the set

C =

{
u ∈ RN , u ≥ 0,

∑
K∈K

uK = C0

}
. (28)

It is a convex compact subset of RN , and the application φ maps C into itself. Moreover, φ is continuous. Indeed, each
coefficient of M(u) is a continuous function of u, and M 7→ (I + M)−1 is a continuous application from the set of M-
matrices to the set of matrices. Hence, we may apply Brouwer’s theorem [46], which implies that φ has a fixed point in C,
hence (20) has a solution. �
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Remark 3 Here again, the positivity property is a consequence of the structure of the matrix M , and does not depend
on the fact that we use M = M

(
un+1

)
in the scheme (20). In particular, as far as un ≥ 0, we still have positivity for

the scheme (30). However, only the exact solution to the linear system is non-negative. In particular, if the linear system is
solved with a poor precision, it may still exhibit negative values.

Proposition 2.4 The scheme defined by (20) is conservative.

Proof: the only thing we need to check is that if f = 0, δ = 0 and g = 0, then the scheme satisfies a discrete version of the
equality d

dt

∫
Ω
u = 0, that is,

∀n ≥ 0,
∑
K∈K

un+1
K =

∑
K∈K

unK . (29)

For this purpose, we write (20):

∀K ∈ K, 1

∆t

(
un+1
K − unK

)
+
∑
L∈K

[
M
(
un+1

)]
KL

un+1
L = 0,

and we sum up with respect to K. This gives∑
K∈K

un+1
K −

∑
K∈K

unK + ∆t
∑
K∈K

∑
L∈K

[
M
(
un+1

)]
KL

un+1
L = 0.

Using formulas (21) and (22), we find∑
K∈K

MKL = MLL +
∑
K 6=L

MKL =
∑
e∈L

AL,e −
∑
e∈L

AL,e = 0.

�

Remark 4 Here again, the above property is a consequence of the structure of the matrix M . In particular, M need not
be exactly equal to M(un+1) in order to have this property. In other words, we do not need to reach convergence of the
fixed point strategy in order to have conservativity. In particular, if we replace (20) by

1

∆t

(
un+1 − un

)
+M(un)un+1 = f + g, (30)

the scheme is still conservative.

3 Implementation

3.1 Interpolation

Here we explain how we compute the node unknowns as functions of the cell unknowns, in order to compute the matrix
M(u) of the scheme. For this purpose, a natural way to proceed is the one proposed in [48] or [50]: take a node P of the
mesh, and consider the neighbouring cells (Ki)1≤i≤p, that is, all the cells having P as a node. Then, write down a linear
approximation of uP as a function of the values uKi :

uP =

P∑
i=1

ωiuKi . (31)

In order to have a second-order approximation, so that the scheme may still be second-order convergent, we require formula
(31) to be exact for any affine function. This gives the following system:

p∑
i=1

ωi = 1,

p∑
i=1

ωixKi = xP ,

p∑
i=1

ωiyKi
= yP .

(32)
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14 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

P

Fig. 4 An example in which the point P is not in the convex envelop of the neighbouring cell centers.

In this system, the unknowns are the weights ωi, and for each point M , we denote its components by (xM , yM ). Hence,
we have three equations and p unknowns. In general, p 6= 3. We solve the system using a least squares procedure [4]. In
general, p ≥ 3 (for a structured mesh of quadrangles, p = 4 when P is an interior node), and we thus find a solution to this
system.

However, as we have seen, it is important that uP ≥ 0 in order for the scheme to be well-defined (see Proposition 2.3).
A way to ensure this is to have only non-negative weights in the interpolation procedure. This is always the case if P is
in the convex envelop of the points Ki. When the mesh is highly deformed, this may not be the case (see Figure 4). It is
possible to circumvent this difficulty by extending the interpolation to non-neighbouring cells. However, by doing so, we
extend the stencil of the scheme, which we want to avoid do to parallelization concerns. At this point, we see two main
possible strategies:

- first compute the orthogonal projection Q of P onto the convex hull of the points Ki. Then use this projection Q in
system (32) instead of P itself. Doing so, you are sure that ωi ≥ 0 for all i, so that uP ≥ 0. However, the projection
may result in poor accuracy, since Q might be rather far from P .

- Another possibility is to first solve system (32), and compute uP , but then truncate the result:

uP = max

(
0,

P∑
i=1

ωiuKi

)
.

Doing so, we are sure that uP ≥ 0, and in principle we do not affect the accuracy, since we know, a posteriori,
that uP ≥ 0. Moreover, contrary to what happens when truncating cell values in the same way, the scheme is still
conservative. Indeed, this is a property of the matrix which is not modified by the present truncation.

This last method is the one we have retained, since it seems to us the best compromise between robustness and precision,
given the fact that we do not want to enlarge the stencil of the scheme as for the strategy proposed in [50].

3.2 Fixed-point iteration

As we have seen above, the system is nonlinear (the matrix M in (20) depends on un+1). Hence in order to solve (20), one
needs to use a fixed point strategy. For instance, the following algorithm is the most simple and most natural one:{

v0 = un,
∀k ≥ 0, 1

∆t

(
vk+1 − un

)
+M(vk)vk+1 = f + g,

(33)

with a stopping criterion of the form ‖vk+1 − vk‖ ≤ ε‖vk‖. The value of un+1 is then given by vk+1.
We have the following convergence result:

Proposition 3.1 Assume that f + g ≥ 0 and un > 0. Then, if ∆t is small enough, the sequence (vk)k∈N defined by (33)
converges to un+1, which is a solution to (20).

Proof: Here again, we use the mapping φ defined in the proof of Proposition 2.3 :

φ : C −→ C
u 7−→ (Id + ∆tM(u))

−1
(un + ∆t(f + g)) .
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The set C is defined by (28). We are going to prove that this map is a contraction, so that the iteration vk+1 = φ(vk)
converges to a fixed point of φ.

In order to do so, we first prove the following fact: if ∆t is small enough, then we have

∀u ∈ C, ∀v ∈ C, ∀x ∈ RN ,
∥∥∥∥[Id +

∆t

2
(M(u) +M(v))

]
x

∥∥∥∥ ≥ 1

2
‖x‖. (34)

To prove our claim, we note that, in view of (18) and (19), we have

|AK,e| ≤ 2
|e|κe

min
(
‖
−−−→
KM1‖, ‖

−−−→
KM2‖

) ,
where M1 and M2 are the endpoints of e. This upper bound, in particular, does not depend on u. Inserting this into (21)
and (22), we have

|[M(u)]KK | ≤
∑
e∈K

2
|e|κe

min
(
‖
−−−→
KM1‖, ‖

−−−→
KM2‖

)
+

∑
e∈K∩∂Ω

δe
γe
,

and

|[M(u)]KL| ≤ 2
|e|κe

min
(
‖
−−→
LM1‖, ‖

−−→
LM2‖

) ,
All these bounds are independent of u, hence, we have proved that there is a constant C1, which depends only on the mesh,
and on δ, γ and κ, such that ‖M(u)‖ ≤ C1. Hence, if 2C1∆t ≤ 1, we have∥∥∥∥[Id +

∆t

2
(M(u) +M(v))

]
x

∥∥∥∥ ≥ ‖x‖ − ∆t

2
‖(M(u) +M(v))x‖ ≥ ‖x‖ − ∆t

2
2C1‖x‖ ≥

1

2
‖x‖,

which proves (34).
Next, we prove the following fact: there exists a constant C2 depending only on the mesh and on δ, γ and κ, such that,

∀u ∈ C, ∀v ∈ C, ‖M(u)−M(v)‖ ≤ C2

∆x2
‖u− v‖. (35)

It is clear from the above argument (and from the formulas (21) and (22)), that it is sufficient to prove this inequality for
AK,e. Now, AK,e depends on u only through µ̃1 and is a linear function of µ̃1, so it is sufficient to prove (35) for µ1. We
thus write :

µ̃1(u) = ψ(a1(u), a2(u)), where ψ(α, β) :=
β + ∆x2

α+ β + 2∆x2
.

The function (α, β) 7→ ψ(α, β) is differentiable in the set {α ≥ 0, β ≥ 0}, and

∂ψ

∂α
= − β + ∆x2

(α+ β + 2∆x2)
2 ,

∂ψ

∂β
=

α

(α+ β + 2∆x2)
2 .

Hence, |∇ψ| ≤
(
2∆x2

)−1
, thus

|µ̃1(u)− µ̃1(v)| = |ψ(a1(u), a1(u))− ψ(a1(v), a2(v))| ≤ 1

2∆x2
(|a1(u)− a1(v)|+ |a2(u)− a2(v)|) .

Finally, in view of the definition of a1 and a2, we have |ai(u)− ai(v)| ≤ C2‖u− v‖, where C2 is a constant depending
only on κ and on the mesh. Hence, we infer

|µ̃1(u)− µ̃1(v)| ≤ C2

2∆x2
‖u− v‖.

This proves (35) for µ̃1, hence for M .
We are now in position to prove that φ is a contraction: indeed, we have, from the definition of φ,[

Id +
∆t

2
(M(u) +M(v))

]
(φ(u)− φ(v)) =

1

2
∆t (M(v)−M(u)) (φ(u) + φ(v)) .
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16 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

Applying (34) on the one hand, and (35) on the other hand, we have

1

2
‖φ(u)− φ(v)‖ ≤ C2

∆t

∆x2
‖u− v‖ ‖φ(u) + φ(v)‖. (36)

Due to the definition of C, we know that ‖φ(u)‖ and ‖φ(v)‖ are bounded independently of u and v, respectively. Hence,
choosing ∆t even smaller if necessary, we have proved that φ is a contraction on C. This proves the result. �

Remark 5 This result is of limited practical interest for several reasons.
First, a careful examination of the constants in the proof indicate that, at best, the condition would read

∆t ≤ min

(
1

2C1
, C2∆x2

)
, (37)

for some C1 and C2 that in principle still depend on the mesh. Hence, we end up with a condition which is the stability
condition for an explicit scheme, loosing the benefit of an implicit scheme.

Second, the constant C2 is not explicit and could in principle be large for highly deformed meshes.
However, it indicates that, if convergence of the fixed point should fail, decreasing the time step would help. Actually, it

should be noted that in the numerical tests we have done, we did not find any situation in which the sequence defined by (33)
does not converge (even with rather large values of ∆t). An alternative strategy would be to use acceleration techniques,
such as the one presented in [34].

Remark 6 It is also possible to prove a similar result when assuming that u ≥ m > 0. In such a case, roughly speaking,
∆x2 in (36) would be replaced by m+∆x2, therefore making condition (37) nicer. However, in such a case, it is necessary
that the interpolation procedure giving the node unknowns satisfies the following property:

if ∀K ∈ K, uK ≥ m, then ∀N ∈ N , uN ≥ m. (38)

This property is not satisfied by the interpolation method using truncation (see section 3.1).

If the problem we need to solve is really (1)-(2), then the above fixed-point strategy is necessary to obtain good results.
However, the problems we deal with in practice are nonlinear. Hence, problem (1)-(2) is only an intermediate step in
solving the master equation using, for instance, a Newton algorithm. When this algorithm reaches convergence, un is close
to un+1, so the convergence of the fixed point algorithm may not be needed. In numerical simulations, we have compared
two strategies: the first one is to reach convergence in the fixed point algorithm. The second one consists in dropping the
fixed points strategy, that is, use only one iteration. It happens that, in most cases, it is less costly to use the second strategy.
This amounts to using the scheme (30). The precision of the two methods is comparable. Here, Remarks 4 and 3 are of
particular interest: this strategy does not change the main properties of the scheme.

4 Numerical tests

4.1 Steady analytic problem

We first assess the scheme on a steady problem with an analytically solution. Since the positivity of the solution is a
requirement for our scheme, we choose a solution positive everywhere:

u(x, y) = 1 + cos(πx) cos(πy) (39)

This solution is obtained in solving the following equation in Ω = (0, 1)2{
− div (∇u) = 2π2 cos(πx) cos(πy), in Ω,

(∇u) · n = 0 on ∂Ω,
(40)

with the constraint
∫

Ω
u = 1. We perform this problem on several meshes, which are classical for diffusion operator. These

meshes are obtained by perturbing an initial uniform mesh made of n2 squares of size 1/n2:

- Random mesh – all vertex are translated by the vector 0.4(rx/n, ry/n), where rx and ry are two random numbers
uniformly distributed on [0, 1]. This mesh includes non-convex zones, see left part of fig. 5.

- Kershaw mesh [28] – mesh is highly skewed, see middle part of fig. 5.
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Fig. 5 82 zones meshes: random (left), Kershaw (middle), non-convex (right).

- Strongly non-convex mesh, constructed by moving the central vertex of every the four-cell patterns of the Cartesian
mesh of a vector (0.8

√
2/n, 0.8

√
2/n), see right part of fig. 5.

We perform a convergence study on this problem and for these meshes, starting with the 82 mesh to a 5122 mesh. We
also compute the ratio

cr =

∑
e∈E FK,e (uK − uL)∑
e∈E

κe

de
|e| (uK − uL)

2 .

to measure numerically the coercivity of the scheme. Results are summarized in Table 1.

random Kershaw non-convex
n L2 error order cr L2 error order cr L2 error order cr
8 1.07× 10−2 0.88 7.31× 10−2 0.36 3.90× 10−2 0.18
16 2.22× 10−3 2.27 0.81 4.12× 10−2 0.83 0.26 1.03× 10−2 1.92 0.15
32 5.18× 10−4 2.10 0.80 1.91× 10−2 1.11 0.22 2.61× 10−3 1.98 0.13
64 1.11× 10−4 2.22 0.79 7.35× 10−3 1.38 0.19 7.14× 10−4 1.87 0.12
128 2.69× 10−5 2.04 0.79 2.27× 10−3 1.70 0.18 1.99× 10−4 1.84 0.12
256 9.57× 10−6 1.49 0.79 6.18× 10−4 1.88 0.18 5.82× 10−5 1.77 0.12
512 2.69× 10−6 1.83 0.79 1.60× 10−4 1.96 0.18 1.84× 10−5 1.66 0.12

Table 1 Convergence table for the analytic problem

The scheme achieves almost second order accuracy even on these highly deformed meshes. In the case of non-convex
mesh (last column), it seems that the interpolation procedure we use degrades the order. The coefficient cr, which accounts
for the coercivity, converges for all the grid patterns.

4.2 Planar nonlinear heat wave in a cold wall

A well-known analytic solution of the system (1) is referred in the literature as Marshak waves. This self-similar solution
has been at first exhibited by Marshak [40]. It consists in considering a diffusion coefficient κ = κ0u

k, where κ0 is a
constant and k ∈ N+, a boundary condition u(0, t) = u0 and a initial condition u(x, t) = 0, x > 0. This generates a
self-similar wave propagating into the half space x > 0.

Introducing dimensionless variables

µ = µ(ξ) =
u

u0
, ξ =

(
k + 1

2κ0uk0

)1/2
x√
u
, (41)

the first equation of system (1) reduces to an ordinary differential equation

d2
(
µk+1

)
dξ2

+ ξ
dµ

dξ
= 0. (42)

The boundary conditions associated with equation (42) are µ(0) = 1 and µ = µk(dµ/dξ) = 0 for ξ = ξ0. The position
ξ0 is the solution of the boundary value problem.
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18 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

Fig. 6 Plain line: analytic solution, symbols: numerical solution. Left 322 Kershaw mesh, right 642 Kershaw mesh.

Fig. 7 Plain line: analytic solution, symbols: numerical solution. Left 1282 Kershaw mesh, right 2562 Kershaw mesh.

For our application, we choose k = 3, κ0 = 1, u0 = 1 and run the code until t = 1. We perform this calculation on
4 Kershaw meshes. Domain size is 1 × 1, and the number of zones goes from 322 zones for the coarsest mesh to 2562

zones for the finest one. Numerical results are displayed on figures 6 and 7. On these figures, we have plotted the values
of the temperature for all the zones of the mesh, as a function of x. The oscillatory aspect of the plot is due to the fact that
the mesh is not 1D. We illustrate this point on figure 8 for the coarsest grid. We see on this plot that the solution has no
oscillation.

We observe convergence to the analytic solution. Moreover, the solution remains positive all along the simulation. To
have an idea of the convergence rate, we compute the L∞ norm of the function u4, for which the spatial derivative is
bounded. We obtain a convergence rate of ≈ 1.2.

4.3 Radiative shock

Our last test problem is more challenging. The goal is to assess the robustness and accuracy of the method, in a config-
uration which is relevant for our applications. In theses cases, radiation is strongly coupled with the Euler equations for
hydrodynamics. Since we use Arbitrary Lagrangian-Eulerian methods to discretize the Euler equations, the mesh moves at
each time-step of the calculation, and the distortion of the zones is induced by the fluid motion.

In the following, we consider the following set of equations corresponding to the Euler equation for the hydrodynamics
coupled with an equilibrium diffusion model for the radiation. We solve the equations in the Lagrangian frame:
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Fig. 8 Black line: analytic solution, color lines: numerical solutions on the 322 Kershaw mesh. Each color corresponds to the colored
line on the Kershaw mesh on the right part of the figure, where the numerical solution is measured.


ρdtτ = divu,
ρdtu = −∇(p+ pr),

ρdt(e+ er) = −div ((p+ pr)u) + div
(

c
3σR
∇er

)
,

ρdt(ε+ er) = −div (pru) + div
(

c
3σR
∇er

)
,

(43)

where dtϕ ≡ (∂t + u · ∇)ϕ is the Lagrangian derivative, ρ the density, τ = 1/ρ the specific volume, u the fluid velocity,
p the material pressure, pr = 4/3aT 4 the radiative pressure, T the temperature, e = ε + 1/2u2 the total material energy,
er = aT 4 the radiative energy, c the speed of light, σR(T ) the Rosseland opacity and ε(ρ, T ) the internal energy.

To solve system (43), we split it into a hydrodynamic part and a radiative part. The hydrodynamic part is solved using
the Godunov-type Lagrangian scheme Glace [8, 11]. The radiative part consists in solving the following equation:

ρ∂t(ε+ er) = div

(
c

3σR
∇er

)
. (44)

Note that this equation is nonlinear even if σR does not depend on T .
We use a Newton procedure to solve the equation (44). As for the Marshak wave, we use the procedure described in

section 3.2 in order to converge at the same time the non-linearity of the system and of the scheme.
In order to properly assess the capability of our code to compute such flows, we compare our results to the semi-analytic

solution calculated by Lowrie and Rauenzahn [39]. We refer to this work for all details concerning the semi-analytic
solution. We choose the configuration so that the shock is super-critical. The structure of the solution consists in a radiation
precursor and then an isothermal, hydrodynamic shock.

We use the following values ahead of the shock: ρ0 = 1, u0 = (1.58551e8, 0., 0.)T , T0 = 1.53783e6, σ = 485.8.
Moreover, we use perfect gas equation of state, with γ = 5/3. This gives the following values for the main parameters of
the simulation

P0 =
aT 4

0

ρa2
0

= 10−4,M0 =
|u0| − sshock

a0
= 10 and K =

aT 4
0 c

3σρ0a3
0

= 10−4,

with a0 =
√
γp0/ρ0 the sound speed ahead of the shock and sshock the shock speed. Lowrie and Rauenzahn show that

these three numbers are sufficient to determine entirely the self-similar solution of the problem. M0 is the shock Mach
number, K controls the amount of thermal diffusion and consequently the extent of the radiation precursor in front of the
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Fig. 9 Initial coarsest mesh for the radiative shock problem.

Fig. 10 Final coarsest mesh for the radiative shock problem.

shock and P0 measures the influence of radiation on the flow dynamics.

For the 1D problem, we use the following initial conditions: x ∈ [−0.707245, 1], and exact solution for ρ, u and T for
a shock position xshock = 0.764237. Boundary conditions are u = u0 and zero net flux in x = −0.707245 and u = 0 and
zero net flux in x = 1. Then we run the calculation until tf = 5× 10−9.

To assess the scheme for this kind of problem, we artificially extend the calculation in the y-direction: y ∈ [0, 0.1], and
perform a convergence study. Number of zones goes from 64× 10 to 512× 80 and we apply a Kershaw like pattern on the
initial mesh. Resulting coarsest mesh (64× 10) is depicted in figure 9.

During the calculation, the Lagrangian motion of the mesh deforms the zones giving rise of a more perturbed mesh (see
figure 10).

We display on figures 11 to 14 the results of the simulations on the different meshes in term of velocity and temperature,
compared to the analytic solution. All the values of the different layers are displayed on these figures.

It shows the convergence of the numerical simulation to the semi-analytic solution, assessing the global hydro-radiative
scheme to capture such radiative shock configuration. Moreover, we don’t observe any undershoots on the temperature
profiles (undershoots on velocity are due to wall-heating effect [42]). On these meshes, the numerical cost of the non-
linearity of the scheme is weak, because the non-linearity of the problem is as hard to solve than the non-linearity of the
scheme.

5 Conclusion

We have presented in this article a finite-volume scheme for diffusion equation which has a two-point stencil, which is
consistent, and is positive, even on deformed meshes. Therefore, assuming the solution is positive, we propose a method
to ensure the positivity of the scheme, while keeping a very compact stencil. Consequently, the scheme is easy to use on a
parallel computing architecture.

We have conducted numerical tests which assess convergence on highly deformed mesh for smooth solutions. If the
deformation is not too strong, second-order accuracy is achieved. Further, we have observed convergence for nonlinear
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Fig. 11 1D-plot of the numerical solution (symbols) compared to analytic (plain line) for the 64× 10 zones mesh. Left: velocity, right:
temperature.

Fig. 12 1D-plot of the numerical solution (symbols) compared to analytic (plain line) for the 128×20 zones mesh. Left: velocity, right:
temperature.

Marshak waves on the one hand, and for hydro-radiative shock solutions on the other hand. In the first case, analytic
solutions are available, while in the second case, semi-analytic solutions are used for comparison.

The main drawback is that the scheme is non-linear. Therefore, a fixed-point loop is in principle necessary for computing
the solution. We prove that if ∆t is small enough, this algorithm converges.

The fact that the scheme is non-linear indicates that it is not efficient for solving simple linear problems. However, in the
case of nonlinear problems, the outer loop (in our case a Newton algorithm) allows for dropping the fixed-point strategy.
Indeed, at convergence of the Newton algorithm, two successive values of u, namely un and un+1, are very close, so only
one iteration of the fixed-point strategy is necessary. Hence, for non-linear problems, the cost of the present scheme remains
comparable to that of linear schemes.

Acknowledgments

The authors address many thanks to G. Samba and F. Hermeline for useful advises and fruitful discussions about this work.
Copyright line will be provided by the publisher



22 X. Blanc and E. Labourasse: A positive scheme for diffusion problems on deformed meshes

Fig. 13 1D-plot of the numerical solution (symbols) compared to analytic (plain line) for the 256×40 zones mesh. Left: velocity, right:
temperature.

Fig. 14 1D-plot of the numerical solution (symbols) compared to analytic (plain line) for the 512×80 zones mesh. Left: velocity, right:
temperature.
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