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Abstract

With the increase in demand for improved viewing quality and more immersive experiences,
the tension between the large amounts of video data consumed everyday and the available
bandwidth is ever increasing. To address this issue, new video coding standards have been
developed including Versatile Video Coding and Alliance for Open Media Video 1. Although
these compression techniques have achieved evident coding gains when compared to current
standards, they still employ a similar framework to that used in previous codecs, but with
much more sophisticated modifications and enhancements. None of them however, exploits
recent advances in artificial intelligence and machine learning.

In this context, this thesis describes novel CNN-based algorithms to further enhance video
compression efficiency. It first presents a new extensive and representative video database
(BVI-DVC) for training deep video compression algorithms, which can provide significantly
improved training effectiveness compared to other commonly used image and video training
databases. The overall additional coding improvements (based on the HEVC HM 16.20) by
using the BVI-DVC for all tested coding modules and CNN architectures are up to 10.3%
based on the assessment of PSNR and 8.1% based on VMAF.

Novel network architectures have also been investigated in the context of video coding,
including MFRNet, which consists of new multi-level feature review residual dense blocks.
This structure offers significant coding gains when integrated into various enhancement-based
coding tools. When compared to the state-of-the-art networks, up to 11.6% (PSNR) and
11.7% (VMAF) of overall additional coding gains have been provided by MFRNet based on
the HEVC HM 16.20.

The perceptual quality of CNN reconstructed content has been further improved through
the utilisation of GAN-based networks and training methodologies. The new CVEGAN
architecture is also presented in this thesis, which achieves superior compression performance
over state-of-the-art architectures for different coding tools (an average additional coding
gain up to 18.1% (VMAF) has been achieved based on the HEVC HM 16.20).

Finally, the complexity issue of these CNN-based coding tools is addressed through flexi-
ble complexity distribution between the encoder and decoder. By including a CNN-based
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resolution down-sampling module, we have achieved both coding performance improve-
ment (more than 10% (BD-rate PSNR) based on the HEVC HM 16.20) and computational
complexity reduction (29% and 10% for encoder and decoder, respectively).
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Chapter 1

Introduction

The importance of video compression has come to the fore over the past two decades
driven by the tension between the huge quantities of video content consumed everyday
and the bandwidth available for transmission. This challenge has been addressed through
the development of new video coding standards with progressively improved performance
through the adoption of numerous sophisticated coding tools. Recently, non-conventional
techniques, especially deep learning-based algorithms have been increasingly applied in
the context of image and video compression. These approaches, in particular for those
learning-based coding tools can be flexibly integrated into the standard video codecs and
provide evident coding gains over the current compression standards. This type of approach
is one of the most active research fields in the image and video compression community
demonstrating great potential for future multimedia delivery technologies, which however
still needs to be carefully explored.

In this chapter, we firstly review the context of video compression, and describe the
motivations and theme of the thesis. We then present the aims and objectives of the research
and overview the approaches utilised. Finally, the thesis organisation is presented.

A subset of the content presented in this chapter has been published in [1–7].

1.1 Context

In recent years, the consumption of video content has increased dramatically. It was predicted
that over 82% of all global Internet traffic will be video by 2022 [8]. This has been associated
with demands for improved viewing quality, and for more immersive experiences (e.g.
augmented and virtual reality, 360◦, etc.) with multiple views, higher spatial and temporal
resolutions and wider dynamic range [9]. These new formats typically consume much higher
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bitrates which significantly challenge the limited network capacity and the current video
compression techniques.

To address this issue, multiple generations of video coding standards have been developed
by ITU-T and/or ISO/IEC for various application scenarios since the early 1980s. Among
these, the most successful has been H.264/AVC (Advanced Video Coding) [10] which was
released in 2004 targeting Internet streaming and HDTV. It is still widely used, although
its successor HEVC/H.265 (High Efficiency Video Coding) [11] can provide nearly 50%
overall coding efficiency improvement. In 2018, in order to support immersive video formats
(e.g. high dynamic range and 360◦) and offer further compression efficiency improvements, a
new coding standard, Versatile Video Coding (VVC) [12], was initiated in 2018. It has been
finalised in 2020 [13] and currently [14] shows an improvement of more than 35% overall
coding gain over HEVC, but with a significant increase in encoder complexity.

In parallel with developments under ITU-T and ISO/IEC, the Alliance for Open Media
(AOM, an industry consortium) has developed an open source and royalty-free coding
solution, AOM Video 1 (AV1), targeting Internet streaming. AV1 was launched in 2018, and
its most recent versions appear to offer evident and consistent performance improvements
over HEVC [14, 15]. The development of its successor, AV2 (AOMedia Video 2), has started
in 2020 to further enhance coding gains over AV1 [16]. Other recent advances in coding
standards include the Essential Video Coding/MPEG-5 [17] and AVS standards [18] that
target royalty-free solutions and complexity-performance trade-offs.

It is noted that all of these new coding standards mentioned above employ a similar
framework to that used in previous coding standards such as H.264/AVC (Advanced Video
Coding) [10], but with much more sophisticated modifications and enhancements. None of
them however, exploits recent advances in (deep) machine learning.

The last decade has seen significant advances in the application of machine learning, espe-
cially using convolutional neural networks (CNNs), for various computer vision applications
from low-level vision tasks (e.g. image and video restoration [19, 20], etc.) to high-level
vision applications (e.g. image recognition and classification [21, 22], etc.). More recently,
deep learning techniques have also been applied to the problem of image and video com-
pression. Not only to enhance existing coding modules (intra or inter prediction, transform,
post-processing, in-loop filtering, etc.), but also to provide new end-to-end solutions [23, 24].

Among learning-based video coding modules, there is a distinct class of methods (denoted
as video compression enhancement tools) which provide superior performance by employing
CNN processes to enhance the quality of the video reconstructed at the decoder or encoder.
Typical examples include post-processing (PP), in-loop filtering (ILF) and video format
adaptations (with CNN format restoration) [23, 24]. More recently, these compression
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enhancement tools have further improved perceptual quality by using Generative Adversarial
Networks (GANs) [25].

It is noted that the coding gains reported by the previous CNN-based video compression
enhancement approaches are primarily for less effective coding configurations in HEVC and
VVC (e.g. All Intra and Low Delay modes). They cannot provide evident and consistent bit
rate savings for a more effective coding mode (i.e. Random Access configuration) [23, 24].
This is mainly due to the following reasons.

(1) The CNNs employed in these approaches are often trained on databases with relatively
limited content coverage. To the best of our knowledge, there is no such public video training
database which contains a wide range of video content types and scenes and is specifically
developed for training CNN-based video coding algorithms;

(2) These approaches often employ simple network structures primarily developed for
image/video restoration tasks. These networks have not utilised advanced architectures (such
as residual dense blocks, cascading connections or feature review structures, etc.), which do
not reflect the latest advances in the field;

(3) For those GAN-based video compression enhancement methods, the loss functions
utilised in the training phase have typically combined pixel-wise distortions (e.g. ℓ1 or ℓ2
loss), low complexity quality metrics (e.g. SSIM [26] and MS-SSIM [27]) and feature map
differences (e.g. VGG19-54 [28, 29]) with artificially configured weights, which do not offer
optimal correlation with visual quality.

Additionally, it is noted that exiting deep learning-based video coding enhancement tools
always suffer from high computational complexity due to the CNN operations. Especially,
using trained CNN models at the decoder can significantly increase the decoding complexity.
In order to reduce the complexity of this type of approach whilst maintaining high coding
efficiency, lightweight and effective network architectures, and low complexity coding
modules also need to be carefully addressed.

1.2 Theme of the Thesis

In this context, this thesis focuses on developing novel and effective deep learning method-
ologies for video compression enhancement modules, including creating a new extensive
and representative video database, designing novel CNN and GAN architectures with ad-
vanced network structures, and developing new training methodologies. Moreover, we have
demonstrated the potential of using CNN-based methods to reduce overall computational
complexity while achieving enhanced coding performance compared to conventional codecs.
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1.3 Aims and Objectives

This thesis explores advanced deep learning algorithms to effectively enhance coding effi-
ciency and perceptual quality of compressed video content based on the typical video coding
enhancement modules. Specifically, the aims include:

• Significant coding gains through the utilisation of CNN-based video coding enhance-
ment tools to the current video coding standards - HEVC, VVC and AV1.

• Relatively low computational complexity compared to other deep learning-based
methods.

In order to achieve these aims, the objectives of the thesis are summarised below:

• To develop a new and extensive video database for training deep video compression
algorithms. This database should contain diverse content types and scenes relatively
avoiding overfitting problems and effectively optimising the generalisation ability of
the deep neural networks.

• To develop novel CNN and GAN architectures with carefully designed network struc-
tures which can provide optimal enhancement performance for video content with
complex textures and compression artefacts.

• To design new training methodologies and perceptual loss functions to improve the
perceptual quality of enhanced content.

• To design low complexity CNN-based coding framework in order to achieve the optimal
trade-off between the compression performance and computational complexity.

1.4 Approaches

As discussed in Section 1.1, existing CNN-based video coding enhancement algorithms
suffer from sub-optimal performance due to the use of training databases with limited content
coverage and ineffective deep learning algorithms (including network architectures and
training methodologies). In this context, the following approaches have been proposed to
achieve the objectives of the thesis.

• To collect publicly available video content to cover various content types, different
video textures (static and dynamic) and scenes as widely as possible, and carefully
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select sequences among the collected content following specific strategies to develop
an extensive and representative video database for training deep learning-based video
coding methods.

• To design novel CNN and GAN architectures for video compression enhancement
using recent advances in network structures (such as residual dense connections,
feature review structures and attention mechanisms, etc.) to effectively improve overall
network performance.

• To develop new perceptual loss functions (trained on existing video quality databases
using the cross-validation method) and novel GAN training methodology to further
enhance perceptual quality of compressed videos and stabilise adversarial training
process in the context of video compression.

• To design new low complexity CNN-based coding framework to enable the flexible
complexity allocation between the encoder and decoder, reducing complexity for both
encoding and decoding processes whilst providing evident coding gains.

1.5 Thesis Organisation

The rest of the thesis is organised as follows:
In Chapter 2, a brief review of video coding standards and the background to the field

of deep learning techniques is presented. We also summarise the recent advances in deep
video compression, including the existing coding modules, end-to-end solutions, training
and test databases, network architectures and training methodologies. Finally, the subjective
and objective quality assessments are described.

In Chapter 3, a new extensive and representative video database, BVI-DVC is presented
for training deep video compression algorithms. A comprehensive experiment and analysis
of the performance of BVI-DVC in the context of four compression enhancement tools
compared with five existing (commonly used) databases are conducted, demonstrating
the effectiveness of the BVI-DVC database. Additionally, a performance comparison of
ten popular CNN architectures based on the identical training materials and evaluation
configurations is also presented, further showing the importance of the network architectures
in deep video compression.

In Chapter 4, we present a novel CNN architecture-MFRNet which exploits new multi-
level feature review residual dense blocks for typical coding enhancement tools: PP, ILF,
SRA and EBDA. It has been integrated into both HEVC and VVC test models, demonstrating
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significant coding gains for Random Access configurations. A comprehensive comparison is
conducted between the MFRNet and thirteen existing state-of-the-art network architectures
based on the same training and evaluation material. In addition, we also compared the
proposed method with other notable CNN-based PP, ILF, SRA and EBDA approaches
developed for the HEVC and/or VVC Random Access configuration. These all demonstrate
the effectiveness of the MFRNet.

In Chapter 5, we firstly present two primary works MSRGAN and BDGAN for perceptually-
inspired video coding enhancement based on the spatial resolution and effective bit depth
adaptations respectively. In order to further improve coding performance, a novel GAN
architecture (CVEGAN) is then presented employing new and advanced network structures
to effectively improve coding efficiency and perceptual quality of compressed video con-
tent. Additionally, we also developed a new GAN training methodology together with the
novel perceptual loss functions. The comprehensive performance comparisons between the
CVEGAN, original HEVC and VVC test models, as well as several state-of-the-art network
architectures are conducted respectively, demonstrating the effectiveness of the CVEGAN.

In Chapter 6, the computational complexity of the typical CNN-based compression
enhancement tools (PP, ILF, SRA and EBDA) is comprehensively analysed. Then, a new low
complexity coding framework has been presented for video compression based on the spatial
resolution adaptation. The experimental results show that the proposed coding framework
offers a trade-off solution between computational complexity and coding performance, and
enables flexible complexity allocation between the encoder and decoder. This provides a
reference to the low complexity CNN-based coding framework design.

Finally, Chapter 7 provides a conclusion of the works presented in this thesis and outlines
the directions for future work.



Chapter 2

Deep Video Coding: A Review

This chapter presents a background review of the video compression standards, deep learning
techniques and their applications in the field of computer vision, and an overview of deep
learning-based video compression methods. Moreover, the typical objective quality metrics
which are commonly used for compressed video quality assessment are also introduced in
this chapter. A subset of the work presented in this chapter has been published in [1–7].

2.1 Video Compression Standards

Since the early 1980s, multiple generations of video coding standards have been developed by
ITU-T and/or ISO/IEC for various application scenarios, including video conferencing, film,
television, terrestrial and satellite transmission, surveillance and particularly Internet video
[9, 4]. These video coding standards define the format of bitstream, syntax and the decoder
[9]. In most cases, associated with each coding standard, a corresponding reference encoder
is also provided, such as HEVC Test Model (HM) for HEVC and the VVC Test Model
(VTM) for VVC. These reference codecs not only produce the standard-compliant bitstream,
but also offer the benchmark encoding performance. Besides reference models, different
encoder variants are also developed for various application scenarios and requirements. Some
of them focus on high coding performance (but with high complexity), while others are
designed to have a fast encoding process but with relatively low compression efficiency.

The development history and primary features of the major video compression standards
are briefly described below.

• H.120: In 1980, the Study Group SB XV of the CCITT started to develop H.120
[30] and released the first international digital video coding standard in 1984. It was
designed for videoconferencing applications with bit rate requirements of 2.048 Mb/s



8 Deep Video Coding: A Review

and 1.544 Mb/s for 625/50 and 525/60 TV systems respectively. This standard was
not successfully utilised for commercial use mainly due to the low compressed video
quality, especially the unsatisfactory temporal quality.

• H.261: Based on the H.120, H.261 was proposed in 1989 [31]. H.261 was developed
based on a p × 64 kbit/s model (p = 1, 2, ..., 30) for ISDN conferencing applications.
It was the first video coding algorithm which adopted a block-based hybrid com-
pression framework with the combination of discrete cosine transform (DCT)-based
transform, temporal differential pulse code modulation (DPCM), motion estimation
and compensation techniques.

• H.262/MPEG–2: The Moving Picture Experts Group (MPEG) was founded in 1988
and produced a video compression standard H.262/MPEG–2 [32] in 1994 for digital
video broadcasting applications. From 1994 to 2004, the H.262/MPEG–2-compliant
encoder performance has been significantly improved by employing high cost and
advanced coding methodologies. The development of this standard has a great impact
on digital video communications technology [9].

• H.263: From 1993, the ITU-T SG15 commenced work on H.263 which was expected
to achieve the goal of encoding at bit rate below 64 kbit/s [33]. It was primarily
developed for videoconferencing, surveillance applications as well as early Internet
streaming (e.g. utilised in YouTube and MySpace). In addition, H.263 was developed
to be integrated into the H.324 framework for circuit-switched applications [9].

• H.264/AVC: The ITU-T/SG16/Q6 (Video Coding Experts Group - VCEG) and MPEG
produced the H.264/AVC (Advanced Video Coding) [10, 34] in 2003 and finalised
a scalable video coding (SVC) extension for this standard in 2007. H.264/AVC was
the most successful and widely used coding standard, targeting Internet streaming
(including Vimeo, YouTube and iTunes), mobile video services, OTT services, IPTV
and HDTV, as well as satellite and terrestrial broadcasting applications [9, 34].

• H.265/HEVC: In 2013, ISO/IEC MPEG and ITU-T VCEG released a new video
coding standard, H.265/HEVC (High Efficiency Video Coding) [11, 35] which has
achieved up to 50% coding gain over the H.264/AVC. It was developed for mobile
video, broadcasting and Internet streaming services providing higher visual quality and
more immersive experiences for consumers [9]. Similar to its predecessor H.264/AVC,
the H.265/HEVC also utilised a block-based hybrid compression framework but with
new features and coding tools to reduce encoding bit rates. In the HEVC reference
test model (HM), there are three coding configurations available for users to test based
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on different application scenarios: All Intra, Low Delay and Random Access modes
[9]. This reference test model aims to provide a standard-compliant bitstream and
simultaneously achieve the best encoding performance compared to other codecs.

• H.266/VVC: Based on the H.265/HEVC, the Joint Video Experts Team (JVET) (a joint
collaborative team with experts from both ITU-T and ISO/IEC) has initiated the latest
video coding standard H.266/VVC (Versatile Video Coding) [12, 13] and finalised it in
July 2020 with more than 35% overall coding gain over H.265/HEVC. It is developed
to support more immersive video formats (including higher spatial resolution, dynamic
range, 360◦, etc.) and significantly enhance compression performance over the current
coding standards. The H.266/VVC test model (VTM) also supports three coding
configurations, All Intra, Low Delay and Random Access that are similar to those
provided in H.265/HEVC HM. More recently, the JVET Ad-hoc Group 11 (AHG11)
has studied the potential of extending H.266/VVC with Neural-network-based coding
tools for further improving compression efficiency based on existing coding modules,
such as intra or inter prediction, in-loop filtering and post-processing [36, 37].

• VP9: Google commenced work on an open source and royalty-free video coding format,
VP9, in 2011 and then finalised it in 2017 with significantly enhanced encoding speed.
It was primarily developed for Internet streaming (YouTube) and has supported various
modern web browsers (such as the Android browser and Google Chrome) [9].

• AV1: The first video coding standard of the Alliance of Open Media (AOM), AOMedia
Video 1 (AV1) [38] was released in 2018 and its performance has been progressively
enhancing since then, offering significant coding gains over the H.265/HEVC [14].
AV1 is also developed based on the block-based hybrid video compression framework
and provides open source and royalty-free solutions for video content delivery. There
are several unique features and coding tools utilised in AV1 that are different with
H.265/HEVC and H.266/VVC, including the new non-directional intra-prediction
modes, motion compensation based on overlapped blocks, new asymmetric discrete
sine transform and frame super-resolution technique, etc. It is noted that the next AOM
codec version, AOMedia Video 2 (AV2) has already been developed [16] since 2020
based on the AV1 but with more advanced coding tools to further improve compression
efficiency, and it will be the primary competitor of the H.266/VVC.

• EVC/MPEG–5 and AVS: The Essential Video Coding (EVC)/MPEG–5 [17] and Audio
Video Coding Standard (AVS) [18] are another two notable video coding standards that
also provide open source and royalty-free multimedia delivery solutions. It is noted
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that their recent versions have achieved coding performance improvements over the
H.265/HEVC.

Table 2.1 Relative average BD-rate results for JVET-CTC tested sequences under the corresponding
configurations for four standard video codecs (codecs in column utilised as the anchor).

Video Codec

JM 19 HM 16.20 VTM 7.0 AV1 libaom

BD-rate BD-rate BD-rate BD-rate
(PSNR) (PSNR) (PSNR) (PSNR)

JM 19 – +81.2% +172.8% +126.8%
HM 16.20 -42.8% – +49.4% +27.2%
VTM 7.0 -61.0% -32.5% – -14.7%
AV1 libaom -53.8% -20.7% +17.9% –

Table 2.1 summarises the results presented in [14], where four video coding standards
are evaluated on the test sequences in the JVET Common Test Conditions (CTC) dataset
[39] (this will be introduced in detail in Section 2.3.1). Tested standard video codecs include
H.264/AVC JM 19, H.265/HEVC HM 16.20, H.266/VVC VTM 7.0 and AV1 libaom (version
1.0.0-5ec3e8c). They are compared using the Bjøntegaard Delta [40] measurement (BD-rate)
based on the assessment of PSNR (Peak-Signal-to-Noise-Ratio, luminance channel only).
Here, the BD-rate statistics indicate the overall bitrate savings across the tested QP (quantisa-
tion parameter) range achieved by the test algorithm for the same video quality compared
to the anchor approach. The algorithm first takes logarithm to bitrates and separately fits
two rate-distortion curves (including both anchor and tested codecs) as a function of the
objective quality (e.g. PSNR) using the third order polynomial. Then, the difference between
the integrals of these two fitted curves is calculated and further divided by the given quality
interval to obtain the BD-rate result [40]. Negative BD-rate values indicate bitrate savings
or coding gains. When using other perceptual quality metrics (e.g. SSIM or VMAF) to
measure compressed video quality, the corresponding BD-rate can be also computed using a
similar way discussed above [9]. It is noted that the BD-rate thresholds, at which the visual
quality can be differentiated between two codecs, are highly content dependent. Generally,
the perceptual quality improvement for video content with fewer textures is more likely to be
identified for similar BD-rate values [9].

It can be observed in Table 2.1 that H.266/VVC VTM 7.0 has achieved significantly better
coding performance compared to H.264/AVC JM 19 (61% of BD-rate), H.265/HEVC HM
16.20 (32.5% of BD-rate), and AOM AV1 codec (14.7% of BD-rate). In this thesis, the HEVC
HM 16.20, VVC VTM 7.0 and AV1 will be used as host codecs for the developed CNN-based
coding tools, and they will also be employed as anchors for performance comparison.
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2.2 Deep Learning

Over the past decade, machine learning (ML) techniques, especially deep learning methods
based on advanced deep neural networks (DNNs) have provided revolutionary advances
across various computer vision applications, in particular for image/video processing and
understanding [22, 21, 41]. The structures of DNNs were inspired by the information
processing and neuron structures in the biological systems [42, 43]. Their performance
is progressively improved through the iterative training process using volumes of training
material. The DNNs have powerful non-linear modelling and data representation abilities
and can deal with many complex vision tasks including classification, recognition, etc.
[44, 21, 41]. With the fast development of high-performance computing techniques and the
significantly increased data storage capacities, these data-driven deep learning methods have
also been increasingly applied in other areas, including intelligent assistants, marketing and
finance, and the decision-making process [9].

In this section, we first introduce the basic theories of the DNNs. Then, two typical DNNs-
Convolutional Neural Networks (CNNs) and Generative Adversarial Networks (GANs) are
briefly reviewed. Finally, several popular CNN and GAN architectures are described, which
are for applications of deep image and video restoration.

2.2.1 Basic Theory

The commonly used modern DNNs contain a large number of highly interconnected artificial
‘neuron’ units which comprise various trainable parameters to mimic human behaviours with
abilities to deal with some complex tasks (e.g. object recognition, classification) that the
human can do [42]. The parameters of artificially designed neurons can be progressively
and adaptively updated through the network’s ‘learning/training’ operations which use large
amounts of input data (denoted as training data) [44, 42, 43]. There are several types
of training methodologies, including supervised learning, semi-supervised learning, self-
supervised learning, etc. In this thesis, we focus on the supervised learning strategy.

In supervised learning, the pre-defined differentiable loss functions (e.g. ℓ1 or ℓ2 loss)
compute an error measurement based on the target/labelled data (i.e. ground truth) and
output of DNNs. The gradients of this error signal are then calculated and back-propagated
to update parameters of the network using a stochastic gradient descent algorithm [45, 46].
This algorithm attempts to minimise the error across the training data and iteratively updates
the network parameters until an optimal model is obtained for testing [44, 43]. The notable
stochastic gradient descent algorithms include Adam [47], ADADELTA [48], Nadam [49]
and AMSGrad [50]. The Adam optimiser is the most commonly used method in CNN-based
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image and video restoration approaches [41, 23], which was developed based on the two
previous algorithms, Adaptive Gradient Algorithm (AdaGrad) [51] and Root Mean Square
Propagation (RMSProp) [52]. It effectively increases the convergence speed of networks and
stabilises training process [47]. In this thesis, it will also be utilised to train the CNN models
for video compression enhancement.

2.2.2 Convolutional Neural Networks (CNNs)

The first class of the most commonly used deep neural networks is the Convolutional Neural
Networks (CNNs), which were originally proposed for written zip code recognition [46].
The CNN architectures are comparable to the highly interconnected neurons’ structures in
the human brain and the organisation of the animal visual cortex [43], where, the individual
cortical neuron’s responses to external environment stimuli are processed within a restricted
area of the visual field (animal or human) which is denoted as the receptive field. The final
response of the entire visual area can be obtained by collecting and fusing the different
responses from those individual receptive fields [43].

CNNs stimulate the ‘responses to the external stimuli’ within the human visual system
by performing 2D or 3D convolutional operations on the input data (e.g. image blocks) to
progressively extract spatial or spatio-temporal features. Kernels (e.g. 3×3) act as convolution
filters and stimulate the receptive field of the convolutional layer [43, 9]. In each convolution
filter, the kernel weights are important parameters which are trainable and their values can be
iteratively updated in the CNN training process. In practice, the CNNs generally contain a
number of concatenated convolutional layers, each of which comprises a set of convolution
filters with the same kernel size but with different kernel weights. Each convolutional layer
in CNNs processes and extracts features output from the previous layer. This allows later
layers to have a greater field-of-view and their features become more informative.

Following each convolutional layer, other operations such as the pooling layers (e.g.
average/max pooling), activation functions (e.g. ReLU, Leaky ReLU), batch normalisation
layer (BN) can also be employed to further process feature maps from the previous layer.
The pooling layers are designed to reduce the size of feature maps which can effectively
reduce network complexity and mitigate overfitting problems [43]. The activation functions
mainly introduce non-linearities in the networks which are beneficial for learning complex
patterns in the data [53]. The batch normalisation technique, which was first proposed in
2015 [54], generally standardises the inputs of a convolutional layer to stabilise training
process of the deep CNNs. However, it could lead to gradient explosion especially in the very
deep CNN models [55]. In the end, fully connected layers can be adopted as the final stage
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of the networks to map the extracted features to specific output requires in various learning
tasks [43, 9].

Regarding the CNN training, the stochastic gradient descent-based error backpropagation
methods are typically used, which update the weights of convolution filters employed in the
networks based on the gradients of the local error surface (produced by the pre-defined loss
functions) [43, 9].

As discussed in Chapter 1, this thesis focuses on enhancing CNN-based video com-
pression enhancement tools. This often employs the CNN models which are developed for
image and video restoration (e.g. super-resolution, denoising). These existing networks
have a similar backbone structure which includes three primary stages: shallow feature
extraction (Stage 1), deep feature processing (Stage 2) and the final reconstruction (Stage
3). Figure. 2.1 shows the diagram of the basic structure of the CNN model in the context of
image and video restoration applications. At Stage 1, one or two concatenated convolutional
layers are generally employed to extract shallow (low-level) features from the input image
block. Then, Stage 2 adopts several convolutional layers along with the advanced network
structures (such as residual learning, residual dense connections, feature review, etc.) to
progressively process and extract deep (high level) features. Finally, Stage 3 always utilises
several concatenated convolutional layers to reconstruct final image block with higher quality
based on the previously extracted high-level feature information. It is noted that most of the
previous CNN models focus on optimising Stage 2 to improve the overall performance of the
networks [7].

Input Degraded 

Image/Video (low 

resolution, etc.)

Shallow Feature 

Extraction

Deep Feature Processing 

and Extraction

Final 

Reconstruction

High Quality 

Image/Video (high 

resolution, etc.)

Figure. 2.1 Basic CNN structure for image and video restoration.

The common CNN networks used for image and video restoration primary include the
following features: (i) concatenated convolutional layers [56] (ii) concatenated residual
blocks [57]; (iii) residual dense connections [2]; (iv) cascading connections [4]; and (v)
feature review structures [58]. More recently, new advanced structures have also been
proposed including channel and spatial attention mechanisms [59] and non-local feature
extraction [60]. Their primary implementations, which have been widely used in image
super-resolution, restoration and video compression, have been summarised below and will
also be used in this thesis for benchmarking. These include 14 typical CNN structures and 9
GAN architectures. In this section, we briefly describe these 14 popular CNN architectures.
Their names, original literature and primary features are summarised below [3, 7]:
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• SRCNN [61] is the first CNN model designed for single image super-resolution (SISR).
It employs a simple network structure with only 3 convolutional layers.

• FSRCNN [62] was also developed for SISR, containing 8 convolutional layers with
various kernel sizes.

• VDSR [63] contains 20 convolutional layers employing global residual learning to
achieve enhanced performance. However, it does not employ residual blocks [55],
which may lead to unstable training and evaluation performance [64].

• SRResNet [28] was the first network structure with residual blocks designed for SISR,
improving the overall performance and stability of the network.

• DRRN [64] employs a recursive structure and also contains residual blocks for SISR.

• EDSR [65] significantly increases the number of feature maps (256) for the convolu-
tional layers in each residual block. It offers improved overall performance but with
much higher computational complexity.

• RDN [66] was the first network architecture to combine residual block and dense
connections [67] for SISR.

• ESRResNet [29] enhances SRResNet by combining residual blocks with dense con-
nections, and employs residual learning at multiple levels. It also removes the batch
normalisation (BN) layer used in SRResNet to further stabilise training and reduce
artefacts.

• RCAN [68] incorporates a channel attention (CA) scheme in the CNN, which better
recovers high frequency texture details.

• MSRResNet [1] modified SRResNet by removing the BN layers for all the residual
blocks. This network structure has been employed in several CNN-based coding
algorithms and has been reported to offer significant coding gains [57].

• CARN [69] was the first network architecture to combine the cascading connections
and residual blocks for SISR task.

• UDSR [70] integrated the U-shape structure with deep residual learning to achieve
improved performance for SISR.

• HR-EnhanceNet [71] utilises the U-shape structure along with two modified HRNets
[72].
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• RNAN [73] was the first network architecture to combine non-local operation [60]
with residual learning structures.

It is noted that the performance of a CNN is generally related to three primary factors:
depth (i.e. the depth of networks), width (i.e. the number of feature maps), and cardinality (i.e.
the size of transformation sets) [43, 74, 75]. All of the network architectures described above
have been designed to increase the network depth [63, 28, 29, 66, 68, 73, 1, 76] and width
[74, 67, 65, 66, 29, 77, 76], while only a few of them exploit the cardinality characteristic
[78, 75, 79, 80]. However, cardinality is widely acknowledged to be a more effective way to
improve overall performance and network capacity compared to the other two factors [75].
We also note that the kernel size of convolutional layers in these existing networks is usually
set at a fixed value (3 in most cases), which may limit the receptive field size and hence the
overall network performance [43].

2.2.3 Generative Adversarial Networks (GANs)

Generative Adversarial Networks (GANs) were first proposed by Goodfellow et al. [81] in
2014, which consist of two modules (a generator and a discriminator) as shown in Figure.
2.2. In the first training stage, the generator is trained independently following a typical
CNN training methodology. It is then trained again alongside the discriminator using the
adversarial training strategy [28, 29], which effectively enhances the final performance of the
generator. For image and video restoration tasks, GAN-based approaches can produce image
and video content with higher visual quality and more realistic textural detail compared to
methods based on conventional CNNs [76].

Discriminator
Real Data

Generator

Synthetic 

Data

Real

Or

Fake ?
Noise

Or
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Figure. 2.2 Basic GAN structure.

Notable examples of GANs which have been developed for image and video restoration
algorithms are summarised below:

• ADGAN [82] combines the U-shape structure with simple convolutional layers and
trains the network using the standard GAN [28].
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• SRResCGAN [83] employs multiple residual blocks to realise SISR based on the
RaGAN training methodology [29].

• SRGAN [28] was the first network to combine the standard GAN training methodology
with perceptual loss functions (VGG19 [84]) for photo-realistic SISR.

• PCARNGAN [85] employs cascading connections and residual learning blocks, and
trains the network with the standard GAN methodology [28].

• RCAGAN [77] modified SRResNet by replacing the original residual blocks with
residual channel attention blocks, and trained the network using the conditional GAN
(cGAN) methodology [86].

• ESRGAN [29] employs the Relativistic GAN algorithm [87] to train the ESRResNet
for SISR.

• RCAN-GAN [88] trained the RCAN [68] using both standard GAN [28] and RaGAN
training methodology [29].

• PatchESRGAN [89] trained the ESRGAN [29] using the PatchGAN algorithm [90].

• RFB-ESRGAN [76] modifies the ESRGAN [29] by replacing multiple residual-in-
residual dense blocks with receptive field dense blocks (RFBs) and trained the network
using the RaGAN methodology [29].

It is noted that although GAN-based architectures can provide improved enhancement
performance based on perceptual quality metrics comparing to non-GAN-based CNN algo-
rithms, they also have the following disadvantages [81, 43]: (1) higher training complexity
and a larger GPU memory size is required due to the joint training of both generator and
discriminator; and (2) non-stable training process due to the adversarial training strategies.

2.2.4 Applications and Approaches

Due to the powerful non-linear modeling and representational abilities, DNNs especially
CNNs and GANs have provided revolutionary advances across various computer vision tasks,
in particular for image/video understanding and restoration [22, 41, 91]. Typical image/video
understanding applications include: image/video segmentation [92, 93], classification [94,
95], recognition [55, 96], object detection [97, 98], tracking [99, 100], localisation [101,
102], pose estimation [103, 104], and optical flow estimation [105, 106]. For image/video
restoration, the CNNs/GANs are utilised to restore the high quality images/videos from
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the corresponding degraded/distorted low quality counterparts, with typical applications
including: super-resolution [107, 108], denoising [109, 110], deblurring [73, 111] and video
frame interpolation [112, 113].

2.3 Deep Learning-based Video Compression

Deep neural networks have played an important role in video compression, both in terms of
enhancing individual coding tools within conventional codecs, and also in providing new end-
to-end compression via auto-encoder architectures [9, 4, 7]. In this section, we firstly review
the commonly used training and test databases and then introduce two types of deep video
compression algorithms (i.e. learning-based coding frameworks and CNN-based coding
tools). Finally, the review of typical training methodologies for deep video compression
enhancement is further presented.

2.3.1 Training and Test Databases

Training Databases

Training databases are a critical component for optimising the performance of machine
learning-based algorithms. A well-designed training database can ensure good model gen-
eralisation and avoid potential over-fitting problems [114, 115]. Currently, there are few
publicly available databases, which are specifically designed for learning-based video coding.
Researchers, to date, have typically employed training databases developed for other pur-
poses (such as super-resolution, frame interpolation and classification) for training. Notable
publicly available image and video training databases are summarised below.

• BSDS [116] is an image database originally developed for image segmentation. It
contains 500 RGB images, and has been used to train CNN-based loop filters [117] for
video coding. Comparing to DIV2K, BSDS has fewer source images and lower spatial
resolution (481×321).

• ImageNet [118] is a large image database primarily designed for visual object recog-
nition. It contains more than 14 million RGB images at various spatial resolutions (up
to 2848p) covering a wide range of natural content. It has also been used as a training
database for single image super-resolution [28].

• DIV2K [119] contains 1000 RGB source images with a variety of content types, which
was firstly developed for super-resolution. It has currently been employed as training



18 Deep Video Coding: A Review

material by several JVET proposals [120, 121] and many other CNN-based coding
algorithms [122, 123].

• UCF101 [124] is a large video training database initially designed for human action
recognition, and has been frequently used for training CNN-based temporal frame
interpolation and motion prediction approaches [112, 125, 126]. It contains 13320
videos collected from YouTube, which consist of 101 types of human actions. All the
sequences in UCF-101 have a relatively low spatial resolution of 320×240.

• Kinetics [127–130] is a large video dataset combining all of the sequences from the
Kinetics-400 [127], Kinetics-600 [128], Kinetics-700 [129] and Kinetics-700-2020
[130] datasets. It has been commonly used to train deep CNNs for human action
recognition. It contains 650,000 video clips collected from YouTube covering 700
action classes. The sequences in this database have various spatial resolutions up to
480×360.

• Vimeo [131] is a video database originally developed for training CNN-based optical
flow and temporal super-resolution approaches. It contains 89,800 sequences at spatial
resolutions up to 448×256. A constraint is imposed on motion vector magnitudes
between any two adjacent frames and content with dynamic textures has not been
included in this database. Vimeo has not been frequently employed for deep learning-
based coding approaches and in particular has not been used for those approaches that
exhibit superior improvements over standard video codecs (e.g. HEVC and VVC)
[24].

• Moments in Time [132] is a large-scale video dataset primarily used for training CNNs
to recognise and understand actions in videos. This dataset contains over 1,000,000
labelled video clips in 339 action classes at the spatial resolution of 340×256.

• YouTube UGC [133] is also a large-scale video database containing user-generated
content (UGC) collected from YouTube for video quality assessment. It contains 1500
UGC sequences at various spatial resolutions from 360p to 1080p.

• Tencent Video Dataset [134] is a video dataset developed by the Tencent Media Lab,
which has been used for training and/or testing CNN-based video coding tools and
other computer vision tasks such as object detection and tracking. At the current stage,
this dataset contains 86 source sequences covering a variety of content types. All the
video sequences are in YCbCr 4:2:0 format at a spatial resolution of 3840×2160, 65
frames and bit depth of 8 bit or 10 bit.
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• CD (Combined Database) in [135] is a video database combining source content
from the LIVE Video Quality Assessment Database [136], MCL-V Database [137]
and TUM 1080p Database [138] and has been employed to train CNN-based super-
resolution approaches [135]. It contains 29 sequences at two different spatial resolu-
tions, 1920×1080 and 768×432.

• VideoSet [139] is a video database proposed for quality assessment, which contains
880 source videos at four different spatial resolutions from 360p to 1080p.

• REDS [140] is a video database developed for training video super-resolution algo-
rithms [141], which contains 300 video clips with spatial resolution 1280×720.

• HIF [142] is a video database primarily developed for training CNN-based in-loop
filtering and post-processing algorithms. It contains 182 source video sequences with
various spatial resolutions up to 2048×1080.

Modern video coding algorithms are required to process content with diverse texture types
at high spatial resolutions and bit depths. For example, the standard test sequences included
in the JVET Common Test Conditions (CTC) dataset include video clips at UHD resolution
(2160p) at a bit depth of 10 bits, with various static and dynamic textures1. However many
training databases mentioned above do not contain image or video content with high spatial
resolution and bit depth, and most do not include any dynamic texture content.

Test Databases

Compared to training databases, test datasets are also required to evaluate the performance
of coding algorithms, which include much few video sequences but also with diverse video
content types and scenes. Associated with the primary coding standards mentioned in Section
2.1, there are three commonly used standard test databases including JVET-CTC SDR, UVG
and o-1-f.

• JVET-CTC SDR Test Database: The JVET Common Test Conditions (CTC) SDR
(standard dynamic range) test database [39] contains nineteen video sequences with
YCbCr 4:2:0 format (10 bit) at various spatial resolutions of 2160p (6 sequences),
1080p (5), 480p (4) and 240p (4).

1 Here, we follow the definition of textures in [143–145]. Static textures are associated with rigid patterns
undergoing simple movement or subject to camera movement, while dynamic textures have complex and
irregular movements, e.g. water, fire or steam.
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• UVG Dataset: The UVG dataset [146] contains sixteen 4K (3840×2160) 10 bit YCbCr
4:2:0 video sequences. It was developed for video codec analysis and development.
These sixteen video sequences cover wider ranges of video features including SI
(spatial information) and TI (temporal information) the JVET-CTC SDR test database
[146].

• Objective-1-fast Dataset: The objective-1-fast (o-1-f) [15] is the AOM main test dataset
which has been utilised to evaluate the performance of the AV1 codec. This dataset
contains thirty 8 bit YCbCr 4:2:0 video sequences at various spatial resolutions (twelve
natural 1080p sequences, four 1080p screen content sequences, seven 720p sequences
and seven 360p sequences). All of these test clips have 60 frames.

In this thesis, we use the JVET-CTC SDR dataset as the main test set to evaluate the
coding performance of the presented algorithms. The other two databases, UVG and o-1-f
are also employed occasionally to offer further validation for our methods.

2.3.2 Learning-based Coding Architectures

One important class of learning-based coding approaches implement the whole image and
video coding framework using CNNs, which enable end-to-end training and optimisation
processes [147, 3]. In 2016, Ballé et al. [148] firstly proposed a general nonlinear transform-
based framework for image coding. This coding framework consists of an encoder and a
decoder, both of which are based on CNN architectures containing several concatenated con-
volutional layers, novel generalised divisive normalisation (GDN) and non-linear activation
functions. All of the encoder and decoder network parameters are jointly trained based on a
rate-distortion optimisation method. This approach has outperformed JPEG and JPEG 2000,
offering evident coding gains based on PSNR and MS-SSIM (multi-scale structural similarity)
[27]. It also provides coding performance improvement over the HEVC intra coding (Better
Portable Graphics-BPG) [149]. More recently, this framework has been extended to video
compression based on optical flow-based motion estimation between adjacent frames [150–
152], which has achieved comparable coding performance to the HEVC fast implementations
(HEVC x265 with very fast mode). Additionally, inspired by the conventional hybrid video
codecs, several approaches follow similar coding frameworks, and employ multiple CNNs
to implement each coding tool in original hybrid codecs (e.g. transform, motion estimation
and compensation, etc.) [153, 147]. These approaches have been reported to provide coding
gains over the HEVC fast implementation x265 (very fast mode). Other notable end-to-end
image and video compression algorithms include [154–157].
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It should be noted that although these end-to-end solutions demonstrate significant
potential [7], they still cannot compete with the reference models of the latest coding
standards, such as HEVC HM, VVC VTM and AV1.

2.3.3 CNN-based Coding Tools

The other class of deep learning-based video compression algorithms are designed to enhance
individual coding tools integrated into the standard codec configuration. Such approaches
have been used to optimise tools including: intra prediction [158, 159], motion estimation
[160, 161], transforms [162, 163], quantisation [164], entropy coding [165, 166], post-
processing [56, 167] and loop filtering [117, 4]. New coding tools such as format adaptation
[168, 57, 2] and virtual reference frame optimisation [161] have also been proposed typically
with even higher coding gains. Due to the high computational complexity and the large GPU
memory requirements associated with CNN computation [5], none of these methods has been
adopted in the first version of VVC. More recently, JVET has started to conduct research
work (Ad-hoc group 11) on neural network-based video coding tools for VVC [37, 169, 36].
Some of these tools have been demonstrated great potential with evident coding improvement
over the original VVC.

Among these CNN-based coding tools, there is one group of methods, which typically
offer more significant coding gains compared to the rest [23, 24]. These approaches typically
apply CNN operations at the decoder to enhance the quality of reconstructed video frames.
Typical examples include post-processing (PP) [170, 5], in-loop filtering (ILF) [171, 117],
spatial resolution adaptation (SRA) and effective bit depth adaptation (EBDA) [57]. In
this thesis, we mainly focus on developing novel and effective deep learning techniques to
enhance these four compression enhancement modules.

Coding Module 1 (Post Processing - PP)

Lossy compression often introduces various visible artefacts such as blocking mismatches,
banding and blurring, especially when large quantisation steps are employed during the
encoding process. These unpleasant distortions can be mitigated by filtering the reconstructed
frames. When this enhancement process is performed outside of the encoding loop (generally
after decoding), it is referred to as post-processing (PP) [5]. The coding workflow for PP
is illustrated in Figure. 2.3. This approach is commonly applied at the decoder, on the
reconstructed video frames, to reduce compression artefacts and enhance video quality.
When a CNN-based approach is employed, the network takes each decoded frame as input
and outputs the final reconstructed frame with the same format [3].
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Figure. 2.3 Coding workflow with a CNN-based PP module.

Coding Module 2 (In-loop Filtering - ILF)

In-loop filtering applies processing at both the encoder and the decoder on the reconstructed
frames, and the output can be used as reference for further encoding/decoding. As shown
in Figure. 2.4 (an encoder architecture with a CNN-based ILF module), the CNN-based
ILF module is located after the conventional in-loop filtering process, and has the same
input and output format as for the PP case [142, 117]. This is similar to that for most of the
previous contributions on CNN-based ILF filters [171, 172]. Compared to other possible
designs, where the CNN operation is not performed as the last step in the whole coding
workflow (e.g. before ALF, SAO or DBF), this implementation will not conflict with the
existing conventional loop filters and will achieve better reconstruction performance due to
its end-to-end optimisation in the training process [3, 4]. It is noted that the ALF in-loop filter
is only available in VVC VTM. The basic principle of ILF is to utilise CNN model to further
enhance the quality of the reconstructed frame before restoring it into the reference memory.
This enhanced reference frame can effectively improve inter-prediction performance (e.g.
improve motion estimation and compensation accuracy). This leads to the reduction of
residual signals’ strength and improvement of the overall coding performance of the codecs
[117, 4].

Coding Module 3 (Spatial Resolution Adaptation - SRA)

CNN-based spatial resolution adaptation (SRA) down-samples the spatial resolution of the
original video frames for encoding, and reconstructs the full resolution during decoding
through CNN-based super-resolution. This approach can be applied at Coding Tree Unit
level [168] or to the whole frame. In this thesis, only the frame-level SRA was implemented
[173, 3], as shown in Figure. 2.5. In this case, the original video frames are spatially
down-sampled by a fixed factor of 2, using the Lanczos3 filter. In order to obtain a similar
bitrate as achieved by encoding full resolution video frames, the QP values utilised to encode
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Figure. 2.4 Coding workflow with a CNN-based ILF module.

spatially-downsampled video frames need to be adjusted using a fixed QP offset (set to
-6 in this thesis). The CNN-based super-resolution module processes the compressed and
down-sampled video frames at the decoder to generate full resolution reconstructed frames.
It is noted that a nearest neighbour filter is firstly applied to the reconstructed down-sampled
video frame before CNN operation [57].
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Figure. 2.5 Coding workflow with a CNN-based SRA module.

Coding Module 4 (Effective Bit Depth Adaptation - EBDA)

Similar to the case for spatial resolution, bit depth can also be adapted during encoding in
order to achieve improved coding efficiency. Here Effective Bit Depth (EBD) is defined as
the actual bit depth used to represent the video content, which may be different from the
Coding Bit Depth (CBD) that represents the pixel bit depth, e.g. InternalBitDepth in HEVC
reference encoders. This process is demonstrated in Figure. 2.6. In this thesis, we have fixed
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CBD at 10 bits, the same as in the Main10 profile of HEVC and VVC. Before encoding,
the EBD of the original video frames is down-sampled by 1 bit through bit-shifting. The
host encoder then compresses the video frames with reduced EBD (the CBD remains the
same) to produce the bitstream. When receiving the bitstream, the host decoder reconstructs
the reduced EBD video frames and applies the CNN-based up-sampling to obtain the final
reconstructed frames with full EBD [3, 2]. It is noted that a fixed QP offset of -6 is also
applied to base QP values when encoding the low bit depth version of video frames in EBDA.
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Figure. 2.6 Coding workflow with a CNN-based EBDA module.

In the context of CNN-based video coding enhancement, existing methods often employ
existing or modified networks with relatively simple architectures (such as the VDSR [56,
173, 117]). These do not contain advanced structures (e.g. dense connections, feature review
structures), and therefore cannot deal with complex video textures and high compression
artefacts.

2.3.4 Typical Training Methodologies

In most deep learning-based coding enhancement tools, ℓ1 or ℓ2 loss is used to train the CNN
models with the aim of minimising pixel-wise distortions. Alternative training strategies have
been proposed to improve perceptual image quality, typically based on GAN architectures
and loss functions combining ℓ1/ℓ2 loss, feature map differences (e.g. VGG19-54 [29])
and low-complexity quality metrics (e.g. MS-SSIM and SSIM). Notable examples include
approaches using standard GANs [28, 82], Relativistic average GANs (RaGANs) [29, 85,
1, 2, 5, 83, 88, 76], conditional GANs (cGAN) [77], Patch GANs [89], and Wasserstein
GAN-gradient penalty (WGAN-GP) [174].

It is important to note that the ℓ1 and ℓ2 losses do not correlate well with subjective
video quality [175–177], and the combined loss functions employed in these GAN-based
training strategies use artificially configured combining weights, which have never been fully
evaluated in terms of their correlation with subjective video quality. These issues inevitably
lead to sub-optimal training performance when the networks are utilised for compression
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application. The primary features of the popular GAN training methodologies discussed
above are summarised below.

• Standard GANs [28, 82]: In [28], researchers proposed SRGAN model which was the
first standard GAN architecture designed for single image super-resolution. SRGAN’s
discriminator consists of several concatenated convolutional layers to produce a scalar
which is the probability directly predicting the input image block is real or fake. Based
on the discriminator’s output, the adversarial losses (i.e. entropy-based losses) can be
further computed to jointly train the generator and discriminator through the adversarial
training methodology. This standard GAN method has been recently used in [82] for
image denoising and quality enhancement purposes.

• Relativistic average GANs (RaGANs) [87]: RaGANs were primarily proposed for
image generation purposes, which also utilise conventional entropy-based loss in ad-
versarial training stage. Different from the standard GANs, the RaGANs’ discriminator
predicts the probability that a real image is relatively more realistic than a fake one. In
this case, the generator of RaGANs can benefit gradients from both real and fake data
samples. This is different from the standard GANs (e.g. SRGAN) where only the fake
data takes effect in the generator training process. RaGANs have been widely utilised
in various image/video restoration and deep video compression enhancement tasks
[29, 85, 1, 2, 5, 83, 88, 76], and effectively improved visual quality of image/video
content compared to the standard GANs [29].

• conditional GANs (cGANs) [178, 77]: cGANs also employ an adversarial training
methodology with entropy-based losses. In the training stage, different from standard
GANs which only accept one data sample (real or fake) in probability computation
process, cGANs’ discriminator receives an additional input (the input of the generator).
This structure has been reported to offer performance improvement for both generator
and discriminator [178], when it been utilised for super-resolution and noise reduction
[77].

• Patch GANs [90, 89]: Patch GANs also use an entropy-based adversarial training
methodology [90], where, the real or fake image is firstly segmented into several
non-overlapped N×N local patches. The discriminator then accepts each N×N local
patch as input and distinguishes if it is real or fake based on the entropy loss. The
average entropy loss is also calculated among all the patches of an image block, and is
considered as the adversarial loss in the training process.
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• Wasserstein GAN-gradient Penalty (WGAN-GP) [179, 174]: WGAN-GP [179]
was built on the original WGAN [180], which employs a Wasserstein distance-based
adversarial training methodology. The discriminator of both WGAN and WGAN-GP
was designed to distinguish real and fake data by measuring the difference between the
probability distributions of the real and fake data based on their 1-Wasserstein distance.
Different from the original WGAN, an additional gradient penalty is employed in
WGAN-GP which can stabilise adversarial training process and further optimise
network performance [179]. WGAN-GP has been utilised in [174] for single image
restoration.

2.3.5 Complexity Issue

As discussed above, CNN-based video compression enhancement tools have demonstrated
significant potential for improvements in coding efficiency compared to the original standard
video codecs and other coding tools without using deep learning techniques. However,
these methods suffer from high computational complexity due to the CNN operations,
especially when CNN-based methods are employed at the decoder [6]. This is one of the
most challenging issues for this type of approach and has been previously addressed from
three main aspects [24, 6]:

• Development of fast and lightweight CNN architectures (maintaining high network
performance) for deep video compression applications. An alternative approach is to
simply modify the existing network architectures to reduce the relative complexity of
the networks, for example by reducing the number of residual blocks utilised in the
network for PP application to obtain the trade-off between the coding efficiency and
relative decoding complexity [181, 5].

• Development of low complexity CNN-based coding modules supporting the flexible
allocation of complexity between the encoder and decoder and achieving better trade-
off between the computational costs and coding performance [6].

• Improvement of hardware systems with better high-performance computing equipment
effectively supporting integration and use of deep CNNs in terminal devices.

2.4 Video Quality Assessment

In this section, we review the video quality assessment methodologies including the objective
quality assessment algorithms and subjective quality experiment.
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2.4.1 Objective Quality Metrics

Objective quality assessment algorithms played an important role in conventional video
codecs as well as deep video compression. For learning-based video coding algorithms,
quality metrics have been involved in both network training and evaluation processes. They
can be (1) utilised as the loss functions in training process; and also be employed (2) as
quality assessment methods for evaluating network performance.

Image and video quality metrics can be divided into three groups according to the
availability of the reference sources [9]. (i) Full-reference (FR) metrics use both distorted
and the corresponding original data for assessment. (ii) No-reference (NF) only evaluates the
distorted content. (iii) Reduced-reference (RF) methods perform quality assessment based
on partial information of the original data. In this thesis, we solely focus on FR metrics, as
they are more commonly used for compression performance evaluation and in CNN training
processes (as loss functions). Existing popular FR quality metrics are summarised as follows.

• MAD: Mean-absolute-difference (MAD) is a typical pixel-wise image quality metric
which is widely used for motion vector estimation in standard codecs [9]. It can be
easily obtained by calculating the average absolute pixel value differences between
the reference and distorted images [9]. MAD has been widely utilised as the loss
function (ℓ1 loss) in CNN training process for image and video restoration and most of
CNN-based video compression enhancement algorithms [91, 23].

• MSE and PSNR: Mean-squared-error (MSE) is simply calculated by computing the
average squared pixel differences between the reference and distorted images. The
peak-signal-to-noise-ratio (PSNR) can be directly converted from MSE based on the
peak signal value of an image and logarithm transformation [9]. MSE and PSNR are
two typical quality metrics used in video compression. They have low computational
complexity, but do not correlate well with subjective opinion scores [175, 182]. It
is noted that MSE (denoted as ℓ2 loss) has been also used to train deep CNNs for
image and video restoration, as well as the CNN-based video coding enhancement
approaches [183, 7].

• SSIM [26]: Structure Similarity Image Metric (SSIM) is a popular full-reference
image quality metric. It measures visual degradation of structure similarity based on
a combination of three features extracted from both reference and distorted images.
These include: (i) contrast, (ii) structure information, and (iii) luminance. SSIM has
achieved better correlation performance over the PSNR with relatively low computa-
tional complexity.
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• MS-SSIM: Based on the SSIM algorithm [26], Wang et al. [27] proposed a multi-scale
SSIM (MS-SSIM) for image quality assessment. It combines three features (same with
the SSIM) which are extracted from impaired and reference images at different scales
(except luminance) to produce a quality index. MS-SSIM has effectively improved
quality assessment performance compared to the SSIM [27].

• VSNR [184]: The visual signal-to-noise-ratio (VSNR) has been proposed for still
image quality assessment. It exploits near and supra threshold properties of the human
visual system (HVS). Specifically, the cortical decomposition of the HVS is stimulated
using a wavelet filter followed by a two-stage approach to measure the detectability of
distortions and produce the final measurement of visual SNR as the quality assessment
result. VSNR has been reported to achieve competitive performance on LIVE image
database [184].

• VIF [185]: Sheikh et al. proposed an advanced image quality metric, visual informa-
tion fidelity (VIF), which utilises different models (e.g. Gaussian scale mixtures) to
stimulate distortions and the HVS. Based on these models, two mutual information
quantities can be calculated which are the amount of information that the HVS extracts
from the reference and distorted images, respectively. Then, the ratio of these two
visual information quantities is utilised as the quality assessment result. VIF has
achieved improved performance on various published databases especially for those
with supra-threshold distortions [185, 186].

• VQM: Pinson and Wolf proposed a quality metric (VQM) [187] for video quality
assessment. It combines seven features (including blurring, jerkiness, global noise,
block and colour distortions, and spatio-temporal features) extracted from the reference
and impaired videos using the impairment filters to predict video quality. VQM has
provided better correlation performance with mean-opinion-scores (MOS) on VQEG
dataset compared to other metrics, and it has been utilised as an ANSI and ITU standard
[9].

• MOVIE: Seshadrinathan et al. [188] proposed a video quality metric, motion-based
video integrity evaluation (MOVIE). It employs spatio-temporal Gabor filters to de-
compose original and distorted videos. Then, both of the spatial and temporal quality
components can be obtained based on the decomposition results. These spatio-temporal
quality indices are finally combined to predict the quality of the distorted video.
MOVIE has outperformed PSNR and SSIM on the VQEG FRTV Phase I database
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[188]. However, it has higher computational complexity due to a large number of
Gabor filters and temporal information required in computation process.

• PVM: Zhang and Bull [186] developed a perception-based video quality metric (PVM).
This algorithm emulates the perceptual properties of the HVS by non-linearly fusing
the noticeable distortions and blurring artefacts for video quality assessment. It has
provided state-of-the-art correlation performance on both VQEG FRTV Phase I and
LIVE databases compared to other popular quality metrics, such as VQM, SSIM,
MOVIE and VSNR [186].

• VMAF: Video Multimethod Assessment Fusion (VMAF) [189] is a new learning-
based assessment method, which combines multiple quality metrics and video features
(including VIF [185], Detail Loss Metric (DLM) [190] and temporal frame difference
[189]) using a Support Vector Machine (SVM) regressor. It has been reported to
offer robust and state-of-the-art correlation performance with subjective opinion scores
based on different video quality databases with various compressed content [175, 182].

Among these quality assessment methods, PSNR and VMAF were selected as the quality
metrics for compression performance evaluation in this thesis. PSNR is the most commonly
used metric for evaluating video compression performance [9], while VMAF has been
demonstrated to achieve high correlation performance based on various subjective video
quality databases with relatively low computational complexity [175, 182].

2.4.2 Subjective Quality Experiment

Alongside objective quality metrics, the perceptual quality of video content can also be
measured through controlled psychophysical experiments. This type of approach is more
accurate compared to objective methods, but is also more time and resource consuming.

In the literature, there are two primary test methodologies, which are commonly used for
video quality assessment, double stimulus methods and single stimulus methods.

Double Stimulus Methods

Double stimulus methodologies are often used when both distorted and original versions
are available [9]. There are two major double stimulus evaluation methods, including the
Double Stimulus Continuous Quality Scale (DSCQS) and Double Stimulus Impairment Scale
(DSIS).
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• DSCQS is suitable for the tasks in which the qualities of both original and corre-
sponding videos are similar, and it tests how well the evaluated algorithms/systems
perform relative to the original. In each trial within the test, participants were shown
Sequence A and Sequence B twice. One of them is a distorted sequence, while the
other is the corresponding original version (impaired by the algorithms/systems). Their
orders are randomly determined and unknown to the subjects. After viewing these two
sequences, participants were asked to rate the perceived quality of both videos, based
on a continuous quality scale (e.g. from 1 to 5 where, 1-Bad, 2-Poor, 3-Fair, 4- Good
and 5-Excellent).

• DSIS is similar to the DSCQS methodology except that in each trial a pair of original
and impaired content is presented to subjects only once, and viewers know the order of
the original and distorted versions. DSIS is suitable for evaluating the robustness of
the algorithms/systems in cases where artefacts are more noticeable [9]. Compared to
DSCQS, DSIS commonly employs a labelled quality scale, which contains five grades:
Imperceptible; Perceptible but not annoying; Slightly annoying; Annoying; and Very
annoying [9].

Single Stimulus Methods

Single stimulus methods are typically used in scenarios where there are no explicit anchor
clips or when distorted sequences are not expected to be directly compared to their original
versions. In these methods, subjects are simply shown a number of test videos in random
order. Two primary single stimulus methods are the absolute category rating (ACR) and the
single stimulus continuous quality evaluation (SSCQE) method.

ACR is generally suitable for relatively short video durations (e.g. 10 s) and utilises a
labelled grading scale (Excellent, Good, Fair, Poor, Bad) to collect subjective scores. SSCQE
is used to evaluate quality changes due to temporal content variations in test sequences,
which stimulates practical video delivery processes. Therefore, it is more relevant to longer
clips with durations of more than 5 minutes.

It is noted that ITU recommends video sequence duration to be approximately 10 seconds
[191] for most test methodologies (except SSCQE). However, the optimal video duration
has been recently investigated by Mercer Moss et al. [192], who reported that sequences
with 5 seconds can still offer similar evaluation accuracy as the recommended 10s. This can
effectively reduce the overall length of subjective experiments.
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2.5 Summary

This chapter presented an overview of video compression standards, basic deep learning
techniques and learning-based video compression approaches. Moreover, primary video
quality assessment methods have also been reviewed. Based on these, three issues will
be addressed in the following chapters, which are related to training databases, network
architectures and training methodologies.





Chapter 3

BVI-DVC: A Training Database

As discussed in Chapter 1 and Chapter 2, most deep learning-based coding methods have
been trained on image or video databases [24], which were mainly designed for computer
vision applications, e.g. super-resolution. Most of these databases do not provide sufficient
content coverage and diversity. As a result, the generalisation of networks cannot be ensured
in the context of video coding, and the optimum performance of employed CNN models has
not been achieved when trained on these databases. Prior to BVI-DVC, there was no public
dataset specifically developed for this purpose.

In this context, this chapter presents a new extensive and representative video database,
denoted as BVI-DVC, for training CNN-based video coding algorithms, in particular those
tools that enhance the performance of conventional compression algorithms. BVI-DVC
contains 800 progressive-scanned video clips at a wide range of spatial resolutions from
270p to 2160p, with diverse and representative content. The experimental results show that
this database produces significant improvements in terms of coding gains over five existing
(commonly used) image/video training databases under the same training and evaluation
configurations.

The work presented in this chapter has been published in [3].

3.1 Database Description

To develop a large and diverse video database for training deep learning-based coding
algorithms, we first collected 280 UHD (3840×2160) sequences from publicly available
video databases and public websites. A subset of these sequences was then selected based on
the approach in [140] in order to provide optimal coverage for different scenes (e.g. nature
and objects) and various texture types (e.g. static, dynamic, structural and luminance plain).
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The selection operation is based on subjective observation and manual process, which is
similar to that in [140, 142, 139].

Table 3.1 Key features of thirteen training databases including BVI-DVC.

Training Databases
Image or
Video?

Seq.
Number

Max
Resolution

Bit depth
Various

textures?

BSDS [116] Image 500 321p 8 No

ImageNet [118] Image 14M 2848p 8 No

DIV2K [119] Image 1000 1152p 8 No

UCF101 [124] Video 13,320 240p 8 No

Kinetics [127–130] Video 650,000 360p 8 No

Vimeo [131] Video 89,800 256p 8 No

Moments in Time [132] Video 1M 256p 8 No

YouTube UGC [133] Video 1500 1080p 8 No

CD [135] Video 29 1080p 8 No

VideoSet [139] Video 880 1080p 8 No

REDS [140] Video 300 720p 8 No

HIF [142] Video 182 1080p 8 No

BVI-DVC Video 800 2160p 10 Yes

Finally, two hundred source sequences have been selected from different sources, includ-
ing 69 sequences from the Videvo Free Stock Video Footage set [193], 37 from the IRIS32
Free 4K Footage set [194], 25 from the Harmonics database [195], 19 from BVI-Texture
[196], 10 from the MCML 4K video quality database [197], 7 from BVI-HFR [198], 7
from the SJTU 4K video database [199], 6 from LIVE-Netflix [200, 201], 6 from the Mitch
Martinez Free 4K Stock Footage set [202], 5 from the Dareful Free 4K Stock Video data
set [203], 3 from MCL-V [137], 2 from MCL-JCV [204], 2 from Netflix Chimera [205], 1
from the TUM HD databases [206], and 1 from the Ultra Video Group-Tampere University
database [207]. These sequences contain natural scenes and objects [140], e.g. mountains,
oceans, animals, grass, trees, countryside, city streets, towns, buildings, institutes, facilities,
parks, marketplaces, historical places, vehicles and colourful textured fabrics. Different
texture types such as static texture, dynamic texture1, structure content and luminance-plain
content are also included. The BVI-DVC database also covers a large variety of motion types,
including camera motion (e.g. pan, zoom, etc.), human actions (e.g. running, walking, etc.),
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animal activity (e.g. tigers, horses, etc.), plant movements (e.g. trees, bushes, etc.), fluid
motion (e.g. water, smoke, etc.) and other object actions (e.g. cars, cycles, etc.).

All these sequences are progressively scanned at a spatial resolution of 3840×2160,
with frame rates ranging from 24 fps to 120 fps, a bit depth of 10 bit, and in YCbCr 4:2:0
format. All are truncated to 64 frames without scene cuts, using the segmentation method
described in [192]. To further increase data diversity and provide data augmentation, the
200 video clips were spatially down-sample to 1920×1080, 960×540 and 480×270 using
a Lanczos filter of order 3. This results in 800 sequences at four different resolutions.
Figure. 3.1 shows the sample frames of twenty example sequences. The primary features
of this database are summarised in Table 3.1 alongside those for the other twelve databases
[118, 119, 116, 131, 127–130, 132, 133, 139, 142, 135, 140, 124] mentioned in Section
2.3.1.

(a) Animal (b) Wood (c) Leaves (d) Mountain (e) Myanmar

(f) Venice (g) Tall Buildings (h) Traffics (i) Market (j) Ferris Wheel

(k) Room (l) Store (m) Bookcase (n) Toy (o) Scarf

(p) Cross Walk (q) Plasma (r) Firewood (s) Smoke (t) Water

Figure. 3.1 Sample frames of 20 example sequences from the BVI-DVC database.

3.2 Experimental Configurations

In order to evaluate the training effectiveness of the BVI-DVC database in the context of
video compression, ten network architectures [61–65, 28, 29, 68, 66, 1, 208] were employed
in conjunction with four CNN-based coding modules: post-processing (PP), in-loop filtering
(ILF), spatial resolution adaptation (SRA) and effective bit depth adaptation (EBDA).
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In terms of benchmarking databases, one image database (DIV2K) and four video
databases (REDS, CD, VideoSet, and HIF) have been selected for comparison with BVI-
DVC. DIV2K is selected because it has been used for training CNN models in multiple JVET
contributions and many other CNN-based coding algorithms. REDS, CD, VideoSet and HIF
were selected as they contain relatively diverse content at higher spatial resolutions compared
to other datasets such as BSDS, Vimeo, Kinetics, Moments in Time and UCF101. YouTube
UGC dataset has not been included which contains source content with imperfect quality.
This is different from the high quality videos commonly used for evaluating the performance
of coding algorithms. It is noted that the Tencent Video Dataset (described in Section 2.3.1)
was published after BVI-DVC. Therefore, it has not been included for benchmarking the
BVI-DVC database.

3.2.1 Test Coding Modules

Four typical CNN-based video compression enhancement tools, PP, ILF, SRA and EBDA
have been utilised to evaluate training effectiveness of the BVI-DVC database. Their coding
frameworks and primary features have been described in Section 2.3.3. These four coding
modules were selected since they have been demonstrated to offer significant coding gains
over standardised video codecs compared to other tools (e.g. inter prediction, entropy coding,
etc.) and also outperform existing end-to-end solutions. In contrast to end-to-end deep image
coding architectures, they are amenable to integration into standard codecs for practical
applications. In this context, our evaluation is restricted to CNN-based coding tools for
standard video codecs rather than new end-to-end solutions. The latter will be included in
our future work.

3.2.2 Evaluated CNN Models

To evaluate our four coding modules, ten popular network architectures have been imple-
mented. These were selected to reflect a range of CNN architecture types, including: (i)
simple concatenated convolutional layers (SRCNN [61], FSRCNN [62] and VDSR [63]); (ii)
deep residual blocks (SRResNet [28], EDSR [65], DRRN [64], and MSRResNet [1]); (iii)
dense connections (RDN [66] and ESRResNet [29]); (iv) feature review structures (RDN
[66]); and (v) channel attention mechanism (RCAN [68]). Most of these network structures
were initially designed for super-resolution processing or image enhancement, and some
have been employed in CNN-based coding approaches as described in Section 2.3.3. Their
primary features have been summarised in Section 2.2.2.
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In this experiment, we have employed architectures for these ten networks, that are
identical to those reported in their original publications; we only modify the input and output
interfaces in order to process content in the appropriate format. The input of all CNNs
employed is a 96×96 YCbCr 4:4:4 colour image, while the output targets the corresponding
original image block with the same size. The choice of block size was driven by the fact that
larger sizes lead to higher computational complexity and increased GPU memory for some
complex CNN models (e.g. ESRResNet, RCAN and RDN). In contrast, it has been reported
[29] that larger input block sizes can slightly improve network performance. Given the GPU
size used (NVIDIA P100 GPU with 16 GB memory) in this work, 96×96 was selected as a
trade-off between complexity and performance. Similar sizes have also been employed in
previous work such as [28].

The input block can be either compressed (for PP and ILF), compressed and EBD down-
sampled (for EBDA) or compressed and spatial resolution re-sampled (for SRA - a nearest
neighbour filter is applied before CNN processing). The same loss functions have been used
as in the corresponding literature. All these ten networks have been re-implemented using
the TensorFlow framework (version 1.8.0).

3.2.3 Training Data Generation

Five existing image and video databases are selected to benchmark the training effectiveness
of BVI-DVC, including DIV2K [119], REDS [140], CD [135], VideoSet [139], and HIF
[142]. The training data generation of four typical CNN-based video coding enhancement
modules is described in detail below.

All the original images or videos in each database were first spatially down-sampled
by a factor of 2 using a Lanczos3 filter or down-sampled by 1 bit through bit-shifting. The
original content (for training PP and ILF CNNs), together with spatially down-sampled clips
(for training SRA CNNs) and bit depth reduced sequences (for training EBDA CNNs) were
then compressed by the HEVC Test Model (HM 16.20) based on the JVET Common Test
Conditions (CTC) [39] using the Random Access configuration (Main10 profile) with four
base QP (quantisation parameter) values: 22, 27, 32 and 371 (a fixed QP offset of -6 is applied
for both spatially and bit depth down-sampled cases as in [209]). This results in three training
input content groups for every database, each of which contains four QP sub-groups. For the
input content group with reduced spatial resolution, a nearest neighbour filter was applied to
obtain video frames with the same size as the original content.

1Here results with four QP values are generated due to the limited time and resource given. During the
evaluation, if the base QP is different from these four, the CNN model for the closest QP value will be used.
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For each input group and QP sub-group, the video frames of all reconstructed sequences
and their original counterparts were randomly selected (with the same spatial and temporal
sampling rates) and split into 96×96 image blocks, which were then converted to YCbCr
4:4:4 format. Block rotation was also applied here for data augmentation.

It is noted that similar training data generation methodologies described in this section
for four typical CNN-based coding enhancement tools will also be used in the following
chapters when new CNN architectures and training methodologies are trained.

3.2.4 Network Training and Evaluation

The training process was conducted using the following parameters: Adam optimisation [47]
with the following hyper-parameters: β1=0.9 and β2=0.999; batch size of 16; 200 training
epochs; learning rate (0.0001); weight decay of 0.1 for every 100 epochs. Based on the
generated training content, four CNN models aligned with four QP groups were separately
trained for each tested coding module and network architecture. This generates 480 CNN
models for 4 training databases, 3 input content groups (PP and ILF use the same CNN
models), 4 QP sub-groups and 10 tested network architectures. The reason for employing
QP sub-grouping in network training process is mainly due to the fact that the different base
QP values lead to different compression artefacts levels. Hence, separately training CNN
models for different QP groups is beneficial for effectively optimising the reconstruction
performance of networks [57]. Based on our experiments, QP sub-grouping achieves an
average additional BD-PSNR gain of approximately 0.05 dB (content dependent) against
using a single model in the context of PP coding module for VVC [5]. It is also noticed that
although QP sub-grouping increases the training complexity, the computational complexity at
the evaluation stage remains the same compared to using a single model. The only drawback
is that more storage space is needed when multiple CNN models are used [5].

Based on the discussions above, the CNN models which are subsequently used in the
evaluation stage for different base QP values (before applying QP offset for SRA and EBDA
coding tools) are described as follows:

CNN Models =



Model1, QPbase ≤ 24.5

Model2, 24.5 < QPbase ≤ 29.5

Model3, 29.5 < QPbase ≤ 34.5

Model4, QPbase > 34.5

(3.1)

During the evaluation stage, for a specific coding module, the decoded video frames
(already up-sampled to the same spatial resolution if needed) are firstly segmented into



3.2 Experimental Configurations 39

96×96 overlapping blocks as CNN input (YCbCr 4:4:4 conversion). The output blocks are
then aggregated following the same pattern and then converted to YCbCr 4:2:0 format to
form the final reconstructed frame.

Figure. 3.2 shows the diagram of the frame reconstruction method which was commonly
used in CNN-based image and video restoration algorithms [28, 29, 210, 173] to avoid
boundary effects caused by the convolutional layers. Here, four main block aggregation
scenarios (the ways of removing overlapped pixel) are introduced below to illustrate this
frame reconstruction algorithm based on five overlapped blocks, B1,1, B1,2, B1,3, B2,1 and B2,2

as shown in Figure. 3.2. The rest of blocks within the input frame can be processed and
aggregated in the similar ways that are introduced below to obtain the final reconstructed
frame.

As shown in Figure. 3.2, the input decoded frame is first segmented into a total number
of M×N overlapped blocks. After feeding each block into the CNN for enhancement, there
are four main aggregation scenarios in this approach according to different block locations.

• For B1,1 which is located at the first row and first column of the input frame, the 8
pixels individually from the rightmost and bottom boundaries of the processed block
(shown as the blue area in Figure. 3.2) are removed. Then, the rest of content within
the filtered block (shown as the white area in Figure. 3.2) is utilised as the first block
(B
′

1,1) of the final reconstructed frame.

• B1,2 (located at the first row and second column of the input frame) is overlapped with
B1,1 along the width axis with an overlap size of 12 pixels. In order to avoid boundary
effects and continuously joint frame content, 4 pixels individually from the leftmost
and rightmost boundaries alongside 8 pixels from the bottom boundary of the CNN
processed block are removed. The rest of content is then used as the second block
(B
′

1,2) of the final aggregated frame. As shown in Figure. 3.2, from B1,3 (except blocks
which are located at the boundaries of the decoded frame, e.g. B1,N , B2,1, B2,2, BM,N−1

and BM,N), the segmented blocks have an overlap size of 8 pixels with adjacent blocks
along the width and/or height axes/axis and will be assembled in the reconstructed
frame using the similar method introduced above.

• For B2,1 (located at the second row and first column of the input frame), 4 pixels
individually from the top and bottom boundaries along with 8 pixels from the rightmost
boundary of the filtered block are removed. Then, the rest of content (B

′

2,1) is further
aggregated in the final reconstructed frame.

• For B2,2 (located at the second row and second column of the input frame), it is
overlapped with both B2,1 and B1,2 along the width axis (12 pixels) and the height
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axis (12 pixels) respectively. After CNN processing, 4 pixels from each boundary of
the processed block are removed simultaneously and the rest of region (B

′

2,2) is then
aggregated in the final reconstructed frame.

Based on the discussions above, it can be observed that during the evaluation, the input
decoded frame is first segmented into several overlapped blocks with 12 and/or 8 overlap
pixels along the width and/or height axes/axis according to their locations within the input
frame. Then, the trained CNN model is employed to process these overlapped blocks
separately. After that, several pixels (8 or 4 pixels) will be further removed from the filtered
block to avoid boundary effects and ensure that the content from different blocks can be
continuously assembled together. Finally, the rest of content is aggregated into the final
reconstructed frame. These steps are repeated until all overlapped blocks within the input
decoded frame have been processed and assembled in the final reconstructed frame.
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Figure. 3.2 Diagram of the frame reconstruction method used in the thesis.

It is noted that the following chapters will also employ the similar network training and
evaluation procedures described in this section.

3.2.5 Experiment Settings

Four different coding modules have been integrated into the HEVC (HM 16.20) reference
software, and have been fully tested under JVET-CTC [39] using the Random Access
configuration (Main10 profile). Nineteen JVET-CTC SDR (as introduced in Section 2.3.1)
video sequences from resolution classes A1, A2, B, C and D were employed as test content,
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Table 3.2 Evaluation results for PP coding module for ten tested network architectures and six different
training databases. Values indicate the average BD-rate (%) for all nineteen JVET-CTC
tested sequences assessed by PSNR or VMAF.

CNN Model
DIV2K [119] REDS [140] CD [135]

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN 0.4 -2.8 2.5 -3.8 11.0 -6.2

FSRCNN 0.7 -2.6 3.2 -1.2 24.4 2.6

VDSR 0.3 -2.9 2.3 -4.0 3.1 -2.2

DRRN -5.0 -6.1 -4.7 -8.2 0.4 -1.1

EDSR -5.4 -4.9 -3.1 -6.1 -0.8 -6.5

SRResNet -5.3 -5.4 -4.0 -9.0 4.0 -3.8

ESRResNet -6.9 -6.7 -6.1 -9.4 -3.5 -9.1

RCAN -6.6 -7.3 -6.3 -9.7 -4.5 -11.0

RDN -7.0 -7.2 -6.9 -10.6 -4.6 -10.9

MSRResNet -6.4 -6.5 -5.3 -9.2 -2.6 -8.7

Continue

CNN Model
VideoSet [139] HIF [142] BVI-DVC

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN -0.4 -2.8 -0.8 -3.4 -1.9 -7.4

FSRCNN -0.2 -2.5 -0.5 -3.2 -1.6 -7.3

VDSR -0.3 -2.9 -0.7 -3.5 -1.9 -7.6

DRRN -7.3 -10.4 -8.7 -12.0 -10.8 -14.9

EDSR -6.6 -10.1 -7.8 -11.6 -10.0 -14.6

SRResNet -6.5 -8.3 -7.4 -9.5 -9.8 -12.7

ESRResNet -8.4 -13.2 -9.5 -14.7 -11.8 -17.7

RCAN -8.6 -14.1 -9.7 -15.3 -12.1 -18.5

RDN -8.8 -12.4 -9.8 -13.9 -12.2 -17.0

MSRResNet -7.0 -9.8 -8.1 -11.2 -10.4 -14.2

none of which were included in any of the six training databases. It is noted that only class
A1 and A2 (2160p) were used to evaluate SRA coding module, as it has been previously
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Table 3.3 Evaluation results for ILF coding module for ten tested network architectures and six
different databases. Each value indicates the average BD-rate (%) for all nineteen JVET-
CTC tested sequences assessed by PSNR or VMAF.

CNN Model
DIV2K [119] REDS [140] CD [135]

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN -0.2 -2.6 -0.6 -2.5 -0.1 -1.4

FSRCNN -0.1 -2.2 -0.2 -1.1 0.0 -0.5

VDSR -1.0 -1.1 -0.7 -2.7 0.0 -0.5

DRRN -4.0 -5.6 -3.1 -4.6 0.4 -1.1

EDSR -4.5 -6.1 -2.7 -3.1 -1.3 -4.0

SRResNet -5.1 -8.6 -2.9 -4.0 -1.1 -2.8

ESRResNet -5.8 -8.6 -3.3 -5.1 -2.5 -6.8

RCAN -5.4 -8.5 -6.3 -9.7 -3.0 -8.5

RDN -5.8 -8.8 -3.7 -5.6 -3.0 -8.9

MSRResNet -5.6 -9.4 -4.6 -6.7 -2.0 -6.5

Continue

CNN Model
VideoSet [139] HIF [142] BVI-DVC

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN -0.5 -5.3 -0.7 -5.7 -1.4 -8.5

FSRCNN -0.6 -4.8 -0.5 -5.2 -1.3 -8.1

VDSR -1.2 -3.9 -1.4 -4.1 -2.2 -6.5

DRRN -5.9 -8.5 -6.2 -8.7 -6.8 -11.0

EDSR -4.5 -7.3 -5.3 -7.6 -5.9 -9.9

SRResNet -4.9 -8.2 -5.7 -8.4 -6.4 -10.6

ESRResNet -6.4 -9.0 -6.6 -9.3 -7.3 -12.0

RCAN -6.6 -9.1 -6.9 -9.4 -7.4 -11.4

RDN -6.7 -9.2 -6.9 -9.6 -7.5 -11.8

MSRResNet -5.8 -8.4 -5.9 -9.0 -6.4 -11.3

reported [57] that for lower resolutions SRA may provide limited and inconsistent coding
gains.
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Table 3.4 Evaluation results for SRA coding module for ten tested network architectures and six
different databases. Each value indicates the average BD-rate (%) for all six UHD JVET-
CTC tested sequences assessed by PSNR or VMAF.

CNN Model
DIV2K [119] REDS [140] CD [135]

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN 3.9 -11.9 8.6 -19.6 6.6 -12.4

FSRCNN 1.1 -12.3 -0.3 -18.0 9.9 -9.8

VDSR 4.4 -11.5 4.3 -15.9 25.9 7.2

DRRN -8.5 -17.6 -7.8 -26.1 -7.2 -22.1

EDSR -6.4 -16.3 -6.9 -26.1 -3.2 -20.4

SRResNet -6.7 -11.5 -7.0 -28.1 -5.5 -19.8

ESRResNet -9.9 -19.4 -9.9 -31.7 -7.8 -23.5

RCAN -10.2 -19.3 -10.9 -32.2 -8.4 -23.2

RDN -10.0 -19.1 -9.7 -31.4 -8.4 -22.7

MSRResNet -9.2 -18.9 -8.5 -29.9 -7.1 -22.8

Continue

CNN Model
VideoSet [139] HIF [142] BVI-DVC

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN -1.4 -19.2 -1.8 -19.9 -3.1 -21.1

FSRCNN -1.7 -17.9 -2.2 -18.5 -4.5 -20.9

VDSR -0.4 -16.2 -0.8 -16.1 -6.6 -18.3

DRRN -11.2 -27.3 -12.1 -27.6 -15.0 -33.2

EDSR -9.8 -26.8 -10.9 -27.1 -13.4 -30.1

SRResNet -9.3 -26.5 -10.6 -26.7 -13.2 -30.0

ESRResNet -12.3 -29.7 -13.3 -30.0 -16.1 -33.6

RCAN -13.4 -31.2 -14.2 -31.7 -17.1 -35.1

RDN -12.6 -30.9 -13.7 -31.1 -16.6 -34.5

MSRResNet -10.7 -27.8 -11.9 -28.5 -14.6 -32.7

The rate quality performance (coding performance) is benchmarked against the original
HEVC HM 16.20, using Bjøntegaard Delta measurement (BD-rate) [40] based on two quality
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Table 3.5 Evaluation results for EBDA coding module for ten tested network architectures and six
different databases. Each value indicates the average BD-rate (%) for all nineteen JVET-CTC
tested sequences assessed by PSNR or VMAF.

CNN Model
DIV2K [119] REDS [140] CD [135]

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN -0.1 -7.6 2.6 -7.0 11.9 -10.0

FSRCNN 0.1 -6.7 3.7 -5.2 28.0 -0.4

VDSR 0.93 -6.8 19.6 -4.5 23.0 -0.13

DRRN -6.0 -10.8 -3.7 -9.8 -1.1 -11.3

EDSR -6.1 -11.5 -3.6 -11.1 -0.2 -9.6

SRResNet -5.9 -10.4 0.5 -9.2 2.1 -7.0

ESRResNet -7.1 -11.3 -4.1 -11.0 -2.0 -13.8

RCAN -7.6 -11.0 -5.2 -11.7 -1.4 -12.3

RDN -7.7 -11.7 -5.6 -10.6 -1.5 -13.7

MSRResNet -7.0 -11.2 -4.1 -11.7 -2.5 -13.9

Continue

CNN Model
VideoSet [139] HIF [142] BVI-DVC

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

SRCNN -1.7 -10.2 -1.8 -10.3 -2.1 -11.0

FSRCNN -1.6 -7.7 -2.0 -8.6 -2.9 -11.5

VDSR -1.1 -4.8 -1.4 -5.9 -5.6 -9.1

DRRN -6.9 -13.9 -8.3 -15.4 -11.8 -18.4

EDSR -7.1 -13.1 -7.8 -14.5 -10.3 -17.7

SRResNet -6.7 -11.3 -7.6 -12.6 -10.5 -15.9

ESRResNet -8.0 -14.6 -8.9 -15.6 -12.0 -19.0

RCAN -8.3 -15.2 -9.8 -16.3 -12.5 -19.8

RDN -7.8 -14.9 -9.1 -15.7 -12.1 -19.1

MSRResNet -7.1 -13.6 -8.4 -14.8 -11.1 -17.9

metrics, PSNR (luminance channel only) and VMAF (version 0.6.1) [189] which have been
discussed in Section 2.4.1. Here, BD-rate indicates the overall percentage bitrate reduction
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(when negative) or increase (when positive) for the same video quality (PSNR or VMAF) [40].
The training and evaluation processes were both executed on a shared cluster, BlueCrystal
Phase 4 (BC4) based in the University of Bristol [211], in which each node contains two 14
core 2.4 GHz Intel E5-2680 V4 (Broadwell) CPUs, 128 GB of RAM, and NVIDIA P100
GPU devices.

3.3 Results and Discussion

3.3.1 Comparison of Databases

The average BD-rate values are reported in Tables 3.2-3.5 for each evaluated training database,
network architecture and coding module. It can be observed from Tables 3.2-3.5 and Figure.
3.5 that, for all tested network architectures and coding modules, the coding gains (in terms of
average BD-rates for all tested sequences) achieved after training on the proposed BVI-DVC
database are significantly greater than for the other five benchmark databases (DIV2K, REDS,
CD, VideoSet, and HIF) for both PSNR and VMAF quality metrics. This is reinforced by
considering the mean (among ten networks and four coding modules) of all the average
BD-rates for each database; Figure. 3.6 shows in excess of 2.0% and 3.0% additional bitrate
savings obtained by using BVI-DVC compared to the other five databases based on the PSNR
and VMAF quality metrics respectively. CD offers the worse overall performance, especially
for results based on the assessment of PSNR.

The effectiveness of the proposed database can be further demonstrated by comparing
the perceptual quality of reconstructed frames when different databases are employed to
train the same CNN model. Figures. 3.3 and 3.4 show examples of reconstructed frames
generated by RDN [66] when it has been trained using DIV2K, REDS, CD, VideoSet, HIF
and BVI-DVC databases for both PP and SRA coding tools. The HEVC anchors are also
used for benchmarking. RDN [66] is selected as it has achieved evident coding gains (based
on both PSNR and VMAF) with relatively lower computational complexity compared to
other complex networks, such as ESRResNet [29] and RCAN [68] (the relative complexities
of these networks are shown in Tables 4.1-4.2). From Figures. 3.3 and 3.4, it can be observed
that when the CNN model is trained on the proposed BVI-DVC database, the reconstructed
content exhibits improved visual quality, with fewer blocking artefacts, better high frequency
detail and higher contrast compared to those trained using other databases. It is noted that
each database was independently utilised to train different networks for coding performance
evaluation in this thesis. Combining BVI-DVC with other databases which contain unique
content types that BVI-DVC does not have (e.g. dark content, high dynamic range sequences)
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Original Original HM 16.20, QP=37

DIV2K [119] REDS [140] CD [135]

VideoSet [139] HIF [142] BVI-DVC

Figure. 3.3 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), RDN models trained using six databases for PP coding tool. The bit
consumption in each example set is identical/similar for all tested versions. Rows 1, 2 and
3 correspond to the 250th frame of the DaylightRoad2 sequence.

may lead to the improvement of the training performance and generalisation ability of the
networks [114]. This will be further explored in the future work.
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Original Original HM 16.20, QP=37

DIV2K [119] REDS [140] CD [135]

VideoSet [139] HIF [142] BVI-DVC

Figure. 3.4 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), RDN models trained using six databases for SRA coding tool. The
bit consumption in each example set is identical/similar for all tested versions. Rows 1, 2
and 3 correspond to the 104th frame of the CatRobot1 sequence.

3.3.2 Comparison of Networks

Ten evaluated network architectures have further been compared under fair configurations
(identical training and evaluation databases). The results in Tables 3.2-3.5 are summarised,
by taking the mean (among six training databases and four coding modules) of average
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Figure. 3.5 Average coding gains for four coding modules obtained using 10 commonly employed
network architectures trained on six different databases: BVI-DVC, DIV2K [119], REDS
[140], CD [135], VideoSet [139], and HIF [142]. All methods are integrated into HEVC
Test Model (HM 16.20).
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Figure. 3.6 Average BD-rate (based on PSNR and VMAF) of six tested training databases for all the
evaluated coding modules and CNN architectures.

BD-rate values for each network architecture, in Figure. 3.7. It can be observed that RCAN,
RDN, ESRResNet and MSRResNet offer better coding performance (for both PSNR and
VMAF) than the other six evaluated network architectures. This is likely to be because of
the residual block structure employed. The coding gains for VDSR, FSRCNN and SRCNN
are relatively low compared to other networks, exhibiting coding loss when PSNR is used to
assess video quality especially when they are trained on the CD database (refer to Figure.
3.5). This may be due to their simple network architecture (FSRCNN and SRCNN) and a
large number of convolutional layers without residual learning structure (VDSR), which lead
to less stable training and evaluation [66, 68].
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Figure. 3.7 Average BD-rate (based on PSNR and VMAF) of 10 test network architectures for all
coding modules and training databases.

3.4 Summary

In this chapter, a new extensive and representative video database (BVI-DVC) is presented
which is specifically designed for training CNN-based video compression algorithms. With
carefully selected sequences including diverse content (including various static and dynamic
video textures), this database offers significantly improved training effectiveness compared
to other commonly used image and video training databases (overall additional coding gains
are up to 10.3% based on PSNR and 8.1% based on VMAF). Additionally, the coding
performance of different network architectures has also been compared. The results show
that the networks with complex and advanced architectures generally achieved much better
compression performance than those only with simple structures (e.g. simply concatenated
convolutional layers without residual learning-SRCNN, FSRCNN and VDSR). This further
demonstrates that the networks with carefully designed architectures are also important for
deep video compression. The BVI-DVC database is available online2 for public testing
and it has recently been used by JVET Ad-hoc Group 11 [37, 169] for optimising neural
network-based video coding tools. Its content diversity makes it a reliable training database,
not just for CNN-based compression approaches, but also for other computer vision and
image processing related tasks, such as image/video de-noising, video frame interpolation
and super-resolution.

2 The BVI-DVC database can be downloaded from: https://fan-aaron-zhang.github.io/BVI-DVC/.

https://fan-aaron-zhang.github.io/BVI-DVC/




Chapter 4

MFRNet: A New CNN Architecture for
Deep Video Coding Enhancement

As discussed in Chapter 2, one of the important aspects in the development of deep video com-
pression algorithms is the network architecture. Current deep video coding tools commonly
employ existing or modified CNN structures which were originally designed for image and
video restoration. Many of them do not contain advanced features, such as dense connections,
feature review structures, and thus cannot produce optimal overall coding performance.

In this chapter, a new CNN architecture (MFRNet) is presented for video compression
enhancement based on the four coding modules - post-processing (PP), in-loop filtering (ILF),
spatial resolution adaptation (SRA) and effective bit depth adaptation (EBDA). MFRNet
exploits novel network structures including cascading connections and multi-level feature
review residual dense blocks, which offer evident performance enhancement over state-of-
the-art network architectures.

The work presented in this chapter has been published in [4].

4.1 Network Architecture

This section presents the new CNN architecture, MFRNet. The backbone structure of the
MFRNet is first introduced and then the two main components of the MFRNet, the Multi-
level Feature Review Residual Dense Block (MFRB) and Feature Review Residual Dense
Block (FRB) are respectively described in detail.
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4.1.1 Network Backbone Structure

The proposed CNN architecture proposed is illustrated in Figure. 4.1. This network accepts
a 96×96 YCbCr 4:4:4 image block as input, and outputs a filtered image block in the same
format. It first employs a convolutional layer alongside a Leaky ReLU (LReLU) activation
function to extract shallow features (SFs) from the input image block. This SF extraction
layer is followed by four Multi-level Feature review Residual dense Blocks (MFRBs, B1-B4),
which are designed for deep dense feature extraction. Ten cascading connections, shown
as black curves in Figure. 4.1, are utilised to feed the initial SFs and the output from the
first three MFRBs (G1, G2 and G3) into following MFRBs or into the first reconstruction
layer (shown as RL1 in Figure. 4.1) through a 1×1 convolutional layer (with l LReLU). This
structure is designed to effectively improve information flow while reducing the number of
residual dense blocks in the network [69, 85]. Moreover, each of the first three MFRBs also
feeds its high dimensional feature outputs, F1, F2, F3, into the next MFRB, as shown in
Figure. 4.2, in order to reuse previous HDFs (high dimensional features) [66]. After four
MFRBs and the first reconstruction layer (RL1), a skip connection is employed to connect
the output of this reconstruction layer and the output of the shallow feature extraction layer.
Finally, an additional reconstruction layer (RL2) and an output layer are employed to output
a residual signal, which is then combined with the input through a long skip connection to
obtain the final image block. The kernel sizes, feature map numbers and stride values for
each convolution layer can be found in Figure. 4.1.
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Figure. 4.1 Illustration of the proposed MFRNet architecture.

4.1.2 Multi-level Feature Review Residual Dense Block (MFRB)

Figure. 4.2 shows the structure of each MFRB (Bi, i=1, 2, 3 and 4), which contains
three Feature review Residual dense Blocks (FRBs), b1

i , b2
i and b3

i . In many existing CNN
architectures, which employ residual (or residual dense) blocks [64, 28, 29, 66, 1], there
is only a single information flow, which prevents high-level blocks from fully accessing
previously generated features. This leads to a problem of diminishing feature reuse, which in
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turn affects the overall performance of the network [58]. To address this issue, in the proposed
architecture, each FRB (b j

i ), except the first one in B1 and the last one in B4, is designed
to have two inputs and two outputs [58], as shown in Figures. 4.2 and 4.3. Each FRB not
only receives the main branch output from the previous MFRB (Gi−1) or FRB (g j−1

i ), but also
accepts the side branch output from the previous MFRB (Fi−1) or FRB ( f j−1

i ), which contains
high dimensional features. Respectively, in addition to its main branch output (γ j

i ), each FRB
also feeds its side branch output ( f j

i ) into the subsequent FRB block in this or the next MFRB
(if applicable). This new structure allows each FRB to review the high dimensional features
generated in its previous block, which effectively enhances the information flow between
blocks. Finally, a multi-level residual learning structure is designed to apply skip connection
between the input of the first FRB and the output of each FRB. This enables bypassing of
redundant information and stabilises training and evaluation processes [55, 212].
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Figure. 4.2 Illustration of an MFRB (Bi).

4.1.3 Feature Review Residual Dense Block (FRB)

Figure. 4.3 shows the FRB structure (b j
i ), which contains a main branch and a side branch.

The former first accepts the output from the previous MFRB (Gi−1) or FRB (g j−1
i ) if it is

available, and extracts dense features through four convolutional layers with dense connec-
tions [67, 66]. Each of these layers contains one convolutional layer and a LReLU function.
The output of these four dense convolutional layers is then concatenated together with the
side branch output from the previous MFRB (Fi−1) or FRB ( f j−1

i ) and fed into the last
convolutional layer. The output of this layer is combined with the input (Gi−1 or g j−1

i ) of this
FRB through a skip connection to obtain the final FRB output (g j

i ). The concatenated HDFs
are further fed into two modified residual blocks and one convolutional layer with a 1×1
kernel size to obtain the output of this side branch ( f j

i ) in this FRB. This is also sent to the
subsequent FRB block (if applicable) to realise HDF reviewing.

4.2 Experimental Configurations

Here we follow the same procedures for training data generation, network training and
evaluation, and the identical experiment settings described in Sections 3.2.3-3.2.5. Four
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Figure. 4.3 Illustration of an FRB (b j
i ).

typical CNN-based video coding enhancement modules have been employed to evaluate the
effectiveness of the MFRNet. These include post-processing (PP), in-loop filtering (ILF),
spatial resolution adaptation (SRA) and effective bit depth adaptation (EBDA). All of these
coding tools have been discussed in detail in Section 2.3.3. In this experiment, both HEVC
HM 16.20 and VVC VTM 7.0 are utilised as the host codecs (and anchor codecs).

4.3 Results and Discussion

This section presents the experimental results, including the comprehensive comparisons
between the MFRNet and other popular state-of-the-art network architectures for PP, ILF,
SRA and EBDA tools based on the HEVC HM 16.20; compression results of the MFRNet
for PP, ILF, SRA and EBDA coding modules based on the HEVC HM 16.20 and VVC VTM
7.0; and the comparisons between other notable CNN-based PP and ILF approaches based
on the HEVC HM and VVC VTM.

4.3.1 Comparisons with Popular CNN Architectures

To further demonstrate the effectiveness of the MFRNet CNN structure, it has also been
compared with eleven popular CNN architectures in the context of PP, ILF, SRA and EBDA
for HEVC HM 16.20. These include SRCNN [61], FSRCNN [62], VDSR [63], DRRN
[64], EDSR [65], SRResNet [28], CARN [69], ESRResNet [29], RCAN [68], RDN [66],
and MSRResNet [1]. All of these models have been widely used in image super-resolution
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Table 4.1 Comparison between eleven popular CNN architectures and the proposed MFRNet in the
context of ILF and PP for HM 16.20.

CNN Model
CNN-based ILF (Short Test) CNN-based PP

BD-rate BD-rate
Relative

Complexity
BD-rate BD-rate

Relative
Complexity

(PSNR) (VMAF) (Encoding) (PSNR) (VMAF) (Decoding)

SRCNN [61] -1.4% -8.5% 1.2× -1.9% -7.4% 26.5×
FSRCNN [62] -1.3% -8.1% 1.5× -1.6% -7.3% 36.2×
VDSR [63] -2.2% -6.5% 1.8× -1.9% -7.6% 54.3×
DRRN [64] -6.8% -11.0% 2.4× -10.8% -14.9% 71.6×
EDSR [65] -5.9% -9.9% 9.4× -10.0% -14.6% 119.3×
SRResNet [28] -6.4% -10.6% 2.0× -9.8% -12.7% 64.9×
MSRResNet [1] -6.4% -11.3% 2.1× -10.4% -14.2% 65.1×
CARN [69] -6.9% -11.1% 1.9× -11.2% -15.4% 59.2×
ESRResNet [29] -7.3% -12.0% 7.8× -11.8% -17.7% 101.1×
RCAN [68] -7.4% -11.4% 12.4× -12.1% -18.5% 127.6×
RDN [66] -7.5% -11.8% 5.7× -12.2% -17.0% 91.8×

MFRNet -9.9% -15.6% 5.3× -14.1% -21.0% 81.2×

Table 4.2 Comparison between eleven popular CNN architectures and the proposed MFRNet in the
context of SRA and EBDA for HM 16.20.

CNN Model
CNN-based SRA CNN-based EBDA

BD-rate BD-rate
Relative

Complexity
BD-rate BD-rate

Relative
Complexity

(PSNR) (VMAF) (Decoding) (PSNR) (VMAF) (Decoding)

SRCNN [61] -3.1% -21.1% 11.2× -2.1% -11.0% 26.6×
FSRCNN [62] -4.5% -20.9% 15.5× -2.9% -11.5% 36.2×
VDSR [63] -6.6% -18.3% 23.3× -5.6% -9.1% 54.1×
DRRN [64] -15.0% -33.2% 30.6× -11.8% -18.4% 71.8×
EDSR [65] -13.4% -30.1% 50.8× -10.3% -17.7% 119.7×
SRResNet [28] -13.2% -30.0% 27.6× -10.5% -15.9% 64.7×
MSRResNet [1] -14.6% -32.7% 27.7× -11.1% -17.9% 65.0×
CARN [69] -14.7% -32.6% 25.5× -10.9% -18.0% 59.4×
ESRResNet [29] -16.1% -33.6% 43.5× -12.0% -19.0% 101.5×
RCAN [68] -17.1% -35.1% 54.4× -12.5% -19.8% 127.4×
RDN [66] -16.6% -34.5% 39.3× -12.1% -19.1% 91.9×

MFRNet -17.5% -31.2% 34.4× -13.2% -20.0% 81.1×

and restoration, and some (VDSR and MSRResNet) have also been utilised in CNN-based
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Original Original

HM 16.20, QP=37 SRResNet [28] DRRN [64]

CARN [69] ESRResNet [29] MFRNet

Figure. 4.4 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), four state-of-the-art network architectures and the MFRNet for CNN-
based PP. The bit consumption in each example set is identical for all tested versions.
Rows 1, 2 and 3 correspond to the 170th frame of the PartyScene sequence. It can be
observed that the output of MFRNet exhibits improved perceptual quality compared to the
anchor HEVC HM 16.20 and other compared networks, with fewer blocking artefacts,
more textural detail and higher contrast.

video compression tools [173, 1, 213, 57]. Most of these approaches provided superior
performance to the state of the art in their application domain when they were first proposed.
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Original Original

HM 16.20, QP=37 SRResNet [28] DRRN [64]

CARN [69] ESRResNet [29] MFRNet

Figure. 4.5 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), four state-of-the-art network architectures and the MFRNet for CNN-
based PP. The bit consumption in each example set is identical for all tested versions.
Rows 1, 2 and 3 correspond to the 216th frame of the CatRobot1 sequence. It can be
observed that the output of MFRNet exhibits improved perceptual quality compared to the
anchor HEVC HM 16.20 and other compared networks, with fewer blocking artefacts,
more textural detail and higher contrast.

All eleven models have been re-implemented using the same framework (TensorFlow
1.8.0) and were integrated into PP, ILF, SRA and EBDA coding modules for HEVC HM
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Original Original

HM 16.20, QP=37 SRResNet [28] DRRN [64]

CARN [69] ESRResNet [29] MFRNet

Figure. 4.6 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), four state-of-the-art network architectures and the MFRNet for CNN-
based PP. The bit consumption in each example set is identical for all tested versions.
Rows 1, 2 and 3 correspond to the 250th frame of the DaylightRoad2 sequence. It can be
observed that the output of MFRNet exhibits improved perceptual quality compared to the
anchor HEVC HM 16.20 and other compared networks, with fewer blocking artefacts,
more textural detail and higher contrast.

16.20. During re-implementation, the input and output interfaces of these networks have
been modified to satisfy the data format requirements. All networks were also trained on the
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Original Original

HM 16.20, QP=37 SRResNet [28] DRRN [64]

CARN [69] ESRResNet [29] MFRNet

Figure. 4.7 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), four state-of-the-art network architectures and the MFRNet for CNN-
based SRA. The bit consumption in each example set is identical for all tested versions.
Rows 1, 2 and 3 correspond to the 98th frame of the CatRobot1 sequence. It can be
observed that the output of MFRNet exhibits improved perceptual quality compared to the
anchor HEVC HM 16.20 and other compared networks, with fewer blocking artefacts,
more textural detail and higher contrast.

BVI-DVC database following the same methodology as for the proposed network, using loss
functions as described in their original literature.
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Original Original

HM 16.20, QP=37 SRResNet [28] DRRN [64]

CARN [69] ESRResNet [29] MFRNet

Figure. 4.8 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), four state-of-the-art network architectures and the MFRNet for CNN-
based SRA. The bit consumption in each example set is identical for all tested versions.
Rows 1, 2 and 3 correspond to the 216th frame of the CatRobot1 sequence. It can be
observed that the output of MFRNet exhibits improved perceptual quality compared to the
anchor HEVC HM 16.20 and other compared networks, with fewer blocking artefacts,
more textural detail and higher contrast.

Performance Comparisons for PP and ILF Coding Modules

Evaluation results on all 19 JVET test sequences are summarised in Table 4.1 and compared
to those for MFRNet. The original HEVC HM 16.20 is employed as a benchmark. It should
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Original Original

HM 16.20, QP=37 SRResNet [28] DRRN [64]

CARN [69] ESRResNet [29] MFRNet

Figure. 4.9 One set of example blocks cropped from the reconstructed frames generated by the anchor
HM 16.20 (QP=37), four state-of-the-art network architectures and the MFRNet for CNN-
based SRA. The bit consumption in each example set is identical for all tested versions.
Rows 1, 2 and 3 correspond to the 250th frame of the DaylightRoad2 sequence. It can be
observed that the output of MFRNet exhibits improved perceptual quality compared to the
anchor HEVC HM 16.20 and other compared networks, with fewer blocking artefacts,
more textural detail and higher contrast.

be noted that a Short Test was conducted for evaluating different ILF coding modules as
described in JVET proposal M0904 [214], in which only the first intra period of each test
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sequence was encoded, while a Full Test (processing all frames in the sequence) was applied
for PP. The relative computational complexity for each approach has also been calculated and
benchmarked against the original HEVC HM 16.20 encoder (for ILF) and decoder (for PP).

It can be observed that MFRNet offers the best performance for both PP and ILF when
compared to the other eleven architectures, with average coding gains of 14.1% for PP
and 9.9% for ILF based on PSNR, and 21.0% for PP and 15.6% for ILF according to
VMAF. These figures are consistently greater than those for other networks. In contrast, the
computational complexity of the proposed architecture is lower than that of RCAN, EDSR,
ESRResNet and RDN.

Performance Comparisons for SRA and EBDA Coding Modules

Table 4.2 summarises the coding performance comparisons between the MFRNet and eleven
state-of-the-art CNN architectures in the context of SRA and EBDA for HEVC HM 16.20. It
can be observed that the MFRNet provided the best coding performance compared to other
networks based on the PSNR for both SRA and EBDA modules, with average coding gains
of 17.5% for SRA and 13.2% for EBDA. When the VMAF is utilised as the quality metric,
the average coding gains of MFRNet is slightly lower than some complex networks for SRA,
such as the ESRResNet [29] and RCAN [68], while for EBDA, MFRNet can still provide
the best performance over all the eleven network architectures.

Perceptual Comparisons

In order to further validate the effectiveness of the MFRNet, the subjective comparison results
between the MFRNet, the anchor HEVC HM 16.20 and four popular networks (including
SRResNet [28], DRRN [64], CARN [69] and ESRResNet [29]) are presented in Figures.
4.4-4.6 and Figures. 4.7-4.9 for PP and SRA coding modules respectively. It can be observed
that for both PP and SRA modules, the output of the MFRNet exhibits clearly improved
perceptual quality with fewer compression artefacts, more texture details and higher contrast
compared to other networks. These effectively show the effectiveness of the MFRNet.

4.3.2 Compression Performance

Compression Results for PP and ILF Coding Modules

Tables 4.3 and 4.4 summarise the compression performance of the PP and ILF coding
modules (with MFRNet) when integrated into HEVC HM 16.20 and VVC VTM 7.0. It can
be observed that our proposed approach achieves significant and consistent coding gains
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Table 4.3 Compression results of the MFRNet-based ILF and PP for HM 16.20.

Class-Sequence
CNN-based ILF (Full Test) CNN-based PP

BD-rate
(PSNR)

BD-rate
(VMAF)

BD-rate
(PSNR)

BD-rate
(VMAF)

A1-Campfire -6.2% -16.5% -12.4% -19.2%
A1-FoodMarket4 -8.6% -17.1% -11.1% -20.6%
A1-Tango2 -11.9% -21.6% -15.1% -25.2%

A2-CatRobot1 -12.6% -21.5% -17.5% -29.0%
A2-DaylightRoad2 -17.1% -25.3% -21.4% -31.8%
A2-ParkRunning3 -6.8% -11.9% -8.9% -12.1%

Class A (2160p) -10.5% -19.0% -14.4% -23.0%

B-BasketballDrive -12.4% -11.7% -14.8% -19.5%
B-BQTerrace -16.5% -25.5% -20.7% -29.9%
B-Cactus -13.2% -16.0% -14.6% -21.7%
B-MarketPlace -7.3% -14.9% -9.6% -19.7%
B-RitualDance -6.0% -13.8% -10.7% -18.3%

Class B (1080p) -11.1% -16.4% -14.1% -21.8%

C-BasketballDrill -9.4% -8.1% -14.4% -16.1%
C-BQMall -10.8% -12.9% -13.6% -20.9%
C-PartyScene -7.3% -14.7% -13.6% -19.9%
C-RaceHorses -7.8% -12.5% -10.2% -15.8%

Class C (480p) -8.8% -12.1% -13.0% -18.2%

D-BasketballPass -8.8% -11.9% -12.3% -13.9%
D-BlowingBubbles -7.4% -12.5% -11.6% -17.9%
D-BQSquare -14.9% -23.6% -24.1% -32.5%
D-RaceHorses -9.0% -13.1% -10.7% -15.0%

Class D (240p) -10.0% -15.3% -14.7% -19.8%

Overall -10.2% -16.0% -14.1% -21.0%

on all test sequences when integrated into HEVC, with average BD-rates of -10.2% and
-14.1% for PP and ILF respectively. The coding gains are reduced for VTM, but are still
significant with average BD-rates of -4.6% and -6.7% for ILF and PP respectively based on
the assessment of PSNR. It can also be seen that, for both host codecs and both tested coding
modules, the bitrate savings according to VMAF are generally higher than those for PSNR.

As shown in Tables 4.3 and 4.4, the coding gains for PP are consistently higher than those
for ILF, by approximately 2% for VTM and 4-5% for HM (in terms of BD-rate). This may at
first appear surprising but it should be remembered that, unlike conventional post-processing,
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Table 4.4 Compression results of the MFRNet-based ILF and PP for VTM 7.0.

Class-Sequence
CNN-based ILF (Full Test) CNN-based PP

BD-rate
(PSNR)

BD-rate
(VMAF)

BD-rate
(PSNR)

BD-rate
(VMAF)

A1-Campfire -4.5% -8.3% -6.8% -10.3%
A1-FoodMarket4 -3.5% -7.3% -5.0% -9.0%
A1-Tango2 -5.9% -6.2% -8.4% -7.1%

A2-CatRobot1 -6.7% -6.5% -9.3% -9.0%
A2-DaylightRoad2 -7.6% -8.3% -9.5% -10.0%
A2-ParkRunning3 -1.5% -3.1% -2.7% -3.5%

Class A (2160p) -5.0% -6.6% -7.0% -8.2%

B-BasketballDrive -4.3% -5.5% -7.2% -6.2%
B-BQTerrace -6.9% -5.2% -8.1% -7.2%
B-Cactus -4.4% -5.4% -6.7% -7.5%
B-MarketPlace -3.3% -4.4% -4.4% -5.9%
B-RitualDance -2.8% -3.9% -5.2% -6.3%

Class B (1080p) -4.3% -4.9% -6.3% -6.6%

C-BasketballDrill -4.4% -1.7% -6.7% -4.8%
C-BQMall -4.2% -5.5% -7.4% -7.8%
C-PartyScene -2.0% -3.4% -6.1% -5.4%
C-RaceHorses -2.5% -5.4% -3.7% -5.7%

Class C (480p) -3.3% -4.0% -6.0% -5.9%

D-BasketballPass -6.2% -4.6% -7.4% -5.5%
D-BlowingBubbles -4.6% -3.6% -5.9% -5.2%
D-BQSquare -6.6% -3.1% -11.5% -12.4%
D-RaceHorses -4.6% -5.6% -5.7% -5.9%

Class D (240p) -5.5% -4.2% -7.6% -7.3%

Overall -4.6% -5.1% -6.7% -7.1%

CNN-based PP does employ end-to-end training. In addition, when CNN-processed frames
are employed as a reference (after in-loop filtering), they are used to predict subsequently
encoded frames through motion estimation and compensation. This process has not been
reflected in the current CNN training (i.e. with CNN-processed content as network input),



4.3 Results and Discussion 65

Table 4.5 Compression results of the MFRNet-based EBDA and SRA for HM 16.20.

Class-Sequence
CNN-based EBDA CNN-based SRA

BD-rate
(PSNR)

BD-rate
(VMAF)

BD-rate
(PSNR)

BD-rate
(VMAF)

A1-Campfire -20.5% -29.3% -30.1% -44.1%
A1-FoodMarket4 -8.4% -17.6% -14.5% -26.9%
A1-Tango2 -11.6% -22.7% -20.8% -28.4%

A2-CatRobot1 -15.4% -26.1% -11.3% -25.9%
A2-DaylightRoad2 -17.6% -28.1% +0.5% -26.8%
A2-ParkRunning3 -15.9% -21.4% -28.7% -35.0%

Class A (2160p) -14.9% -24.2% -17.5% -31.2%

B-BasketballDrive -14.4% -17.8% – –
B-BQTerrace -17.3% -31.9% – –
B-Cactus -13.5% -20.1% – –
B-MarketPlace -7.5% -16.1% – –
B-RitualDance -8.7% -15.9% – –

Class B (1080p) -12.3% -20.4% – –

C-BasketballDrill -12.4% -16.3% – –
C-BQMall -11.6% -16.2% – –
C-PartyScene -11.4% -15.1% – –
C-RaceHorses -10.1% -16.3% – –

Class C (480p) -11.4% -16.0% – –

D-BasketballPass -12.8% -14.6% – –
D-BlowingBubbles -10.1% -14.1% – –
D-BQSquare -20.6% -24.1% – –
D-RaceHorses -11.5% -16.0% – –

Class D (240p) -13.8% -17.2% – –

Overall -13.2% -20.0% -17.5% -31.2%

and is likely to cause the CNN-based filter to become less effective. Similar results have been
observed by other authors when the same CNN is employed for both PP and ILF [215]1.

1It is also noted that, in Table 4.7, the ILF results are better than PP for [216, 217]. This is because these
CNN models employed for PP have been re-trained using data that is different [170] from that in their original
literature.
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Table 4.6 Compression results of the MFRNet-based EBDA and SRA for VTM 7.0.

Class-Sequence
CNN-based EBDA CNN-based SRA

BD-rate
(PSNR)

BD-rate
(VMAF)

BD-rate
(PSNR)

BD-rate
(VMAF)

A1-Campfire -7.6% -18.6% -12.3% -33.8%
A1-FoodMarket4 -0.7% -6.9% -1.2% -12.9%
A1-Tango2 -3.6% -5.4% -7.3% -10.5%

A2-CatRobot1 -5.2% -6.7% +9.2% -1.2%
A2-DaylightRoad2 -8.2% -10.6% +27.1% -6.1%
A2-ParkRunning3 -0.4% -6.0% -11.4% -17.9%

Class A (2160p) -4.3% -9.0% +0.7% -13.7%

B-BasketballDrive -5.5% -6.1% – –
B-BQTerrace -2.0% -3.1% – –
B-Cactus -4.6% -8.4% – –
B-MarketPlace -1.1% +2.6% – –
B-RitualDance -1.5% -5.9% – –

Class B (1080p) -2.9% -4.2% – –

C-BasketballDrill -1.5% -6.2% – –
C-BQMall -4.7% -5.4% – –
C-PartyScene -3.5% -3.2% – –
C-RaceHorses -2.5% -2.9% – –

Class C (480p) -3.1% -4.4% – –

D-BasketballPass -7.1% -7.6% – –
D-BlowingBubbles -3.9% -3.2% – –
D-BQSquare -7.3% -0.9% – –
D-RaceHorses -4.5% -3.5% – –

Class D (240p) -5.7% -3.8% – –

Overall -4.0% -5.7% +0.7% -13.7%

Compression Results for SRA and EBDA Coding Modules

Tables 4.5 and 4.6 summarise the compression performance of the MFRNet-based SRA and
EBDA coding tools benchmarked on the HEVC HM 16.20 and VVC VTM 7.0. Similar to the
previous PP and ILF compression results, MFRNet has also achieved evident coding gains
on JVET-CTC test sequences when integrated into the HEVC HM and VVC VTM based
on the assessment of VMAF, with average BD-rates of 31.2% (SRA) and 20.0% (EBDA)
for HM 16.20, and 13.7% (SRA) and 5.7% (EBDA) for VTM 7.0. It can be observed that
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the coding gains are higher when the VMAF is employed as the quality metric compared to
those for PSNR for both SRA and EBDA coding modules based on the two standard codecs.

The MFRNet has been applied to enhance compression performance of four individual
coding modules to evaluate its effectiveness in this chapter. It is also possible to employ
MFRNet for multiple coding modules simultaneously to achieve even higher overall coding
gains, as it demonstrated in [57] (SRA+EBDA). In this chapter, as our focus is on comparing
network architectures, we have not provided more results for multiple coding modules.

Table 4.7 Comparison between MFRNet-based PP and ILF and existing CNN-based PP and ILF
approaches for HEVC.

Compression Performance Comparisons for Post-Processing Tools (HEVC HM)

Sequence (Class)
[217] [216] [218] [167] [170] Ours

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

Class C (480p) 0.63% -2.6% -6.8% -6.6% -7.1% -13.0%

Class D (240p) 1.73% -2.6% -8.0% -4.8% -7.3% -14.7%

Overall 1.2% -2.6% -7.4% -5.7% -7.2% -13.9%

Compression Performance Comparisons for In-loop Filtering Tools (HEVC HM)

Sequence (Class)
[219] [217] [216] [171] [117] Ours

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

Class C (480p) -4.6% -3.0% -3.9% -7.1% -4.5% -8.8%

Class D (240p) -2.5% -2.3% -4.6% -4.4% -3.3% -10.0%

Overall -3.6% -2.7% -4.3% -5.8% -3.9% -9.4%

4.3.3 Comparison between CNN-based PP and ILF Approaches

The coding performance of the proposed CNN model is compared here with other notable
CNN-based PP and ILF methods developed for the HEVC and VVC Random Access
configuration. These include [217, 218, 167, 216, 170, 216, 219, 171, 117, 224, 215, 220–
222]2. It should be noted that these approaches have not been re-implemented due primarily
to a lack of their source code. Instead, their compression results are extracted directly from
the corresponding literature.

2It is noted that [219] has been commonly used as a benchmark for ILF approaches, although it is not a
CNN-based solution. This method has been included here due to its consistent performance and popularity.
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Table 4.8 Comparison between MFRNet-based PP and ILF and existing CNN-based PP and ILF
approaches for VVC.

Compression Performance Comparisons for Post-Processing Tools (VVC VTM)

Sequence (Class)
[215] [220] [221] [222] [181] Ours

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

Class A (2160p) -2.0% -1.3% -1.2% -0.2% -3.3% -7.0%

Class B (1080p) -1.3% -1.5% 0.4% -0.2% -2.6% -6.3%

Class C (480p) 0.3% -3.3% 2.2% -0.6% -3.9% -6.0%

Class D (240p) N/A -5.0% 6.6% -0.8% -5.8% -7.6%

Overall -1.2% -2.6% 1.6% -0.4% -3.8% -6.7%

Compression Performance Comparisons for In-loop Filtering Tools (VVC VTM)

Sequence (Class)
[172] [215] [220] [223] [224] Ours

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

BD-rate
(PSNR)

Class A (2160p) -2.0% -1.7% -0.4% -1.3% N/A -5.0%

Class B (1080p) -1.4% -0.6% 0.6% -0.8% -1.5% -4.3%

Class C (480p) 0.2% 0.3% -1.2% -0.9% -3.1% -3.3%

Class D (240p) N/A N/A -3.1% -0.8% -3.9% -5.5%

Overall -1.2% -0.8% -0.9% -1.0% -2.7% -4.6%

Tables 4.7 and 4.8 summarise BD-rate (PSNR) results for five PP and five ILF methods
(described above) for each host codec (HM and VTM) and compare them with our approach.
Due to the limitations of results available in the literature, only results for Class C and D are
compared for HEVC HM. It can be observed that, for both host codecs and for the two coding
modules, when MFRNet is integrated into PP and ILF modules, it significantly outperforms
competing methods, and the improvements are consistent across content classes. This is
likely due to the advanced structures employed in the MFRNet architecture and the diversity
of the training content used.

4.4 Summary

In this chapter, a new CNN architecture-MFRNet is presented for video coding enhancement
modules, including post-processing (PP), in-loop filtering (ILF), spatial resolution adaptation
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(SRA) and effective bit depth adaptation (EBDA). MFRNet comprises four multi-level feature
review residual dense blocks, and employs a cascading structure to improve information flow.
The experimental results demonstrate significant coding gains, with a 16.0% improvement for
ILF, 21.0% for PP, 31.2% for SRA and 20.0% for EBDA over HM 16.20 in terms of VMAF,
and a corresponding 5.1% for ILF, 7.1% for PP, 13.7% for SRA and 5.7% for EBDA against
VTM 7.0. Further comparisons have shown the superiority of the MFRNet architecture over
other existing popular deep networks when it was integrated with various coding modules.

It is noted that a pixel-wise loss function-ℓ1 loss was employed to train MFRNet models
for tested approaches in this chapter. As discussed in Section 2.3.4, ℓ1 loss does not correlate
well with subjective opinion scores and cannot capture the structural information of the
images which is important for network training. This may lead to the sub-optimal perceptual
quality of the final reconstructed frames. To address this issue, the novel and effective
GAN-based algorithms and perceptual loss functions are further presented in the following
chapter to generate realistic high frequency details and effectively optimise perceptual quality
of compressed videos.





Chapter 5

Perceptually-inspired Deep Video
Coding Enhancement

For CNN-based video coding enhancement modules, simple pixel-wise loss functions (i.e. ℓ1
loss) are commonly utilised to train the employed network architectures. These pixel-wise
loss functions do not correlate well with subjective video quality. This inevitably leads to sub-
optimal training performance when these coding methods are designed to improve perceptual
video quality. Recently, new CNN-based image and video restoration methods have been
proposed based on various Generative Adversarial Networks (GANs) and adversarial training
methodologies [29, 89, 1, 2, 25, 7], which can achieve improved enhancement performance.

In this chapter, their applications are extended to video compression and new GAN
architectures alongside novel training methodologies are further presented for different coding
enhancement tools. These include MSRGAN, BDGAN, and CVEGAN. It is noted that the
GAN architectures presented in this chapter are trained using the similar procedures that have
been described in Section 2.2.3. This GAN training method contains two steps. Specifically,
in the first training stage, the generator is trained independently (without discriminator) based
on a typical CNN training methodology using perceptual loss functions (MS-SSIM is used
for training the generators of MSRGAN and BDGAN, while a new perceptual loss function
is employed to train CVEGAN’s generator). Then, the pre-trained generator is utilised as
initial model for the second step of training and is jointly trained with the discriminator using
the adversarial training strategy (RaGAN algorithm is used for training both MSRGAN and
BDGAN, while a novel GAN adversarial training methodology-ReSphereGAN is utilised
to train CVEGAN). This two-stage training strategy can further fine-tune the generator’s
parameters and effectively improve its overall performance [28, 29].

The works presented in this chapter have been published in [1, 2, 7, 5].
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5.1 Network Architectures

In this section, two preliminary works: MSRGAN and BDGAN are first presented for spatial
resolution and effective bit depth adaptations (SRA and EBDA), respectively. Then, a novel
GAN architecture (CVEGAN) and the new training methodologies are further presented
for significantly improving coding gains based on the typical video coding enhancement
modules.

5.1.1 Preliminary Work-I: MSRGAN for SRA

In an SRA coding framework, when the low resolution video frames are decoded, they are
first up-sampled using a nearest neighbour filter to the original resolution1. A deep CNN
(MSRGAN) is then employed to further enhance reconstruction quality. This is a modified
version of the SRGAN model [28]. The architectures of the generator (MSRResNet) and the
discriminator are shown in Figures. 5.1 and 5.3.
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Figure. 5.1 Network architecture of the MSRGAN’s Generator (MSRResNet).

The generator (MSRResNet) for the proposed MSRGAN has a similar architecture to the
original SRGAN [28]. The input of the model is 96×96 YCbCr (4:4:4), compressed image
blocks (nearest neighbour filter up-sampled), with the target to output colour image blocks
close to the original at the same resolution.

MSRResNet contains 16 residual blocks after an initial convolutional layer, where each
of these has two convolutional layers with a parametric ReLU (PReLU) layer in between. A
skip connection is employed in each residual block connecting the input and the output of
this block. Two additional skip connections are also used between the output of the initial
convolutional layer and that of the 16 residual blocks, and between the input of the network
and the output of the final convolutional layer (the one with a Tanh activation). All the
convolutional layers in MSRResNet employ a kernel size of 3×3 with a stride of 1. The
number of channels is 64, except the final convolutional layer which supports 3 feature maps.

1We have previously shown [173, 225] that nearest neighbour filtering can lead to slightly better reconstruc-
tion results.
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Figure. 5.2 (Left) The original residual block in SRGAN [28]. (Right) The modified residual block in
MSRGAN.

Comparing to the original SRResNet, the presented generator does not contain batch
normalisation (BN) layers in the residual blocks (as shown in Figure. 5.2). This is because BN
layers were reported to affect the overall network performance [29] - generating unexpected
artefacts - especially for deep GAN networks.

The discriminator in the presented network has an identical architecture to that of the
original SRGAN [28]. Except for the first shallow feature extraction layer, the discriminator
concatenates 7 convolutional layers, each of which contains a convolutional operation, a
leaky ReLU (LReLU) and a BN. The kernel size of each convolutional layer is 3×3 with a
stride of 1 or 2. Different numbers of feature maps are also employed in these layers, from
64 to 512 as shown in Figure. 5.3. After 7 convolutional layers, 2 dense layers with a LReLU
followed by a Sigmoid layer are designed to produce the output of the discriminator.
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Figure. 5.3 Network architecture of the Discriminator for MSRGAN.

5.1.2 Preliminary Work-II: BDGAN for EBDA

The presented generative adversarial network architecture for EBD up-sampling (BDGAN)
contains a generator (denoted as BDNet) and a discriminator. The BDNet structure is shown
in Figure. 5.4, which takes a 96×96 YCbCr (4:4:4) decoded colour image block with effective
bit depth (EBD) of 9 bit as input, and produces a 10 bit EBD image block in the same format,
targeting the corresponding original block.

The network starts with two shallow feature extraction layers, each of which contains a
convolutional layer and a LReLU [29] activation function. These are followed by 14 identical
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Figure. 5.4 Network architecture of the BDGAN’s Generator (BDNet).

residual dense blocks (RDB) [66] as illustrated in Figure. 5.5. This RDB is different from
the residual block used in SRGAN [28] - each convolutional layer in the RDB receives
the feature maps from all preceding layers and feeds its output to subsequent layers. This
structure preserves the feed-forward nature of the network and enables access to more
previously extracted features, which improves the information flow [67]. An additional skip
connection is employed in each RDB between the input of this RDB and the output of the
last convolutional layer to further improve information flow and stabilise the training process
[55].
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Figure. 5.5 Residual Dense Block (RDB) used in BDNet.

Moreover, the output of the first shallow feature extraction layer and the output of each
RDB are cascaded [69, 85] into all the following RDBs through a single 1×1 convolutional
layer. After 14 RDBs, another convolutional layer is employed. A skip connection is applied
between the output of this layer and the output of the second shallow feature extraction layer.
Finally, another two convolutional layers are used before the final output, and an additional
skip connection is employed between the input of these two layers and the initial BDNet
input. The stride value for all convolutional layers in BDNet is 1.

The BDGAN’s discriminator has an identical structure to that of the MSRGAN shown in
Figure. 5.3, which accepts the real and fake (output from the BDNet) image blocks with a
full bit depth of 10 bit as input.
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5.1.3 A New GAN Architecture: CVEGAN

As discussed in Section 2.3.4, most of the previous works employ simply combined loss
functions (including, pixel-wise loss, simple quality metrics, feature map differences) with
artificially configured combining weights in the GAN training process for image restoration
and video compression enhancement. These loss functions have not been fully evaluated in
terms of their correlation with subjective image or video quality. Additionally, most of GAN-
based video coding enhancement methods often use relatively simple network architectures
without including advanced structures (e.g. channel attention mechanism, etc.). These all
lead to sub-optimal coding performance.

In this context, a novel GAN architecture for compressed video enhancement, denoted as
CVEGAN, is presented, which contains novel Mul2Res block, enhanced residual non-local
block and enhanced convolutional block attention module.

The CVEGAN Architecture

CVEGAN follows the basic GAN framework [81], combining a generator and a discriminator.
Its architecture is described in the following subsections.

Generator Architecture: The CVEGAN’s generator, denoted as CVENet, is shown in
Figure. 5.6. This takes a 96×96 YCbCr 4:4:4 compressed image block as the input and
outputs a processed image block in the same format, targeting its original uncompressed
version. The kernel sizes, a number of feature maps and stride values for each convolutional
layer of CVENet are shown in Figure. 5.6.

CVENet has three unique structural features: (1) Mul2Res blocks; (2) enhanced residual
non-local blocks (ERNB); (3) enhanced convolutional block attention modules (ECBAM).
These are described below. It can be seen that a Mish activation function [226] has been
employed after all convolutional operations except for the final one. Mish has been previously
reported to offer better performance than other commonly used functions such as ReLU,
LReLU and PReLU [226].
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Figure. 5.6 Illustration of the CVEGAN’s Generator (CVENet).
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Specifically, CVENet first employs two shallow feature extraction (SFE) layers to extract
local shallow features. Each of them contains a convolutional function along with a Mish
activation function [226]. Followed these two SFE layers, an enhanced residual non-local
block (ERNB) is employed to capture long-range dependencies between pixels within the
input feature maps through the non-local operations [60, 73]. The outputs of this ERNB
are then fed into seven Mul2Res blocks to further extract deep features. In order to improve
information flow between the convolutional layers and blocks in the network, the cascading
connections [69, 4] (shown as black curves in Figure. 5.6) are utilised to connect these
seven Mul2Res blocks by feeding the first ERNB’s outputs and the first six Mul2Res blocks
into following Mul2Res blocks or into the first reconstruction layer (RL1 in Figure. 5.6)
through a 1×1 convolutional layer alongside a Mish activation function. After RL1, the
second reconstruction layer (RL2) and an enhanced convolutional block attention module
(ECBAM) are employed to extract high-level features and apply channel and spatial attention
mechanisms. A skip connection is further used to connect the outputs of this ECBAM and
the first ERNB. Finally, a second ERNB is employed, which is followed by another two
reconstruction layers (RL3 and RL4) and an ECBAM in between. The output of RL4 is then
combined with the network input through a long skip connection to obtain the final image
block. The skip connections used in CVENet are designed to bypass redundant information
and stabilise training and evaluation processes [55, 212]. The architectures of the Mul2Res
block, ERNB and ECBAM used in CVENet are introduced below in detail.

Mul2Res Block: As discussed in Chapter 2, the performance of deep CNNs is highly
relevant to three primary factors: depth (i.e. the depth of networks), width (i.e. the number of
feature maps), and cardinality (i.e. the size of transformation sets) [43, 74, 75]. It is noted
that simply increasing the depth or width of the networks may have a potential risk of the
vanishing gradient problem [43, 55]. This can lead to the difficulty of network training and
the overall performance of the model cannot be effectively improved. It has been described
in [75, 79] that the cardinality is a more effective way to improve representational ability and
capacity of the network while maintaining appropriate computational complexity compared
to other two factors.

In this context, we exploit the effectiveness of cardinality in network architecture and
present a novel and highly modularised residual learning structure, Mul2Res block. The new
Mul2Res Block structure contains multiple levels of multiple residual learning branches to
exploit the cardinality characteristic of networks. Figure. 5.7 illustrates the Mul2Res Block
structure used in CVEGAN, which has four residual learning branches at two different levels.
The number of branches and levels can be adapted for different applications based on the
computational resources available.
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Figure. 5.7 Illustration of an Mul2Res Block.

At the first level, the input of the Mul2Res block is fed into four residual learning branches.
Each branch has a convolutional layer with various kernel sizes (1×1, 3×3, 5×5 and 7×7).
This diversifies the feature maps extracted by the convolutional layers using various receptive
field sizes. The ECBAM is also employed at both levels before the final skip connection.

The Mul2Res block at the second level also has four residual learning branches. The
primary differences include (i) the MulRes Blocks at the first level are replaced by residual
blocks, each of which contains two convolutional layers (with various kernel sizes for
different branches) and a Mish activation function; (ii) the output from four branches are
concatenated before feeding into the ECBAM.

Based on the discussion above, the proposed structure with multiple levels of multiple
branches has been designed to increase the network’s cardinality. This supports different
kernel sizes which enable operations with various receptive fields and is expected to offer
improved performance for content with complex textures [75, 210]. Moreover, ECBAM has
been utilised in the Mul2Res blocks to extract informative features from the source data in
order to further improve the reconstruction ability of the network [68].

Enhanced Residual Non-local Block (ERNB): As discussed in Chapter 2, most of
CNNs employed for image/video restoration and video compression enhancement often
utilised conventional local convolution filters to extract features. In this case, the response of
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each feature point is only based on the features within a local convolutional area which is
determined by the kernel size of filters [43]. These convolutional operations with small kernel
sizes cannot capture longer-range dependencies between pixels within the input image block
or feature maps, hence the representational ability of networks cannot be further optimised
[60, 73].

To address this issue, non-local operations have been previously proposed for image and
video classification and recognition [60], and were also used for image restoration tasks [73].
The main idea of the non-local operation is that the response of a feature point with the
index of i is computed based on all possible feature points (outside of the local convolutional
kernel) within the whole feature map [60, 73].

The non-local operation can be generally described in equation (5.1) [60, 73]:

yi =
∑
∀ j

f (ψ(xi), ξ(x j))ω(x j) (5.1)

where, yi is the output of non-local operation for feature point i, j is the index which
enumerates all possible feature point positions, xi and x j represent the input features at the
indices of i and j respectively, ψ(·) and ξ(·) are two transformations that separately extract
features based on the inputs xi and x j at different feature point indices, f (·) is a pairwise
function used to fuse ψ(xi) and ξ(x j), and the ω(·) is a weighting function producing the
corresponding weights based on the input feature point x j at the index of j. As described
in [60, 73], the transformations ψ(·) and ξ(·), as well as the weighting function ω(·) are
implemented using three different 1×1 convolutional layers [60, 73].
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It is noted that, the pairwise function f (·) in the original non-local algorithm was imple-
mented using an embedded Gaussian function incorporated with a large matrix multiplication
operation [60, 73]. This inevitably leads to much higher computational complexity, es-
pecially when the large feature maps are processed [227]. In this context, an enhanced
residual non-local block (ERNB) was presented, as shown in Figure. 5.8. This employs
concatenation operations and residual blocks to achieve feature fusion, avoiding large matrix



5.1 Network Architectures 79

multiplication and facilitating training of the feature fusion process. A further modification
is an introduction of a long skip connection employed to produce the ERNB output; this is
designed to further stabilise the non-local learning.

Enhanced Convolutional Block Attention Module (ECBAM): In order to extract more
informative and important features, attention mechanisms have been recently proposed for
several computer vision tasks, including image classification, recognition, as well as image
and video restoration [68, 59, 73, 107]. The experimental results have demonstrated that
integrating attention mechanisms can effectively improve the representational ability and
overall performance of networks [68, 59].

c
o

n
c

a
te

n
a

tio
n

Channel 

Attention Module

Spatial Attention 

Module

Spatial Attention 

Module

× × 

[1x1,16/64,1]

Figure. 5.9 Illustration of an ECBAM.

Inspired by the previous works, an enhanced convolutional block attention module
(ECBAM) has been designed for CVEGAN (Figure. 5.9). This follows the basic structure
of the convolutional block attention module (CBAM) [59], which comprises a channel and
a spatial attention module. Rather than directly producing output from the second matrix
multiplication as in [59], we have added a concatenation operation with a convolutional
layer to achieve non-linear feature fusion. This has been previously reported to improve
information flow and overall performance of the network [66].

Discriminator Architecture: Figure. 5.10 illustrates the architecture of the CVEGAN
discriminator, which is based on SRGAN [28]. The primary differences include: (i) we
employ two ERNBs - one after the first convolutional layer, and the other before the final
convolutional layer - these extract non-local features and improve the representational
capability; and (ii) we remove the final dense layer in SRGAN to output high (1024)
dimensional feature points rather than a single 1D scalar.
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5.1.4 Relationship between MSRGAN, BDGAN and CVEGAN

The MSRGAN and BDGAN are two preliminary works of GAN architectures for video
coding enhancement in the thesis. Inspired by the MSRGAN, BDGAN’s generator (BDNet)
also removes BN layers in all convolutional blocks in order to avoid generating visually
unpleasing artefacts. Different from MSRGAN’s generator (MSRResNet), BDNet utilises
cascading structures and residual dense connections to improve information flow and the
overall performance of the network. Based on both MSRGAN and BDGAN, CVEGAN is
further presented to significantly improve coding gains and visual quality of compressed
video content. It is an enhanced version of these two networks, which not only uses cascading
structures to improve information flow but also employs a couple of novel structures. These
include: (1) Mul2Res blocks which exploit multiple levels of multiple residual learning
branches with different kernel sizes to increase cardinality, receptive field and capacity
of the network; (2) ERNB that captures longer-range dependencies between pixels within
feature maps or input image block to improve representational ability of the network; and
(3) ECBAM module which conducts enhanced channel-spatial attention mechanisms to
effectively improve the reconstruction ability of the network.

MSRGAN and BDGAN utilise the same discriminator architecture to output a 1D scalar
for GAN adversarial training (entropy-based). CVEGAN’s discriminator has the similar
structures to that of used in MSRGAN and BDGAN. The main difference is that it further
employs ERNB to improve representational ability of the network by extracting non-local
feature information and outputs high dimensional (1024) feature points for GAN adversarial
training (an integral probability metric-based algorithm and it will be discussed in detail in
Section 5.2.2).

5.2 Network Training and Evaluation

In this section, the training and evaluation methodologies for preliminary works-MSRGAN
and BDGAN, as well as the new CVEGAN architecture are described in detail.

5.2.1 Training Methodology-MSRGAN and BDGAN

Training Data Generation

We follow the procedures of training data generation for SRA and EBDA coding modules
that are introduced in Section 3.2.3 to generate training material for MSRGAN and BDGAN.



5.2 Network Training and Evaluation 81

It is noted that the host codec utilised to test these two preliminary works is based on the
HEVC HM 16.20.

Loss Functions

Loss functions play a crucial role during the training of CNN/GAN models. In this work, in
order to generate results with improved perceptual quality and realise efficient training, the
loss function employed should ideally correlate well with subjective opinions and exhibit
relatively low computational complexity. Based on these considerations, the multi-scale
structural similarity index (MS-SSIM) [27] and SSIM [26] have been employed to train
the presented networks2. MS-SSIM has been previously used to train CNN models (i.e.
MSRResNet and BDNet) similar to [183], while SSIM has also been employed in the
training of generative adversarial networks to achieve better visual quality [228].

The training of MSRGAN and BDGAN consists of two stages [28, 29]. At the first stage,
the original MS-SSIM is used as the loss function to train the generator (MSRResNet and
BDNet). The resulting models are then employed as initial models for the second stage of
training.

At the second stage, in contrast to the original SRGAN [28], the loss functions from
Relativistic GANs (RaGANs) [87] have been used to further stabilise the training process
and improve the performance of the discriminator network [29], which is described below:

LG = 0.025 × ℓ1 +LSSIM + 5 × 10−3 × LRa
G (5.2)

LD = L
Ra
D = −Exr [ln(Sig(Cd(xr) − Ex f [Cd(x f )]))] − Ex f [ln(1 − (Sig(Cd(x f ) − Exr [Cd(xr)])))]

(5.3)
where, LG represents the loss function of the generator, while LSSIM and LRa

G represent the
SSIM loss and adversarial loss of the generator respectively. The adversarial loss of the
generator LRa

G is defined by (5.4):

LRa
G = −Exr [ln(1− (Sig(Cd(xr)− Ex f [Cd(x f )])))]− Ex f [ln(Sig(Cd(x f )− Exr [Cd(xr)]))] (5.4)

where, E stands for the mean operation, xr and x f are the real and fake image block re-
spectively, and Cd(·) is the output of the discriminator of MSRGAN or BDGAN. ‘Sig’ here
represents the Sigmoid function.

2During the training of the original SRGAN, ℓ1 (mean absolute difference) and VGG19 [84] were employed
in the loss functions. It is however noted that mean absolute difference correlates poorly with subjective results,
and a VGG19 based loss function also fails to perform well in the training of MSRGAN and BDGAN on
compressed content.
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In equation (5.3), LD and LRa
D are the loss functions for the discriminator and the adver-

sarial loss of the discriminator respectively.

5.2.2 Training Methodology-CVEGAN

Training Data Generation

Here, the same training data generation methodologies presented in Section 3.2.3 were also
utilised to create training material for CVEGAN. It is noted that CVEGAN is tested based on
HEVC HM 16.20 and VVC VTM 7.0.

Perceptually-inspired Loss Function

A similar training strategy to that used for MSRGAN and BDGAN architectures was em-
ployed to train CVEGAN, which consists of two stages: (i) CVENet is trained using a
combined perceptual loss function to obtain an initial model for the second training step;
(ii) CVENet is then trained jointly with the discriminator with a new training method Re-
SphereGAN. The new perceptual loss function is first presented in this subsection and a
novel ReSphereGAN adversarial training methodology is further introduced in the following
subsection.

In CVEGAN, a new loss function is employed which is a linear combination of the
elementary transforms of six commonly used losses, ℓ1 (denoted as L1), ℓ2 (L2), gradient
loss [77, 229] (L3), VGG19-54 loss [29] (L4), Structural Similarity Index (SSIM) loss [26]
(L5) and Multi-scale SSIM (MS-SSIM) loss [27] (L6):

Ltest =

6∑
i=1

ai f (Li) (5.5)

Here, f (·) represents an elementary transformation [230], which can be either a constant,
a power, a root, an exponential, a logarithmic, a trigonometric, an inverse trigonometric, a
hyperbolic or an inverse hyperbolic function. ai represents the linear combination weights,
where a6 is always set to 1. The range of all these six single losses is between 0 and 1. We
have excluded non-linear combinations and combinations of different transformed losses due
to their high computational and training complexity.

An eight-fold cross validation method [231] has been used to train the proposed combined
loss function (equation (5.5)) based on eight publicly available subjective video quality
databases. These include: the Netflix public database (70 test sequences) [232], BVI-HD
(192) [175], CC-HD (108) [14], CC-HDDO (90) [233], MCL-V (96) [137], SHVC (32)



5.2 Network Training and Evaluation 83

[234], IVP (100) [235], and VQEG-HD3 (72) [236]. All of these contain video sequences
compressed using commonly used video codecs (H.264, HEVC, AV1, VVC or MPEG-2).

The eight databases were divided into two sub groups - seven training datasets and one
for testing. An exhaustive search was performed among all tested transformation functions
and their corresponding weighting parameters, the best of which was selected for this split
to achieve the highest average correlation between the combined loss values and subjective
scores for all seven training datasets. The Spearman-rank-order-correlation-coefficient
(SROCC) is employed to quantify the correlation performance. The search range of each
parameter is between 0 and 1, with an interval of 0.1.

Table 5.1 Cross-validation results over eight training-testing trails.

Loss Function L1 L2 L3 L4 L5 L6

Average SROCC 0.5984 0.6478 0.3991 0.7085 0.5720 0.7168

Loss Function L7 L8 L9 L10 L11 Ours

Average SROCC 0.5430 0.5993 0.6008 0.6198 0.6591 0.8067

To avoid possible content bias due to a single training-testing split, this cross-validation
method was performed for all eight splits. Table 5.1 presents the average SROCC performance
on the test datasets among all eight splits for the trained loss functions, which are compared
to the results from 11 commonly used loss functions in training image restoration and
enhancement CNNs, L1-L6; linear combination of ℓ1 loss, gradient loss and VGG19-54
perceptual loss [83] (L7); linear combination of ℓ1 loss and SSIM loss [1] (L8); linear
combination of ℓ1 loss and VGG19-54 perceptual loss [29, 85, 88, 89, 76] (L9); linear
combination of ℓ1 loss, gradient loss, SSIM and MS-SSIM losses and VGG19-54 perceptual
loss [77] (L10); linear combination of MSE and VGG19-54 perceptual loss [28] (L11). It can
be observed that our trained loss functions have an average SROCC value of 0.8067, which
is significantly higher than those for other tested loss functions (L1-L11).

The transformation function used for all optimal loss functions across all eight training-
testing splits, is the natural logarithm ln(·). We use the median values of the corresponding
combination parameters, and normalise these to ensure

∑6
i=1 ai = 1. The final combined loss

function LP used to train CVEGAN is given below:

LP = 0.3 · ln(ℓ1) + 0.2 · ln(SSIM_loss)+
0.1 · ln(ℓ2) + 0.4 · ln(MSSSIM_loss)

(5.6)

It should be noted that LP remains within the range 0 to 1, and is differentiable, which
is required to support back-propagation during training. Since the test sequences were
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generated using a wide range of video codecs, this loss function should generalise well across
image and video compression applications. LP has been used here for training the CVENet
(generator) during the first training stage.

GAN Adversarial Training Methodology

Here, the original SphereGAN [237] is first introduced which has been reported to provide
better performance compared to other state-of-the-art GAN training methodologies. Based
on this, a novel GAN training strategy, Relativistic SphereGAN (ReSphereGAN) is then
presented which has effectively achieved evident improvements on network performance
compared to the original SphereGAN.

The Original SphereGAN [237]: In [237], a new integral probability metric (IPM)-
based GAN training methodology, SphereGAN was proposed and primarily used for un-
supervised image generation tasks. This algorithm firstly projects feature points (outputs from
the discriminator-shown as the purple and green feature points on the yellow plane in Figure.
5.11) of real (target data) and fake (generator’s output) data from n-dimensional Euclidean
feature space Rn (the yellow plane in Figure. 5.11) to the n-dimensional hypersphere space
Sn (the yellow sphere in Figure. 5.11) through the inverse stereographic projection [237].
Then, the geometric moments (geodesic distances) between the north pole N and fake/real
feature points were calculated using the geometric-aware transformation function derived
in [237]. Based on these geodesic distances, the adversarial training process is applied to
train generator and discriminator. The generator is to ‘fool’ discriminator by minimising the
geodesic distance between the north pole and fake data feature points, while the discriminator
tries to distinguish real and fake data by maximising the moment (distance) differences. The
geodesic distances calculated in the hypersphere space are bounded in the hypersphere space,
demonstrating the SphereGAN ensures stable GAN training [237].

N

Inverse of Stereographic Projection

Geodesic Distance

Relativistic Geodesic Distance

Feature Points of Fake and Real Data (discriminator outputs)

North PoleRelativistic 

SphereGAN

Figure. 5.11 Illustration of the proposed ReSphereGAN. The yellow plane and sphere represent the
1024-dimensional Euclidean feature space and hypersphere respectively. Green and
purple points represent the feature points of fake and real data respectively.
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The objective functions for generator and discriminator in original SphereGAN are shown
below:


Lgen = −

∑M
m=1 E(dm(N,T (xf))),

Ldisc =
∑M

m=1 E(dm(N,T (xf))) −
∑M

m=1 E(dm(N,T (xr)))
(5.7)

where, Lgen and Ldisc represent the loss functions of generator and discriminator respectively,
E(·) represents the mean operation. dm(a,b) is the geometric-aware transformation function
[237], which calculates the m-th central geometric moment (geodesic distance) [237] in the
hypersphere space between a and b (projected feature points in the hypersphere space). M is
the moment value and set to 3 [237]. T (·) stands for the inverse of stereographic projection
[237] from the Euclidean feature space to the hypersphere space. N is denoted as the north
pole in the hypersphere space, and xr and xf are the real and fake feature points respectively
in n-dimensional Euclidean feature space.

It can be observed from equation (5.7) that the loss function Lgen of the generator in orig-
inal SphereGAN only related to the fake data xf which cannot receive informative feedback
from the real data xr. This will lead to the sub-optimal adversarial training performance
[29, 87].

Relativistic SphereGAN (ReSphereGAN): In order to address the issues of the original
SphereGAN discussed above, we further presented the Relativistic SphereGAN training
methodology as illustrated in Figure. 5.11, which is a modified version of the original
SphereGAN [237]. Inspired by RaGAN [87], the relativistic geodesic distance between
the projected real and fake feature points is also calculated in our loss functions at the
second training stage. This modification further optimises the generator by obtaining gradient
information from both real and fake data during the adversarial training process. Specifically,
the loss functions for generator (LRe_gen) and discriminator (LRe_disc) (in the second training
stage) are given below:

LRe_gen = LP + 0.005 · (−
∑M

m=1 E(dm(N,T (xf)))
+
∑M

m=1 E(dm(T (xr),T (xf))))
(5.8)

LRe_disc =
∑M

m=1 E(dm(N,T (xf)))−∑M
m=1 E(dm(N,T (xr))) −

∑M
m=1 E(dm(T (xr),T (xf)))

(5.9)

Here, LP represents the perceptual loss function shown in equation (5.6). The weight
combining the perceptual loss (LP) and the generator adversarial loss was set to 0.005 based
on several previous works [29, 1, 76] on GAN-based image restoration and enhancement.
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Gradient Analysis for ReSphereGAN: The gradients generated from the losses during
the second training stage are crucial for stabilising the GAN models. It is important to avoid
vanishing gradients and explosion problems as pointed out in [81, 43]. The gradients of
dm(N,T (xr)) and dm(N,T (xf)) have already been evaluated in [237, 238], so we just analyse
the gradients of the new relativistic geodesic distance dm(T (xr),T (xf)).

Lemma 1. E(
∥∥∥∇(xr,xf )d

m(T (xr),T (xf))
∥∥∥

2
) < ∞ for all m (∇ represents the derivation operation,

and ∥·∥2 is the Euclidean norm).

The proof of Lemma 1 is provided below. This indicates that the proposed ReSphereGAN
will ensure stable GAN learning with any moment m.

Proof. Based on the definition of geodesic distance in [237], the relativistic geodesic distance
dm(T (xr),T (xf)) can be written as:

dm(T (xr),T (xf))

= arccosm
∥xr∥

2
2 ∥xf∥

2
2 − ∥xr∥

2
2 − ∥xf∥

2
2 + 4xr · xf + 1

(∥xr∥
2
2 + 1)(∥xf∥

2
2 + 1)


≡ arccosm(A)

(5.10)

Here, A ≡
∥xr∥

2
2 ∥xf∥

2
2 − ∥xr∥

2
2 − ∥xf∥

2
2 + 4xr · xf + 1

(∥xr∥
2
2 + 1)(∥xf∥

2
2 + 1)

, A ∈ [−1, 1]. xr and xf are the real

and fake feature points respectively in n-dimensional Euclidean feature space.

According to the chain rule,

∂dm(T (xr),T (xf))
∂xr

= arccosm−1(A) ·
−m
√

1 − A2
·
∂A
∂xr

(5.11)

Based on the equation (5.11), the gradient of dm(T (xr),T (xf)) can be further obtained
following the chain rule and the product rule of derivative:

∇(xr,xf )d
m(T (xr),T (xf))

=
∂2dm(T (xr),T (xf))

∂xr∂xf

= m(m − 1) · arccosm−2(A) ·
1

1 − A2 ·
∂A
∂xf
·
∂A
∂xr
−

m · arccosm−1(A) ·
A

(1 − A2)
3
2

·
∂A
∂xf
·
∂A
∂xr
−

m · arccosm−1(A) ·
1

√
1 − A2

·
∂2A
∂xr∂xf

(5.12)

Based on Lemmas 1 and 2 in [237, 238], we have
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arccos(A) < ∞
∂A
∂xf

∂A
∂xr

< ∞

∂2A
∂xr∂xf

< ∞

(5.13)

According to Propositions 1 and 2 in [237] and Theorem 6.9 in [239], the geometric
distance between the real and fake data feature points, xr and xf , weakly converges to 0, for
all moment values m:

dm(T (xr),T (xf)) = arccosm(A) ⇀ 0 (5.14)

Here, ⇀ represents weak convergence. This indicates that arccosm(A) , 0, and thus A , ±1
[230]. Therefore we can have:

1 − A2 , 0 (5.15)

According to equation (5.13) and (5.15), the gradient (and its mean) of the relativistic
geodesic distance is bounded for all moment values m:

∇(xr,xf )d
m(T (xr),T (xf)) < ∞, (5.16)

E(
∥∥∥∇(xr,xf )d

m(T (xr),T (xf))
∥∥∥

2
) < ∞ (5.17)

In practice, it is noted that although ReSphereGAN may generate relatively large gradients
as the original SphereGAN, they can still be calculated during the training process when the
Adam optimiser is used [47]. This has also been reported in [237, 238].

5.2.3 Training and Evaluation Configurations

In this chapter, the similar training and evaluation configurations (including training hyper-
parameters setting, QP sub-grouping, etc.) as introduced in the Section 3.2.4 are employed in
this chapter for all tested GAN architectures. It is noted that only the generators (MSRResNet,
BDNet and CVENet) are employed in evaluation stage.
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5.3 Experimental Configuration

5.3.1 Experiment Settings

In this chapter, we utilised similar experiment settings to those described in Section 3.2.5 for
testing all presented GAN architectures (MSRGAN, BDGAN and CVEGAN). It is noted
that the CVEGAN is tested on PP, SRA and EBDA coding modules based on both HEVC
HM 16.20 and VVC VTM 7.0.

To further evaluate network generalisation, another two commonly used test databases
alongside JVET-CTC SDR (see Section 2.3.1) have also been employed to test CVEGAN
and the other three top performers, including UVG (6 test sequences) [146] and AOM main
test dataset (21 test sequences) objective-1-fast (o-1-f)3 [15]. None of the sequences in these
three test datasets was included in the training database, BVI-DVC. It should be noted that
only UHD (2160p) content from these databases was used to evaluate the SRA coding tool
since, as previously reported [57], lower resolutions provide only limited and inconsistent
coding gains. The JVET-CTC SDR standard test dataset is only used to evaluate the coding
performance of MSRGAN and BDGAN.

In order to demonstrate the performance of the generative adversarial network and
perceptually-inspired loss functions, the performance of MSRGAN, BDGAN and CVEGAN
was also compared to that of MSRResNet (trained by ℓ1 loss), BDNet (trained by ℓ1 loss)
and CVENet (trained by perceptual loss LP shown in equation (5.6)).

5.3.2 Benchmarked CNN and GAN Architectures: CVEGAN Compar-
isons

Twenty-four popular and state-of-the-art CNN and GAN architectures (as introduced in
Section 2.2.2 and Section 2.2.3), which have been widely used in image super-resolution,
restoration and video compression, have been utilised for benchmarking CVEGAN in this
chapter. These include: SRCNN [61], FSRCNN [62], VDSR [63], SRResNet [28], DRRN
[64], EDSR [65], RDN [66], ESRResNet [29], RCAN [68], MSRResNet [1], CARN [69],
UDSR [70], HR-EnhanceNet [71], RNAN [73], ADGAN [82], SRResCGAN [83], SRGAN
[28], PCARNGAN [85], RCAGAN [77], MSRGAN [1], ESRGAN [29], RCAN-GAN
[88], PatchESRGAN, [89], and RFB-ESRGAN [76]. All of these networks have been
re-implemented and trained using the same framework (TensorFlow 1.8.0) with identical
training material following the same training methodology and loss functions as described in

3A few source sequences have been excluded in UVG and o-1-f datasets, which have been employed in
BVI-DVC as training data.
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their original literature. During re-implementation, the input and output interfaces of these
networks have been modified to satisfy the data format requirements.

All networks under test have been integrated into both PP and SRA coding tools and
tested under the experiment settings as described in Section 5.3.1. The original HEVC
HM 16.20 was used as the host codec and also as the benchmark anchor. The relative
computational complexities of all test networks (the generator for the case of GANs) have
also been calculated and benchmarked against the simplest SRCNN [61]. The training and
evaluation processes were also executed on the same devices as described in Section 3.2.5.

5.3.3 Ablation Study: CVEGAN Comparisons

Five primary contributions in CVEGAN have been tested and compared to the state of the art
for PP and SRA. All ablation studies are based on the HEVC HM 16.20 and tested on the
JVET-CTC SDR dataset.

(1) Mul2Res Block effectiveness has been evaluated by replacing it with other commonly
used convolutional blocks for CNN-based image restoration, which include residual block
(RB) [28], modified residual block (MRB) [1], residual dense block (RDB) [66], residual-in-
residual dense block (RRDB) [29], residual channel attention block (RCAB) [68], Xception
block [79] (cardinality is 4), ResNeXt block [75] (cardinality is 4) and ResNeSt block [80]
(cardinality is 4).

(2) ERNB is substituted by the original non-local block [73] to evaluate its effectiveness.
(3) ECBAM is replaced by the original CBAM [59] for comparison.
(4) ReSphereGAN training has been compared with other commonly used GAN training

approaches, including standard GAN [28], Relativistic average GAN (RaGAN) [29], Patch-
GAN [89], conditional GAN (cGAN) [86], Wasserstein GAN-gradient penalty (WGAN-GP)
[179] and the original SphereGAN [237].

(5) Perceptual Loss Function presented in this chapter was compared with other
commonly used loss functions for GAN training (L7-L11), as described in the previous
‘Perceptually-inspired Loss Function’ section.

5.3.4 Subjective Test Configuration: CVEGAN Comparisons

A lab-based subjective test has also been conducted using a double stimulus methodology on
a selection of network architectures (alongside the anchor HM and CVEGAN) for both PP
and SRA. We collected subjective scores from twenty-eight subjects 4 using the reconstructed

4Due to the impact of the COVID-19 pandemic, a large lab-based subjective test employing non-expert
participants could not be conducted.
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videos of 12 UHD source sequences (QP 37 only). Further details of the testing configuration
are described below.

Reference and Test Content

Twelve UHD (2160p) source sequences from the JVET-CTC SDR [39] and UVG [146]
datasets are selected as source content in this subjective evaluation. They have been encoded
by the original HEVC HM 16.20 and its two enhanced versions (QP 37 only) with CNN-based
PP and SRA coding tools. Each tool further generated results using four different networks
to perform CNN operations, including RNAN [73], RFB-ESRGAN [76], MSRGAN [1], and
the proposed CVEGAN. The former three architectures were selected due to their relatively
higher coding gains (see Tables 5.9 and 5.10) compared to other benchmark networks
assessed by VMAF. This results in 9 different test versions for each source sequence.

Subjective Experiment Configurations

The subjective tests were conducted in a laboratory with a darkened, living room style
environment. The background luminance level was set to 15% of the peak luminance of the
monitor used [191]. All the video sequences were shown at their native framerates, on a
SONY PVM-X550 4K OLED professional video monitor with a maximum viewing angle of
89◦ and an effective picture size (H×V) of 1209.6×680.4 mm. We connected this reference
monitor (the spatial resolution was configured to 3840×2160) to a Windows PC running the
MATLAB R2019b and Psychotoolbox 3.0. The viewing distance was set to be 1.6 times of
the monitor height (718.4 mm) based on the ITU-R BT.500 [191].

In this experiments, the double stimulus continuous quality scale (DSCQS) methodology
[191] was used. In each trial, participants were shown Sequence A and Sequence B twice.
One of these is a source sequence and the other is one of its nine distorted versions. Their
orders are randomly determined and unknown to the subjects. After viewing these two
sequences, the participants were asked to rate the perceived quality of both videos, based on
a continuous quality scale from 1 to 5 (1-Bad, 2-Poor, 3-Fair, 4- Good and 5-Excellent).

Twenty-eight subjects (16 male and 12 female)5 participated in this experiment and their
average age was 31.6 years. They all had normal or corrected-to-normal colour vision verified
by using Snellen and Ishihara charts [191].

5Due to the impact of the COVID-19 pandemic, a limited number of participants were employed in this
experiment.
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Data Processing

Difference scores were calculated for each trial and each participant by subtracting the quality
score of the distorted sequence from its corresponding reference source. Possible outliers
were removed following the procedures described in [191]. Difference mean opinion scores
(DMOS) were obtained for every trial by taking the mean of the difference scores. The
average DMOS among all source sequences for each test version (HM 16.20, PP-RNAN,
PP-RFB-ESRGAN, PP-MSRGAN, PP-CVEGAN, SRA-RNAN, SRA-RFB-ESRGAN, SRA-
MSRGAN and SRA-CVEGAN) was then calculated, as shown in Table 5.15.

5.4 Results and Discussion

5.4.1 MSRGAN

Compression Performance-SRA

Table 5.2 summarises the BD-rate results on the JVET-CTC UHD tested sequences, where
the proposed spatial resolution adaptation framework (using MSRResNet-ℓ1 or MSRGAN
for up-sampling) is compared to the original HEVC HM 16.20. It can be observed that, based
on VMAF, both MSRResNet-ℓ1 and MSRGAN offer significant coding gains against the
original HM, with average BD-rate gains of -25.9% and -35.6% respectively. MSRGAN
also achieves an additional 9.7% savings over MSRResNet-ℓ1 due to exploitation of the
generative adversarial network and the perceptual loss function.

The improvement can further be demonstrated by comparing the subjective quality of
reconstructed frames. Figure. 5.12 provides a perceptual comparison between the original
HM 16.20 and the proposed methods using MSRResNet-ℓ1 and MSRGAN. It is noted that
both MSRResNet-ℓ1 and MSRGAN reconstructions exhibit fewer visual artefacts than those
of HM 16.20 at similar or even lower bit rates. In addition, MSRGAN results exhibit slightly
more texture detail compared to MSRResNet-ℓ1.

Compression Performance-PP

The MSRGAN was further utilised to enhance VVC (VTM 4.0.1) and AV1 (AV1 libaom 1.0.0
– version 1.0.0-5ec3e8c) after being integrated into the post-processing (PP) coding module.
The same coding configurations described in Section 3.2.3 and [5] have been employed for
VVC VTM 4.0.1 and AV1 libaom 1.0.0 respectively. It is noted that, for VVC VTM 4.0.1,
the compression performance is evaluated for both low (L-QPs: 22-37) and high QP (H-QPs:
27-42) ranges (as shown in Table 5.3). The network has been trained using the BVI-DVC
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Table 5.2 Compression results of the MSRResNet and MSRGAN-based SRA for HM 16.20 based on
the JVET-CTC UHD tested sequences.

Class-Sequence
MSRResNet-ℓ1 MSRGAN

BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF)

A1-Campfire -26.0% -42.0% -21.4% -46.2%
A1-FoodMarket4 -13.6% -22.0% -11.2% -25.9%
A1-Tango2 -17.0% -23.0% -13.8% -27.6%

A2-CatRobot1 -5.3% -22.5% -0.2% -33.5%
A2-DaylightRoad2 +9.5% -20.2% +15.5% -36.4%
A2-ParkRunning3 -25.9% -34.7% -23.2% -44.0%

Overall -13.1% -25.9% -9.1% -35.6%

database through the same training methodologies and experimental configurations which
have been introduced in Sections 5.2.1 and 5.3.1.

Tables 5.3 and 5.4 summarise the compression performance of the proposed method
when it is applied to VVC and AV1 compressed content. For ℓ1 trained CNNs, we note that
the average bit-rate savings according to PSNR are 3.9% and 5.8% against the original VVC
and AV1 respectively. If the perceptual quality metric, VMAF, is used to assess video quality,
the coding gains are 4.2% over VVC and 2.7% over AV1. When we use perceptual loss
function trained models for post-processing, the coding gains appear much more significant
based on the assessment of VMAF – 13.9% and 10.5% over VVC and AV1 respectively. This
is particularly evident for test sequences, such as ParkRunning3, BQTerrace and BQSquare,
which present a large number of sharp edges.

5.4.2 BDGAN

Compression Performance-EBDA

Table 5.5 summarises the compression performance of the proposed method, with HM 16.20
used as the benchmark. In order to highlight the improvement obtained by using perceptual
loss functions, the coding gains from an ℓ1 trained (using the same training material) BDNet
for EBD up-sampling (BDNet-ℓ1) are also reported for comparison.

It is noted that EBD adaptation with BDGAN achieves consistent coding gains for all test
sequences, with an average BD-rate (assessed by VMAF) of 24.8%, which is 7.4% higher
than that for BDNet-ℓ1. When PSNR is employed for video quality assessment, the savings
are much lower and not as significant as those for BDNet-ℓ1. Comparing to [213], where
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Table 5.3 The compression performance of the MSRResNet and MSRGAN-based PP methods bench-
marked on the original VVC VTM 4.0.1. Negative BD-rate values indicate coding gains.

Method MSRResNet-ℓ1 MSRGAN

Metric PSNR VMAF PSNR VMAF

QP Range H-QPs L-QPs H-QPs L-QPs H-QPs L-QPs H-QPs L-QPs

Class-Sequence BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate

A1-Campfire -3.3% -2.3% -5.6% -4.6% +0.2% -0.4% -10.4% -10.7%
A1-FoodMarket4 -2.6% -2.0% -3.8% -3.0% -0.0% +0.1% -8.4% -7.4%
A1-Tango2 -3.3% -2.9% -3.4% -3.0% -1.1% -0.6% -7.8% -9.3%

A2-CatRobot1 -5.2% -5.2% -4.6% -4.4% -0.6% -1.1% -14.4% -17.8%
A2-DaylightRoad2 -6.0% -7.1% -6.8% -7.2% -1.1% -2.1% -19.5% -23.4%
A2-ParkRunning3 -0.8% -0.4% -2.3% -0.2% +2.1% +2.4% -11.7% -11.1%

Class A -3.5% -3.3% -4.4% -3.7% -0.1% +0.3% -10.1% -13.3%

B-BQTerrace -2.2% -1.0% -6.1% -1.1% +2.0% +0.3% -23.3% -28.8%
B-BasketballDrive -3.4% -3.1% -1.8% +2.7% -0.9% -0.9% -7.9% -8.7%
B-Cactus -3.4% -3.0% -5.1% -4.4% +0.2% -0.2% -15.8% -17.1%
B-MarketPlace -2.6% -2.3% -4.8% -4.0% +1.2% +0.3% -17.7% -18.2%
B-RitualDance -3.8% -3.5% -4.6% -2.6% -1.1% -1.2% -11.7% -11.2%

Class B -3.1% -2.6% -4.5% -1.9% +0.3% -0.3% -15.3% -16.8%

C-BQMall -5.6% -5.6% -4.7% -6.8% -2.1% -2.5% -14.3% -13.6%
C-BasketballDrill -3.9% -3.6% -3.8% -2.8% -1.4% -1.6% -12.3% -11.7%
C-PartyScene -4.1% -4.3% -5.9% -4.1% -0.4% -1.4% -16.1% -13.8%
C-RaceHorses -3.1% -2.1% -3.4% +1.2% +0.2% -0.4% -11.9% -10.4%

Class C -4.2% -3.9% -4.5% -3.1% -0.9% -1.5% -13.7% -12.4%

D-BQSquare -8.7% -9.6% -10.1% -11.6% -4.0% -4.5% -16.6% -19.5%
D-BasketballPass -6.1% -5.6% -5.4% -4.0% -3.0% -2.8% -9.8% -8.1%
D-BlowingBubbles -3.7% -3.8% -4.8% -3.8% -0.5% -1.3% -16.1% -14.5%
D-RaceHorses -4.8% -4.2% -5.2% -1.0% -1.6% -1.9% -11.8% -10.5%

Class D -5.8% -5.8% -6.4% -5.1% -2.3% -2.6% -13.6% -13.2%

Overall -4.0% -3.8% -4.9% -3.4% -0.6% -1.2% -13.5% -14.2%

BD-rate=-3.9% BD-rate=-4.2% BD-rate=-0.9% BD-rate=-13.9%
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Table 5.4 The compression performance of the the MSRResNet and MSRGAN-based PP methods
benchmarked on the original AV1 1.0.0. Negative BD-rate values indicate coding gains.

Method MSRResNet-ℓ1 MSRGAN

Metric PSNR VMAF PSNR VMAF

Class-Sequence BD-rate BD-rate BD-rate BD-rate

A1-Campfire -5.0% -7.3% -1.1% -11.8%
A1-FoodMarket4 -4.0% -8.9% -1.1% -9.6%
A1-Tango2 -4.6% -8.2% -1.9% -10.7%

A2-CatRobot1 -5.9% -5.9% -1.9% -15.0%
A2-DaylightRoad2 -7.7% -5.0% -3.1% -17.2%
A2-ParkRunning3 -1.9% -2.2% +0.4% -11.3%

Class A -4.9% -6.3% -1.5% -12.6%

B-BQTerrace -4.5% +1.4% -1.3% -10.2%
B-BasketballDrive -6.0% -3.0% -2.9% -7.1%
B-Cactus -3.8% -3.3% -0.7% -11.9%
B-MarketPlace -3.0% -4.5% -0.5% -17.4%
B-RitualDance -4.7% -5.0% -2.3% -11.1%

Class B -4.4% -2.9% -1.5% -11.5%

C-BQMall -6.3% -2.4% -2.9% -9.4%
C-BasketballDrill -6.8% -2.4% -3.1% -9.9%
C-PartyScene -7.8% +2.3% -3.3% -9.1%
C-RaceHorses -4.1% -3.8% -1.8% -8.4%

Class C -6.3% -1.6% -2.8% -9.2%

D-BQSquare -16.1% +11.2% -8.4% -4.5%
D-BasketballPass -7.0% -3.8% -3.9% -8.2%
D-BlowingBubbles -6.2% +2.0% -2.8% -9.7%
D-RaceHorses -5.6% -3.0% -3.0% -7.7%

Class D -8.7% +1.6% -4.5% -7.5%

Overall -5.8% -2.7% -2.4% -10.5%
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(a) Campfire
(HM 16.20, QP=37)

(b) Campfire
(MSRResNet-ℓ1, QP=37)

(c) Campfire
(MSRGAN, QP=37)

(d) Tango2
(HM 16.20, QP=37)

(e) Tango2
(MSRResNet-ℓ1, QP=37)

(f) Tango2
(MSRGAN, QP=37)

(g) DaylightRoad2
(HM 16.20, QP=37)

(h) DaylightRoad2
(MSRResNet-ℓ1, QP=37)

(i) DaylightRoad2
(MSRGAN, QP=37)

Figure. 5.12 Perceptual comparisons between the HM 16.20 and the proposed approach using
MSRResNet-ℓ1 and MSRGAN (patches extracted from the 26th, 17th and the 270th
frames of Campfire, Tango2 and DaylightRoad2 reconstructed sequences respectively
and amplified by 4 times).

only PSNR-based results were presented, additional 3.9% coding gains have been achieved
by using BDNet-ℓ1. This is due to the more advanced CNN model employed and the large
video database used for training.

The example blocks from the reconstructed frames generated by the anchor HM 16.20,
and EBD up-sampling with BDNet-ℓ1 and BDGAN are shown in Figure. 5.13. It can be
observed that for both BDGAN and BDNet-ℓ1, the reconstructed content exhibits improved
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Table 5.5 Compression results of the BDNet and BDGAN-based EBDA for HM 16.20 based on the
JVET-CTC tested sequences.

Sequence
BDNet-ℓ1 BDGAN

BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF)

A1-Campfire -16.7% -25.3% -14.8% -29.7%
A1-FoodMarket4 -7.0% -13.5% -3.2% -14.7%
A1-Tango2 -9.2% -16.9% -5.3% -19.2%

A2-CatRobot1 -12.0% -22.2% -7.4% -29.6%
A2-DaylightRoad2 -14.4% -25.0% -7.8% -35.7%
A2-ParkRunning3 -14.2% -19.9% -11.9% -28.0%

Class A (2160p) -12.3% -20.5% -8.4% -26.2%

B-BasketballDrive -10.7% -14.4% -6.3% -20.6%
B-BQTerrace -10.2% -28.8% -5.3% -41.1%
B-Cactus -10.2% -18.7% -5.9% -30.0%
B-MarketPlace -4.6% -13.7% -1.4% -25.3%
B-RitualDance -7.1% -13.3% -3.5% -19.4%

Class B (1080p) -8.6% -11.0% -4.5% -27.3%

C-BasketballDrill -9.2% -14.6% -5.3% -21.7%
C-BQMall -9.0% -13.7% -4.9% -22.3%
C-PartyScene -7.7% -12.5% -2.9% -22.9%
C-RaceHorses -8.7% -14.1% -5.0% -22.0%

Class C (480p) -8.7% -13.7% -4.5% -22.2%

D-BasketballPass -10.3% -12.7% -7.0% -18.7%
D-BlowingBubbles -7.5% -12.6% -3.7% -22.3%
D-BQSquare -17.0% -23.9% -9.8% -26.1%
D-RaceHorses -9.7% -14.4% -6.3% -22.0%

Class D (240p) -11.1% -15.9% -6.7% -22.3%

Overall -10.3% -17.4% -6.2% -24.8%

perceptual quality, with fewer blocking artefacts compared to the anchor. BDGAN results
also exhibit more texture detail and higher contrast than those for BDNet-ℓ1.

5.4.3 CVEGAN

This section presents an analysis of the rate quality performance of CVEGAN (based on
PP, SRA and EBDA) and a comprehensive comparison with twenty-four state-of-the-art
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(a) HM 16.20, QP=37
(VMAF=69.7)

(b) BDNet-ℓ1, QP=37
(VMAF=72.6)

(c) BDGAN, QP=37
(VMAF=73.6)

(d) HM 16.20, QP=37
(VMAF=71.4)

(e) BDNet-ℓ1, QP=37
(VMAF=74.4)

(f) BDGAN, QP=37
(VMAF=76.9)

Figure. 5.13 Example blocks of the reconstructed frames for the anchor HM 16.20, EBD up-sampling
with BDNet-ℓ1 and BDGAN (their bitstreams have similar bit rates). These are from
the 175th and 162nd frames of Campfire and PartyScene sequences respectively and
amplified by 4 times.

network architectures (based on PP and SRA) in the context of video compression enhance-
ment. Perceptual comparisons are also given to aid further evaluation of its effectiveness.
Results demonstrate that CVEGAN provides superior coding performance compared to its
counterparts based on both objective quality assessments and subjective comparisons.

Compression Results for PP Coding Module

Table 5.6 summarises the compression performance of the PP coding module (with the
CVEGAN) when it is integrated into HEVC HM 16.20 and VVC VTM 7.0. It can be
observed that our approach achieves significant and consistent coding gains on all test
sequences when integrated into HEVC, with the average BD-rates of -10.2% and -23.4%
based on PSNR and VMAF respectively. The coding gains are lower for VTM, but are still
evident with the average BD-rates of -2.5% and -8.0% respectively based on the assessment
of PSNR and VMAF respectively. It can also be noted that, for both host codecs, the bitrate
savings according to VMAF are generally higher than those for PSNR.
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Table 5.6 Compression results of the CVEGAN-based PP for HM 16.20 and VTM 7.0.

Class-Sequence
CNN-based PP (HM 16.20) CNN-based PP (VTM 7.0)

BD-rate
(PSNR)

BD-rate
(VMAF)

BD-rate
(PSNR)

BD-rate
(VMAF)

A1-Campfire -11.3% -31.1% -2.1% -10.8%
A1-FoodMarket4 -8.4% -18.9% -1.5% -9.9%
A1-Tango2 -12.1% -22.1% -2.0% -12.2%

A2-CatRobot1 -13.5% -31.0% -2.9% -15.2%
A2-DaylightRoad2 -16.6% -34.0% -3.6% -16.2%
A2-ParkRunning3 -7.4% -27.9% -0.8% -8.0%

Class A (2160p) -11.6% -27.5% -2.2% -12.1%

B-BasketballDrive -10.4% -20.5% -2.2% -7.3%
B-BQTerrace -14.5% -41.1% +0.1% -9.1%
B-Cactus -11.2% -26.8% -1.7% -11.2%
B-MarketPlace -8.1% -21.7% -2.3% -11.6%
B-RitualDance -7.9% -19.4% -2.9% -9.3%

Class B (1080p) -10.4% -25.9% -1.8% -9.7%

C-BasketballDrill -8.9% -18.6% -2.8% -5.3%
C-BQMall -9.0% -19.0% -3.2% -4.4%
C-PartyScene -8.7% -20.7% -2.6% -6.4%
C-RaceHorses -6.5% -18.8% -2.1% -4.2%

Class C (480p) -8.3% -19.3% -2.7% -5.1%

D-BasketballPass -7.1% -13.8% -3.2% -2.9%
D-BlowingBubbles -7.2% -15.6% -2.2% -3.7%
D-BQSquare -17.1% -27.6% -4.8% -0.1%
D-RaceHorses -7.3% -16.1% -3.4% -3.4%

Class D (240p) -9.7% -18.3% -3.4% -2.5%

Overall -10.2% -23.4% -2.5% -8.0%

Compression Results for SRA and EBDA Coding Modules

Tables 5.7 and 5.8 summarise the compression performance of the CVEGAN-based SRA and
EBDA coding tools benchmarked on the HEVC HM 16.20 and VVC VTM 7.0. CVEGAN
has achieved evident coding gains on JVET-CTC test sequences when integrated into the
HEVC HM and VVC VTM based on the assessment of VMAF, with average BD-rates of
38.4% (SRA) and 26.3% (EBDA) for HM 16.20, and 20.3% (SRA) and 7.8% (EBDA) for
VTM 7.0. It can be also observed that the coding gains achieved based on the VMAF are
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Table 5.7 Compression results of the CVEGAN-based EBDA and SRA for HM 16.20.

Class-Sequence
CNN-based EBDA CNN-based SRA

BD-rate
(PSNR)

BD-rate
(VMAF)

BD-rate
(PSNR)

BD-rate
(VMAF)

A1-Campfire -16.1% -34.1% -27.9% -49.9%
A1-FoodMarket4 -5.3% -21.8% -15.3% -30.6%
A1-Tango2 -6.3% -25.0% -19.3% -31.4%

A2-CatRobot1 -10.0% -33.9% -7.0% -36.9%
A2-DaylightRoad2 -10.6% -36.9% +7.3% -37.8%
A2-ParkRunning3 -13.5% -30.8% -26.8% -43.9%

Class A (2160p) -10.3% -30.4% -14.8% -38.4%

B-BasketballDrive -8.6% -23.4% – –
B-BQTerrace -8.2% -44.0% – –
B-Cactus -8.6% -29.7% – –
B-MarketPlace -4.0% -24.7% – –
B-RitualDance -5.6% -22.3% – –

Class B (1080p) -7.0% -28.8% – –

C-BasketballDrill -5.6% -21.5% – –
C-BQMall -5.6% -21.9% – –
C-PartyScene -4.8% -23.6% – –
C-RaceHorses -7.5% -21.7% – –

Class C (480p) -5.9% -22.2% – –

D-BasketballPass -6.2% -16.7% – –
D-BlowingBubbles -2.7% -18.5% – –
D-BQSquare -8.4% -30.5% – –
D-RaceHorses -7.3% -19.0% – –

Class D (240p) -6.2% -21.2% – –

Overall -7.6% -26.3% -14.8% -38.4%

much higher than those for PSNR for both SRA and EBDA coding modules based on the
two standard codecs. This is mainly due to the reason that the CVEGAN is trained using
perceptual loss function instead of the pixel-wise loss function (ℓ1 or ℓ2 loss).

Comparisons with CNN and GAN Architectures

Tables 5.9-5.10 summarise the compression performance generated by CVEGAN and the
24 CNN/GAN networks when they are integrated into post-processing (PP) and spatial
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Table 5.8 Compression results of the CVEGAN-based EBDA and SRA for VTM 7.0.

Class-Sequence
CNN-based EBDA CNN-based SRA

BD-rate
(PSNR)

BD-rate
(VMAF)

BD-rate
(PSNR)

BD-rate
(VMAF)

A1-Campfire -3.1% -22.6% -9.4% -37.9%
A1-FoodMarket4 +1.3% -9.3% -1.6% -16.0%
A1-Tango2 +1.5% -9.3% -5.2% -14.9%

A2-CatRobot1 +0.1% -13.4% +14.0% -12.0%
A2-DaylightRoad2 -0.1% -17.7% +37.2% -16.7%
A2-ParkRunning3 +1.4% -13.7% -8.9% -24.3%

Class A (2160p) +0.2% -14.3% +4.4% -20.3%

B-BasketballDrive -0.9% -8.8% – –
B-BQTerrace +5.3% -3.9% – –
B-Cactus -0.1% -13.0% – –
B-MarketPlace +8.1% -3.7% – –
B-RitualDance +0.3% -9.2% – –

Class B (1080p) +2.5% -7.7% – –

C-BasketballDrill +2.6% -5.1% – –
C-BQMall -0.0% -3.3% – –
C-PartyScene +0.1% -4.4% – –
C-RaceHorses -0.7% -2.7% – –

Class C (480p) +0.5% -3.9% – –

D-BasketballPass -1.4% -5.7% – –
D-BlowingBubbles +0.4% -1.8% – –
D-BQSquare -0.8% +0.6% – –
D-RaceHorses -1.9% -1.8% – –

Class D (240p) -0.9% -2.2% – –

Overall +0.6% -7.8% +4.4% -20.3%

resolution adaptation (SRA) coding tools in the context of HEVC. It can be observed that for
both PP and SRA coding tools, although based on PSNR (the pixel-wise distortion-based
quality metric), the proposed CVEGAN is not the best performer among all the tested
networks, it outperforms all 24 architectures based on the perceptual quality metric VMAF.
Considering that VMAF offers a much higher correlation with subjective scores compared to
PSNR [189, 175, 182], the effectiveness of the proposed algorithm in term of video quality
enhancement is evident. The additional coding gains in terms of BD-rate (based on VMAF)
compared to other networks are greater than 1.8% and 2.6% for PP and SRA respectively.
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Table 5.9 Comprehensive comparison results (in terms of BD-rate (%) based on both PSNR and
VMAF) between the CVEGAN and 24 benchmark networks when they are integrated into
the PP coding tool for HEVC compression. The result sets {i/j/k} in this table stands for
the BD-rate values for JVET-CTC, UVG and o-1-f respectively. The relative complexity of
each test network is also provided for comparison.

Networks
CNN-based PP

BD-rate BD-rate Relative
(PSNR) (VMAF) Complexity

SRCNN [61] -1.9/–/– -7.4/–/– 1.0×
FSRCNN [62] -1.6/–/– -7.3/–/– 1.37×

VDSR [63] -1.9/–/– -7.6/–/– 2.05×
DRRN [64] -10.8/–/– -14.9/–/– 2.70×
EDSR [65] -10.0/–/– -14.6/–/– 4.50×

SRResNet [28] -9.8/–/– -12.7/–/– 2.45×
MSRResNet [1] -10.4/–/– -14.2/–/– 2.46×

CARN [69] -11.2/–/– -15.4/–/– 2.23×
UDSR[70] -11.4/–/– -16.0/–/– 3.04×

HR-EnhanceNet [71] -11.3/–/– -16.4/–/– 2.80×
ESRResNet [29] -11.8/–/– -17.7/–/– 3.82×

RCAN [68] -12.1/–/– -18.5/–/– 4.82×
RDN [66] -12.2/–/– -17.0/–/– 3.46×

RNAN [73] -12.5/-14.1/-11.7 -19.2/-23.9/-21.5 5.78×
ADGAN [82] -1.3/–/– -7.7/–/– 2.46×

SRResCGAN [83] -7.1/–/– -10.4/–/– 1.71×
SRGAN [28] -7.4/–/– -12.9/–/– 2.46×

PCARNGAN [85] -8.3/–/– -16.0/–/– 2.25×
RCAGAN [77] -9.1/–/– -16.8/–/– 3.31×
MSRGAN [1] -6.5/-8.7/-5.9 -21.1/-25.7/-23.5 2.46×
ESRGAN [29] -8.7/–/– -17.9/–/– 3.82×

RCAN-GAN [88] -9.3/–/– -18.0/–/– 4.84×
PatchESRGAN [89] -9.0/–/– -18.1/–/– 3.82×
RFB-ESRGAN [76] -9.1/-10.8/-7.9 -18.3/-23.2/-20.4 4.58×

CVENet -9.5/-11.3/-8.5 -21.3/-26.0/-23.6 2.80×
CVEGAN -10.2/-11.9/-9.0 -23.4/-27.8/-25.3 2.80×

We also evaluated the models obtained after the first training step (trained with our percep-
tual loss function LP), denoted as CVENet in Tables 5.9 and 5.10. Its overall performance is
slightly lower than that of the final CVEGAN, with up to 2.1% and 2.2% BD-rate differences
(based on VMAF) for PP and SRA respectively. This demonstrates the improvement due to
the second training stage using the proposed ReSphereGAN.



102 Perceptually-inspired Deep Video Coding Enhancement

Table 5.10 Comprehensive comparison results (in terms of BD-rate (%) based on both PSNR and
VMAF) between the CVEGAN and 24 benchmark networks when they are integrated into
the SRA coding tool for HEVC compression. The result sets {i/j/k} in this table stands for
the BD-rate values for JVET-CTC, UVG and o-1-f respectively. The relative complexity
of each test network is also provided for comparison.

Networks
CNN-based SRA

BD-rate BD-rate Relative
(PSNR) (VMAF) Complexity

SRCNN [61] -3.1/–/– -21.1/–/– 1.0×
FSRCNN [62] -4.5/–/– -20.9/–/– 1.28×

VDSR [63] -6.6/–/– -18.3/–/– 3.79×
DRRN [64] -15.0/–/– -33.2/–/– 5.01×
EDSR [65] -13.4/–/– -30.1/–/– 8.33×

SRResNet [28] -13.2/–/– -30.0/–/– 4.46×
MSRResNet [1] -14.6/–/– -32.7/–/– 4.52×

CARN [69] -15.5/–/– -33.5/–/– 4.15×
UDSR[70] -15.7/–/– -33.3/–/– 5.62×

HR-EnhanceNet [71] -15.8/–/– -33.1/–/– 5.56×
ESRResNet [29] -16.1/–/– -33.6/–/– 7.10×

RCAN [68] -17.1/–/– -35.1/–/– 8.98×
RDN [66] -16.6/–/– -34.5/–/– 6.41×

RNAN [73] -17.4/-9.3/– -34.8/-31.6/– 10.79×
ADGAN [82] -5.1/–/– -18.5/–/– 4.56×

SRResCGAN [83] -10.3/–/– -27.2/–/– 3.16×
SRGAN [28] -10.9/–/– -30.2/–/– 4.52×

PCARNGAN [85] -12.3/–/– -33.7/–/– 4.18×
RCAGAN [77] -13.7/–/– -33.9/–/– 6.13×
MSRGAN [1] -9.1/-3.3/– -35.6/-32.9/– 4.54×
ESRGAN [29] -12.5/–/– -33.8/–/– 7.15×

RCAN-GAN [88] -13.9/–/– -34.1/–/– 9.03×
PatchESRGAN [89] -12.8/–/– -34.2/–/– 7.20×
RFB-ESRGAN [76] -12.9/-4.5/– -34.3/-31.0/– 8.52×

CVENet -14.2/-5.9/– -36.4/-33.3/– 5.23×
CVEGAN -14.8/-6.4/– -38.4/-35.5/– 5.23×

Tables 5.9-5.10 also show the relative complexities of all test networks, which are
benchmarked on that of SRCNN. It is noted that the relative complexity of CVEGAN is only
2.8 times of that for SRCNN, which is relatively low compared to many network architectures
including EDSR, UDSR, ESRResNet, RCAN, RDN, RNAN, RCAGAN, ESRGAN, RCAN-
GAN, PatchESRGAN and RFB-ESRGAN.
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Table 5.11 Ablation study results for PP coding tool based on the HEVC HM 16.20. The result sets
{i/j/k} in this table stands for the BD-rate (%) values for JVET-CTC, UVG and o-1-f
respectively. The relative complexity of each test variant is also provided for comparison.

CVEGAN Variants
CNN-based PP

BD-rate BD-rate Relative
(PSNR) (VMAF) Complexity

w/ ResNeSt block [80] -9.4/–/– -22.3/–/– 2.81×
w/ RCAB block [68] -9.0/–/– -22.0/–/– 3.07×
w/ RRDB block [29] -8.8/–/– -21.6/–/– 3.16×

w/o w/ RDB block [66] -7.1/–/– -20.9/–/– 2.95×
Mul2Res block w/ ResNeXt block [75] -6.7/–/– -20.6/–/– 2.65×

w/ Xception block [79] -6.6/–/– -20.1/–/– 2.65×
w/MRB block [1] -6.3/–/– -18.3/–/– 2.24×
w/ RB block [28] -6.1/–/– -16.6/–/– 2.24×

w/o ERNB w/ Non-local block [73] -9.9/–/– -22.1/–/– 3.22×

w/o ECBAM w/ CBAM block [59] -10.0/–/– -22.3/–/– 2.78×

w/ SphereGAN [237] -9.7/–/– -22.1/–/– 2.80×
w/ RaGAN [29] -9.6/–/– -21.8/–/– 2.80×

w/o w/ cGAN [86] -9.6/–/– -21.6/–/– 2.80×
ReSphereGAN w/ PatchGAN [89] -9.4/–/– -21.6/–/– 2.79×

w/WGAN-GP [179] -9.1/–/– -21.7/–/– 2.80×
w/ Standard GAN [28] -8.2/–/– -21.5/–/– 2.80×

w/ L7 loss [83] -4.5/–/– -19.2/–/– 2.80×
w/ L8 loss [1] -7.5/–/– -21.9/–/– 2.80×

w/o LP w/ L9 loss [29] -5.7/–/– -20.2/–/– 2.80×
w/ L10 loss [77] -6.4/–/– -21.4/–/– 2.80×
w/ L11 loss [28] -5.8/–/– -20.4/–/– 2.79×

CVENet -9.5/–/– -21.3/–/– 2.80×
CVEGAN -10.2/–/– -23.4/–/– 2.80×

Comparisons with MFRNet, MSRGAN, BDGAN and CVEGAN

The compression performance of the networks presented in Chapters 4 (MFRNet) and 5
(MSRGAN, BDGAN and CVEGAN) is further compared in this section. Tables 5.13 and
5.14 summarise the compression performance comparisons between the MFRNet, MSRGAN,
BDGAN and CVEGAN for three typical coding enhancement modules (PP, SRA and EBDA)
based on the HEVC HM 16.20 and VVC VTM 7.0. It can be observed that when PSNR is
used as the quality assessment method, the MFRNet has provided highest BD-rate savings
for all tested coding modules over three GAN architectures based on the HM 16.20 and
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Table 5.12 Ablation study results for SRA coding tool based on the HEVC HM 16.20. The result
sets {i/j/k} in this table stands for the BD-rate (%) values for JVET-CTC, UVG and o-1-f
respectively. The relative complexity of each test variant is also provided for comparison.

CVEGAN Variants
CNN-based SRA

BD-rate BD-rate Relative
(PSNR) (VMAF) Complexity

w/ ResNeSt block [80] -14.3/–/– -37.1/–/– 5.25×
w/ RCAB block [68] -14.0/–/– -36.6/–/– 5.72×
w/ RRDB block [29] -13.8/–/– -36.3/–/– 5.92×

w/o w/ RDB block [66] -12.3/–/– -35.9/–/– 5.67×
Mul2Res block w/ ResNeXt block [75] -12.0/–/– -35.7/–/– 4.85×

w/ Xception block [79] -11.8/–/– -35.2/–/– 4.92×
w/MRB block [1] -9.4/–/– -34.6/–/– 4.03×
w/ RB block [28] -8.6/–/– -33.1/–/– 4.07×

w/o ERNB w/ Non-local block [73] -14.5/–/– -37.2/–/– 6.20×

w/o ECBAM w/ CBAM block [59] -14.2/–/– -37.0/–/– 5.22×

w/ SphereGAN [237] -14.3/–/– -37.1/–/– 5.23×
w/ RaGAN [29] -14.2/–/– -36.8/–/– 5.26×

w/o w/ cGAN [86] -14.1/–/– -36.7/–/– 5.26×
ReSphereGAN w/ PatchGAN [89] -13.8/–/– -36.8/–/– 5.31×

w/WGAN-GP [179] -13.2/–/– -36.6/–/– 5.28×
w/ Standard GAN [28] -12.6/–/– -36.5/–/– 5.26×

w/ L7 loss [83] -9.6/–/– -34.1/–/– 5.21×
w/ L8 loss [1] -12.4/–/– -37.0/–/– 5.23×

w/o LP w/ L9 loss [29] -10.7/–/– -35.4/–/– 5.21×
w/ L10 loss [77] -11.5/–/– -36.3/–/– 5.26×
w/ L11 loss [28] -10.7/–/– -35.5/–/– 5.20×

CVENet -14.2/–/– -36.4/–/– 5.23×
CVEGAN -14.8/–/– -38.4/–/– 5.23×

VTM 7.0. This is mainly due to the fact that the MFRNet was trained using the pixel-wise
loss function (ℓ1 loss). When perceptual and GAN adversarial training methodologies are
employed (in MSRGAN, BDGAN and CVEGAN), higher coding gains can be achieved
based on perceptual quality metrics, such as VMAF.

Ablation Study Results

As mentioned in Section 5.3.3, five primary contributions of CVEGAN have been compared
with multiple alternative structures. The full results are presented in Tables 5.11 and 5.12
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Table 5.13 Comparison between CNN and GAN architectures presented in Chapters 4 and 5 in the
context of PP, SRA and EBDA for HM 16.20.

CNN/GAN Model
CNN-based PP CNN-based SRA CNN-based EBDA

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

MFRNet -14.1% -21.0% -17.5% -31.2% -13.2% -20.0%
MSRGAN – – -9.1% -35.6% – –
BDGAN – – – – -6.2% -24.8%
CVEGAN -10.2% -23.4% -14.8% -38.4% -7.6% -26.3%

Table 5.14 Comparison between CNN and GAN architectures presented in Chapters 4 and 5 in the
context of PP, SRA and EBDA for VTM 7.0.

CNN/GAN Model
CNN-based PP CNN-based SRA CNN-based EBDA

BD-rate BD-rate BD-rate BD-rate BD-rate BD-rate
(PSNR) (VMAF) (PSNR) (VMAF) (PSNR) (VMAF)

MFRNet -6.7% -7.1% +0.7% -13.7% -4.0% -5.7%
CVEGAN -2.5% -8.0% +4.4% -20.3% +0.6% -7.8%

for PP and SRA coding modules, respectively. It can be observed that compared to each of
the five primary features of CVEGAN, all its counterparts offer lower coding gains (based
on VMAF) for both PP and SRA applications. This shows the effectiveness of these new
structures.

Perceptual Comparisons

Figures. 5.14-5.21 present the subjective comparison results among the proposed CVEGAN,
the anchor HEVC and other top performing architectures for both PP and SRA. It can be
clearly observed that the perceptual quality of the CVEGAN output for both two coding
modules has been effectively optimised with fewer blocking artefacts, more high frequency
textural details and higher contrast compared to the anchor HEVC HM 16.20 as well as
other popular network architectures. The perceptual quality improvements associated with
CVEGAN provide further validation of our approach.

A lab-based subjective test has also been conducted using a double stimulus methodology
to further compare the visual quality of the output of different network architectures (including
the anchor HM 16.20 and CVEGAN). Based on Tables 5.9 and 5.10, the top three performers
have been selected to be compared with the CVEGAN, these include RNAN [73], MSRGAN
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[1] and RFB-ESRGAN [76]. The details of the subjective testing configurations have been
described in Section 5.3.4.

Table 5.15 Subjective results based on 12 UHD source sequences from the JVET-CTC and UVG test
datasets.

PP
Anchor

(HM 16.20)
[73] [1] [76] CVEGAN

Average DMOS 1.97 1.61 1.57 1.58 1.53

SRA
Anchor

(HM 16.20)
[73] [1] [76] CVEGAN

Average DMOS 1.97 1.38 1.40 1.42 1.33

Table 5.15 presents the average DMOS (difference of the mean opinion score) values of
all evaluated sequences for CVEGAN, HEVC and the three top-performing networks. The
average DMOS for CVEGAN is lower than that for HEVC anchor and the other networks,
providing further evidence of its effectiveness.

5.5 Summary

In this chapter, the perceptually-inspired video coding enhancement algorithms are presented
which are based on GAN architectures and perceptual loss functions. Firstly, two preliminary
works, MSRGAN and BDGAN are presented for spatial resolution and effective bit depth
adaptations, respectively. Using the simple perceptual loss functions (i.e. SSIM and MS-
SSIM) and RaGAN in training process, both the MSRGAN and BDGAN have achieved
evident coding gains (assessed by VMAF) over the HEVC HM 16.20.

In order to achieve more significant coding gains and higher reconstruction quality, the
network structures were re-designed and a novel GAN architecture-CVEGAN has been
further presented for video compression enhancement. This network, when integrated into
conventional video coding systems (HEVC HM 16.20 and VVC VTM 7.0), has enabled
significantly improved coding performance compared to many state-of-the-art architectures
across multiple test datasets. The experimental results demonstrate evident coding gains,
with a 23.4% improvement for PP, 38.4% for SRA and 26.3% for EBDA over HM 16.20
in terms of VMAF, and a corresponding 8.0% for PP, 20.3% for SRA and 7.8% for EBDA
against VTM 7.0. This enhanced performance can be attributed to the use of several new
features including novel Mul2Res blocks, ERNB, ECBAM, the new ReSphereGAN training
methodology and perceptually-inspired loss functions.
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Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.14 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based PP. The bit consumption in each example set is identical for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 170th frame of the PartyScene sequence.
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Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.15 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based PP. The bit consumption in each example set is identical for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 104th frame of the CatRobot1 sequence.
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Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.16 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based PP. The bit consumption in each example set is identical for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 250th frame of the DaylightRoad2
sequence.
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Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.17 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based PP. The bit consumption in each example set is identical for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 216th frame of the CatRobot1 sequence.
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Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.18 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based SRA. The bit consumption in each example set is similar for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 104th frame of the CatRobot1 sequence.
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Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.19 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based SRA. The bit consumption in each example set is similar for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 250th frame of the DaylightRoad2
sequence.



5.5 Summary 113

Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.20 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based SRA. The bit consumption in each example set is similar for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 216th frame of the CatRobot1 sequence.
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Original Original

HM 16.20, QP=37 RCAN [68]

RNAN [73] RCAN-GAN [88] PatchESRGAN [89]

RFB-ESRGAN [76] MSRGAN [1] CVEGAN

Figure. 5.21 One set of example blocks cropped from the reconstructed frames generated by the
anchor HM 16.20 (QP=37), six state-of-the-art networks and the proposed CVEGAN
for CNN-based SRA. The bit consumption in each example set is similar for all tested
versions. Rows 1, 2, 3 and 4 correspond to the 161st frame of the RaceNight sequence.



Chapter 6

Complexity Analysis

In previous Chapters 4 and 5, several novel network architectures and new training method-
ologies have been presented to provide significant coding gains over the standard codecs
(HEVC HM 16.20, VVC VTM 7.0 and AV1) based on the typical video coding enhance-
ment modules. However, some of these methods suffer from relatively high computational
complexity, which may result in compatibility issues when they are employed in practise. In
this context, it is important to comprehensively analyse the complexity issue (through the
analysis of the execution time of different networks in this chapter) of these types of methods,
and further develop low complexity network architectures and coding tools. In this chapter,
the latencies of the network architectures which have been presented in the previous chapters
are first analysed. Based on these, a new low complexity CNN-based video compression
framework is then presented for the SRA coding module. It employs a CNN model for video
down-sampling at the encoder and uses a Lanczos3 filter to reconstruct full resolution at the
decoder. This approach offers a trade-off solution between computational complexity and
coding performance, and enables flexible complexity allocation between the encoder and
decoder.

The work presented in this chapter has been published in [5, 6].

6.1 Complexity Analysis for the Proposed Networks

In this section, the latencies of different network architectures are first analysed. Then, the
relationship between the number of residual blocks used in MSRResNet (one of our primary
works presented in Chapter 5) and coding performance is further presented. It is noted that
all the experiments in this chapter are based on a shared cluster, BlueCrystal Phase 4 (BC4)
based in the University of Bristol [211], in which each node contains two 14 core 2.4 GHz
Intel E5-2680 V4 (Broadwell) CPUs, 128 GB of RAM, and NVIDIA P100 GPU devices.
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6.1.1 Latency Analysis

Latency is an important measurement in deep learning to assess the complexity of neural
networks for a specific application. It is generally defined as the time taken to process one
image block [43]. In this section, the image block size is fixed to 96×96 which is the same as
the block size used to train presented networks in previous chapters.

Table 6.1 summarises the latency results for different network architectures, including
four networks presented in previous chapters (MFRNet, MSRResNet, BDNet and CVENet)
and other popular CNN/GAN architectures as described in Sections 2.2.2 and 2.2.3.

Table 6.1 Latency results (millisecond-ms) of different network architectures.

SRCNN FSRCNN VDSR DRRN EDSR

Latency (ms) 27.24 37.32 57.21 74.91 119.86

SRResNet CARN UDSR
HR-

EnhanceNet
ESRResNet

Latency (ms) 33.51 61.30 84.44 78.18 106.24

RCAN RDN RNAN ADGAN SRResCGAN

Latency (ms) 130.21 95.88 160.72 69.73 49.13

PCARNGAN RCAGAN
RCAN-
GAN

PatchESRGAN
RFB-

ESRGAN

Latency (ms) 61.42 92.62 131.91 106.33 126.12

MFRNet MSRResNet BDNet CVENet

Latency (ms) 43.88 33.85 45.54 56.89

It can be observed from Table 6.1 that SRCNN has the shortest latency compared to
other networks due to the simple network structures. The presented architectures in this
thesis (MFRNet, MSRResNet, BDNet and CVENet) have appropriate latencies which are
smaller than other complex networks, such as ESRResNet, RCAN, RDN, RNAN RCAGAN,
RCAN-GAN, PatchESRGAN, and RFB-ESRGAN. This demonstrates that the carefully
designed network architectures can relatively reduce computational cost which is beneficial
for reducing the complexity of CNN-based video coding enhancement modules.

6.1.2 Analysis of Network Complexity and Coding Performance

In this section, the relationship between the number of residual blocks and compression
performance has been further investigated. Here, the MSRResNet (presented in Chapter
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5) was trained (ℓ1 loss function) using the BVI-DVC database based on the same training
methodologies and experimental configurations which have been described in Sections
3.2.3-3.2.5. The MSRResNet was integrated into the post-processing coding tool and fully
evaluated on the JVET-CTC test sequences using the Random Access configuration (Main10
profile) based on the VVC VTM 4.0.1 [5].

Figure. 6.1 shows the coding gains (in terms of PSNR) and algorithm relative complexity
(ratio of the average execution time of CNN-based coding tool and anchor codec over all
tested sequences and QP values) using CNN models with different numbers of residual blocks
(N=4, 8, 12, 16, 20, 24, 28 and 32) utilised in MSRResNet to process VVC VTM QP 42
compressed content. Again the relative complexity here is benchmarked on the original VVC
decoder. It can be observed that, when the number of residual blocks (N) increases from
4 to 16, the PSNR gain relative to the original VVC content increases in a linear fashion.
However, when the number of residual blocks exceeds 20, the overall coding gain starts to
decrease. This provides evidence that the residual block number in the proposed work is an
optimal selection.

It can be also noted that simply increasing the depth of the network (e.g. increasing the
number of residual blocks) without changing main structures may lead to worse network
performance and significantly increasing computational complexity. This is likely due to the
vanishing gradient issue occurred in deep CNN training process [55].
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Figure. 6.1 (Left) Relative complexity (decoding) for different number of residual blocks. (Right)
PSNR gains for different number of residual blocks.



118 Complexity Analysis

6.2 New Coding Framework with Reduced Computational
Complexity

In this section, a new low complexity CNN-based coding framework is presented which is
based on one of the primary spatial resolution adaptation (SRA) workflow scenarios.

6.2.1 Different SRA Scenarios

A generic spatial resolution adaptation (SRA) framework for video compression is illustrated
in Figure. 6.2. According to the various possible approaches employed in spatial down-
sampling and up-sampling, there exist four different scenarios:

• Scenario 1: Simple filters (e.g. Lanczos3) are used for both down-sampling and
up-sampling.

• Scenario 2: A CNN model is utilised for down-sampling, and up-sampling is achieved
through simple filtering.

• Scenario 3: A simple filter is employed for down-sampling, while a CNN-based
super-resolution approach is used for up-sampling.

• Scenario 4: Both down-sampling and up-sampling processes are CNN-based.

It is noted that Scenarios 1, 3 and 4 have been previously investigated [209, 173, 240].
However, we are not aware of successful examples based on Scenario 2. Different from the
conventional SRA methods (e.g. Scenario 1 or 3), in Scenario 2, the CNN model was used
as a pre-processing filter to spatially down-sample original video content before encoding.
In this case, the employed CNN needs to ensure that the host codec can achieve optimal
rate-distortion performance when encoding the down-sampled video frames. This requires
the CNN to produce content with adequate information for decoder-based up-sampling (the
final distortion should be low). At the same time, the CNN output should be relatively ‘easy’
for encoding (the bitrate should not be too high). In order to optimise this process, the ideal
solution is to include a standard codec in the network training process to encode CNN output
and produce corresponding bitrates for rate-distortion optimisation. However, the existing
standard codecs (e.g. HEVC HM, VVC VTM) are currently not compatible with the deep
learning libraries and are therefore difficult to be integrated for end-to-end training.
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Figure. 6.2 Diagram of the generic spatial resolution adaptation workflow.

6.2.2 SRA with CNN-based Down-sampling

Among the four different scenarios described above, Scenarios 1 and 2 are commonly
associated with low decoding complexity due to the use of simple filters for spatial resolution
super-resolving. In this work, we solely focus on Scenario 2, targeting improved overall
coding performance by integrating a down-sampling CNN.

It is noted that when simple filters (e.g. Bicubic or Lanczos3) are used to achieve spatial
resolution down-sampling (as in Scenarios 3), constant filter parameters often result in the
loss of spatial information during the down-sampling process. When CNNs are employed
for down-sampling, more important high frequency information may be preserved which
is beneficial for reconstructing high quality full-resolution video frames at the decoder.
Moreover, although the employed CNN operation will increase the encoder complexity, the
relative overhead is much lower than cases where the CNNs are used at the decoder for
up-sampling. This approach offers a trade-off solution between computational complexity
and coding performance, and enables flexible complexity allocation between the encoder and
decoder.

The architecture of the spatial down-sampling network (DSNet) is shown in Figure. 6.3.
This network is based on a modified version of our own CNN architecture developed for bit
depth up-sampling (BDNet presented in Chapter 5) [2]. It takes a 96×96 YCbCr (4:4:4) image
block as input, and outputs a low resolution block (48×48) in the same format. The input
signal is first processed by a shallow spatial down-sampling layer and a feature extraction
layer, each of which consists of a convolutional layer and a Leaky ReLU (LReLU) activation
function. After the shallow feature extraction layer, 14 residual dense blocks (RDBs) [66]
were employed to further extract dense features. Multiple cascading connections (shown as
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black curves in Figure. 6.3) are designed to connect these 14 RDBs and feed the outputs of
the spatial down-sampling layer and each RDB (Gi, i = 1, 2, ..., 13) into the subsequent RDBs
or the first reconstruction layer (RL1) through a 1×1 convolutional layer with a LReLU
activation function. A skip connection is further utilised to connect the outputs of the shallow
feature extraction layer and RL1. Another reconstruction layer (RL2) is employed which
is followed by the final convolution layer to produce the residual signal. Finally, the input
image block is spatially down-sampled by a factor of 2 using a Bilinear filter and combined
with the residual signal using a long skip connection to output the final down-sampled image
block. The number of feature maps, kernel sizes and stride values for all convolutional layers
are presented in Figure. 6.3.
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Figure. 6.3 Network architecture of the proposed DSNet.

Figure. 6.4 illustrates the structure of each RDB employed in the proposed network. Due
to the dense connection, the convolutional layer in each RDB fully reuses features from its
preceding layers [67], which effectively improves information flow between these layers. An
additional skip connection is also designed to connect the input and output of each RDB in
order to stabilise training and evaluation processes [55].
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Figure. 6.4 Residual Dense Block (RDB) used in DSNet.
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6.2.3 Training Methodology

Training Database

To effectively train the presented DSNet, the video training database BVI-DVC which has
been described in Chapter 3 is employed to generate training material. The video frames of
these sequences were randomly selected, segmented into 96×96 image blocks, and converted
into YCbCr 4:4:4 format. During this process, block rotation is applied to achieve data
augmentation. This results in approximately 200,000 image blocks in total. They are
employed as both input and the training target of the CNN.

Loss Function

Loss functions are a key component in CNN training. Since the proposed network is used
for resolution down-sampling before encoding, the CNN output (at low resolution) should
preserve sufficient spatial information to enable high fidelity full resolution reconstruction
(up-sampling) at the decoder. On the other hand, too much high frequency information may
lead to higher bitrates during compression. This results in an optimisation problem which
is similar to traditional rate-distortion optimisation [9, 241] in image and video coding. In
this context, the conventional loss functions discussed in Section 2.3.4 which are only used
to optimise the quality of reconstructed video frames cannot be directly employed to train
DSNet.

To solve this problem, the ideal solution would be to conduct an end-to-end optimisation
which includes an image or video codec in the training loop – to encode the low resolution
CNN output and generate a real bitstream whose corresponding bitrate (R) could be measured.
The decoded low-resolution image block could then be up-sampled using a simple filter
(e.g. Lanczos3) to get the final reconstructed full resolution content for comparison with its
original (uncompressed full resolution) counterpart to calculate overall distortion (D). The
loss function (L) used during CNN training can be designed as equation (6.1) employing the
Lagrange multiplier method.

L = D(p) + λCNN · R(p) (6.1)

Here, p represents the CNN parameters which need to be optimised during training. λCNN is
the Lagrange multiplier which is used to trade off the relationship between D and R.

In practice, it is noted that conventional image or video codecs, such as HEVC HM,
cannot be integrated into the training loop due to incompatibility with existing machine
learning libraries (e.g. TensorFlow and PyTorch) [240]. In order to optimise the proposed
network and achieve superior overall rate quality performance (based on the framework in
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Scenario 2), a loss function is proposed to emulate the rate-distortion optimisation process,
as shown in equation (6.2).

LDSNet = MSE(XOrig,YCNN_BicUp) + λDSNet · (MSE(YL3,YCNN) + ω · LMS−SSIM(YL3,YCNN))
(6.2)

The first term MSE(XOrig,YCNN_BicUp) calculates the mean squared error (MSE) between
the original full resolution input block (XOrig) and the Bicubic up-sampled CNN output
(YCNN_BicUp). This accounts for the distortion generated during the resolution adaptation
process. MSE(YL3,YCNN) represents the MSE between the CNN output low resolution image
block (YCNN) and the Lanczos3 filter down-sampled (from the original) low resolution image
block (YL3), and their MS-SSIM [27] loss is also obtained in the term LMS−SSIM(YL3,YCNN).
The weighted linear combination between MSE(YL3,YCNN) and LMS−SSIM(YL3,YCNN) is
employed to estimate the bitrate level when the CNN low resolution output is compressed.
ω and λDSNet are two constant parameters representing the weights used in the combination
model and the Lagrange multiplier respectively.

6.2.4 Training and Evaluation Configurations

The same procedures of network training configurations that have been introduced in Section
3.2.4 were utilised to train the presented DSNet. The used parameter values for the Lagrange
multiplier λDSNet and the weight ω were 30 and 1/6 respectively which have been determined
based on the ten-fold cross-validation method using the BVI-DVC database.

During network evaluation, each full resolution frame of the test sequence is segmented
into 96×96 overlapping blocks with the overlap sizes of 24 and/or 16 pixels (determined by
the block’s location within an input frame) using the similar methods discussed in Section
3.2.4, and converted to YCbCr 4:4:4 format as network input. The network output image
blocks (with the size of 48×48) are then converted to the original format (YCbCr 4:2:0)
and aggregated in the same way which has been introduced in Section 3.2.4 to generate the
spatially down-sampled video frame.

6.2.5 Experimental Configurations

The presented spatial down-sampling CNN architecture has been integrated into the spatial
resolution adaptation (SRA) framework (Scenario 2) and fully evaluated with HEVC HM
16.20 as the host codec. The evaluation followed the All Intra (Main 10 Profile) configuration
used in the JVET-CTC [242] using six JVET UHD sequences as test material. None of these
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test sequences was used for training the presented CNN model. Four initial base quantisation
parameter (QP) values are employed: 27, 32, 37 and 42.

In order to achieve similar bitrate ranges and hence a meaningful comparison between
the presented approach and the original HEVC, a fixed QP offset of -6 is applied on the
base QP value during encoding when SRA is enabled [173]. It is also noted that the coding
improvement achieved by spatial resolution adaptation is highly content dependent. For some
sequences at certain QP values, SRA may not offer coding gains over the original host codec.
Therefore, a quantisation resolution optimisation (QRO) module [57] has been employed,
which uses a machine learning-based approach to make decisions on resolution adaptation
based on a spatial resolution dependent quality metric, SRQM [243], temporal information
(TI) [244] and initial base QP values. For cases when spatial resolution adaptation is not
activated, the test sequences will be compressed using the original HEVC HM with the initial
base QP.

To benchmark the coding performance of SRA Scenario 2, we have generated results for
SRA Scenarios 1, 3 and 4 alongside original HEVC compression (HM 16.20). For simple
filter-based down- and/or up-sampling in Scenarios 1 and 3, we have used Lanczos3 filters.
In Scenarios 3 and 4, a previously developed super-resolution CNN, MSRResNet [1, 245] is
employed for resolution up-sampling at the decoder.

6.2.6 Results and Discussion

Compression Performance

Table 6.2 Compression performance comparison between various SRA scenarios and the original
HEVC HM 16.20 (AI configuration) (“↓” and “↑” represent spatial down-sampling and
up-sampling respectively).

Sequence
Scenario 1 Scenario 2 Scenario 3 Scenario 4

L3 ↓ & L3 ↑ CNN ↓ & L3 ↑ L3 ↓ & CNN ↑ CNN ↓ & CNN ↑

BD-rate
(PSNR)

BD-rate (PSNR) BD-rate (PSNR) BD-rate(PSNR)

Campfire -7.4% -8.8% -17.8% -18.6%
FoodMarket4 -7.8% -8.4% -12.3% -13.6%
Tango2 -9.7% -10.6% -12.8% -14.8%
CatRobot1 -4.4% -5.2% -13.0% -14.7%
DaylightRoad2 -2.6% -3.8% -7.9% -10.2%
ParkRunning3 -23.6% -24.5% -26.9% -28.2%

Average -9.2% -10.2% -15.1% -16.7%
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Table 6.2 summaries the compression performance for the four different SRA approaches
(Scenarios 1-4) when they are compared to that of the original HEVC HM 16.20 using
Bjøntegaard Delta [40] measurement (BD-rate) based on the assessment of PSNR (luminance
channel only). It can be observed that when a CNN is employed for resolution down-
sampling (Scenarios 2 and 4), additional coding gains have been achieved over those scenarios
where Lanczos3 down-sampling is applied (Scenario 1 and Scenario 3 respectively). This
improvement is consistent among all six test sequences. It can also be noticed that when
CNN-based super-resolution is utilised (Scenarios 3 and 4), the bitrate savings are more
significant (up to 16.7%) against Scenario 1 and 2 with Lanczos3 up-sampling.

Complexity Analysis

The encoder and decoder complexities for all five evaluated methods (HM 16.20 and SRA
Scenario 1-4) were also calculated. The encoding was executed on a shared cluster, Blue-
Crystal Phase 3 [246], based at the University of Bristol, which has 223 base blades. Each
blade contains 16 2.6GHz SandyBridge cores and 64GB RAM. The decoding was conducted
on a PC with an Intel(R) Core(TM) i7-4770K CPU @3.5GHz, 24GB RAM and NVIDIA
P6000 GPU device. The encoding and decoding execution times for SRA Scenario 1-4 are
all benchmarked against those for the original HEVC HM.

Table 6.3 reports the average (for the four evaluated QPs) relative encoding (Enc.) and
decoding (Dec.) complexities of the four SRA scenarios for six test sequences. When a
Lanczos3 filter is used for down-sampling (Scenario 1 and 3), the encoding complexity is
only 44% of that for the original HM. This is due to the simplicity of the down-sampling filter
and the encoding of low resolution content. The proposed CNN-based down-sampling in
Scenario 2 and 4 can also reduce the overall encoding time by approximately 30% and offers
better overall rate quality performance compared to Lanczos3 down-sampling (as shown in
Table 6.2). It is also noted that the decoding complexity has also been slightly reduced in
Scenario 2 and 4 (with CNN based down-sampling) compared to Scenario 1 and 3 (based on
Lanczos3 down-sampling) respectively. This may be because CNN-based down-sampling
generated content is relatively easy to compress.

As mentioned in Section 6.2.3, the employed training strategy is a sub-optimal solution.
The results presented in this section demonstrate its potential, while acknowledging that
and overall coding performance can be further enhanced if a more realistic end-to-end
optimisation is applied. Our approach is particularly relevant to application scenarios where
there is a limited resource available at the decoder or where CNN-based up-sampling cannot
be supported. In such cases, we have shown that consistent coding gains can still be achieved
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Table 6.3 Relative complexity for four SRA Scenarios.

Sequence
Scenario 1 Scenario 2 Scenario 3 Scenario 4

L3 ↓ & L3 ↑ CNN ↓ & L3 ↑ L3 ↓ & CNN ↑ CNN ↓ & CNN ↑

Enc. Dec. Enc. Dec. Enc. Dec. Enc. Dec.

Campfire 0.47× 0.96× 0.83× 0.95× 0.47× 29.5× 0.83× 29.3×
FoodMarket4 0.23× 0.71× 0.54× 0.68× 0.23× 25.4× 0.54× 25.2×
Tango2 0.32× 0.98× 0.52× 0.95× 0.32× 30.5× 0.52× 30.2×
CatRobot1 0.53× 1.20× 0.85× 1.10× 0.53× 34.3× 0.85× 34.1×
DaylightRoad2 0.34× 0.98× 0.57× 0.94× 0.34× 29.2× 0.57× 29.0×
ParkRunning3 0.73× 0.89× 0.94× 0.86× 0.73× 26.9× 0.94× 26.5×

Average 0.44× 0.95× 0.71× 0.90× 0.44× 29.3× 0.71× 29.1×

by re-distributing the computational complexity from the decoder to the encoder (as in
Scenario 2) by applying CNN-based down-sampling instead of CNN-based super-resolution.

6.3 Summary

In this chapter, the latencies of the previously presented network architectures are first anal-
ysed. Based on these, a low complexity CNN-based spatial resolution adaptation framework
for video compression is then presented. This method employs a CNN-based down-sampling
approach before encoding and applies up-sampling at the decoder using a simple filter. The
proposed approach has been integrated with HEVC HM 16.20 and evaluated on JVET-CTC
UHD test sequences (under the All Intra configuration). Improved coding performance has
been achieved compared to the original HEVC HM (with an average coding gain of 10.2%
based on PSNR) and against Lanczos3 filter based re-sampling (with an overall additional
coding improvement of 1%), coupled with reduced computational complexity at both encoder
(29%) and decoder (10%).





Chapter 7

Conclusion

From the introduction of the first international standard in 1984, video compression has
played an essential role in the application and uptake of video technologies across film,
television, terrestrial and satellite transmission, surveillance and particularly Internet video
[57, 9]. Inspired by recent breakthroughs in AI technology, in this thesis, important works
have been presented which employ deep learning methods such as CNNs or GANs to enhance
video coding algorithms [23]. In this chapter, the main contributions of these works and
potential future work are summarised.

The work presented in this chapter has been published in [1–7].

7.1 Contributions

This thesis has explored advanced deep learning methodologies to significantly improve
coding performance over the current standard codecs, HEVC HM 16.20, VVC VTM 7.0 and
AV1 based on the typical CNN-based video coding enhancement modules, post-processing
(PP), in-loop filtering (ILF), spatial resolution adaptation (SRA) and effective bit depth
adaptation (EBDA). The main contributions are summarised as follows.

• A new extensive and representative video database (BVI-DVC) for training deep
video compression algorithms (Chapter 3). This database contains 800 video se-
quences carefully selected from publicly available databases and websites, covering a
large variety of content types (including different video textures-static and dynamic)
and scenes. The BVI-DVC database has effectively optimised the generalisation abil-
ity of the networks and significantly improved coding performance compared to the
commonly used image and video training datasets. The overall additional coding
improvements by using the BVI-DVC database for all tested coding modules and CNN
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architectures are up to 10.3% (assessed by PSNR) and 8.1% (assessed by VMAF). This
database has recently been used by JVET Ad-hoc Group 11 (Neural-network-based
video coding).

• A new CNN architecture, MFRNet, for video compression enhancement (Chap-
ter 4). MFRNet comprises novel multi-level feature review residual dense blocks, and
employs a cascading structure to effectively improve the overall performance of the
network. The experimental results demonstrate significant coding gains have been
achieved against the standard codecs (HEVC HM 16.20 and VVC VTM 7.0) and other
state-of-the-art deep networks (average additional coding gains up to 11.6% and 11.7%
have been achieved based on PSNR and VMAF, respectively).

• Novel GAN architectures including CVEGAN for enhancing perceptual video
quality of compressed content (Chapter 5). The CVEGAN employs novel Mul2Res
blocks, enhanced residual non-local blocks and enhanced convolutional block attention
modules. The training strategy has also been re-designed specifically for video com-
pression applications, to employ a relativistic sphere GAN (ReSphereGAN) training
methodology together with new perceptual loss functions. The experimental results
demonstrate that the CVEGAN has enabled significantly improved coding perfor-
mance compared to many state-of-the-art architectures (an overall additional coding
improvement up to 18.1% has been provided based on VMAF).

• New low complexity CNN-based coding framework (Chapter 6). The high com-
putational complexity issue of deep learning-based coding methods has also been
addressed in this thesis by designing a new framework with a CNN-based down-sample
approach. This framework has achieved improved coding performance compared to
the original HEVC HM (with an overall coding gain of 10.2% based on PSNR) and
against Lanczos3 filter based re-sampling (with an average additional coding gain
of 1%), coupled with reduced computational complexity at both encoder (29%) and
decoder (10%).

In this thesis, several novel network architectures have been presented for video coding
enhancement using the basic backbone structure as discussed in Section 2.2.2. Based on the
discussions and analyses outlined in the previous chapters, there are some important aspects
related to image and video restoration network development can be further concluded. These
include: (1) the residual learning structures are an essential component of networks which
can stabilise training and evaluation processes (especially when training deeper networks);
(2) improving information flow is very important which can effectively enhance networks’
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representational ability and capacity. Commonly used ways to achieve this goal include
employing residual dense connections, cascading and feature review structures, etc.; (3)
the cardinality is one of the important factors related to networks performance. Increasing
cardinality with multiple convolutional branches can effectively improve the capacity and
overall performance of the networks. In addition, employing convolutional layers with
various kernel sizes can relatively enlarge receptive field of the networks which also leads
to the improvement of overall performance; and (4) the representational and reconstruction
abilities of the networks can be also enhanced by exploiting the non-local and channel-spatial
attention operations. They are more suitable for the networks which are designed to optimise
visual quality of image or video content. It is noted that the network structures discussed
above were developed for conventional SDR 2D image or video data. When enhancing the
quality of other content types (e.g. high dynamic range or 360◦ content), the architectures of
these structures may need to be modified further.

7.2 Future Work

According to the developed approaches and results generated, the future work should mainly
focus on the following aspects:

• New training databases containing immersive video content. The BVI-DVC training
database mainly designed for conventional SDR video content compression, while
CNN-based video coding methods can also be applied to other video content types,
such as high dynamic range, high frame rate, 360◦, etc. Future work should focus on
developing large training databases with more immersive video formats (including
higher dynamic range, higher frame rates, etc.) which are more suitable for different
content types.

• New high-performance network architectures with reduced computational complexity.
The presented CNN and GAN architectures in this thesis have achieved significant cod-
ing gains over standard codecs and the state-of-the-art network architectures. However,
they are also associated with increased coding complexity. Future work should care-
fully address network complexity issue. The possible solutions include re-designing
the lightweight network architectures and model compression algorithms.

• Novel perceptual inspired loss-functions. The new perceptually-inspired loss function
presented in this thesis has achieved better correlation performance with the subjective
opinions compared to other existing popular loss functions. However, the correlation



130 Conclusion

performance is still far from perfect. In this case, it is worth developing a more effective
CNN-based video quality assessment metric. It should have the following features:
(1) higher video quality prediction accuracy and low computational complexity; (2)
differentiable and easily integrated into the commonly used deep learning libraries
(e.g. TensorFlow and PyTorch). This CNN-based quality assessment algorithm can be
utilised as a perceptual loss function in network training process to further optimise
the perceptual quality of compressed video content.

• End-to-end training and optimisation. The experimental results presented in Chapter 6
demonstrate the potential of the low complexity CNN-based SRA coding framework.
Future work should continue to enhance the CNN training methodology, for example
integrating an End-to-End video compression framework for rate-distortion optimisa-
tion. In addition, future work should focus on extending the approach to inter-coding
configurations and optimise our CNN models for different quantisation level ranges.
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