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Abstract 

Landslide hazards pose risks to human life and economic activities across the world. The evolving conditions 

that precede moisture-induced destabilisation can be monitored, providing early warning of slope failure. To 

understand the spatial and temporal subsurface heterogeneity that governs stability, tools that acquire 

information at the appropriate scales and resolutions are needed. Near-surface geophysical methods provide a 

non-invasive, rapid and spatially complete means to achieve this. 

The sensitivity of seismic refraction measurements to the geomechanical properties of the ground complements 

the hydrogeological information acquired by electrical resistivity. I develop the application of seismic refraction 

as an integrated tool for hazard monitoring and ground characterisation in landslide early warning systems. 

Firstly, I coordinate a 33-month monitoring campaign, comprising of 16 seismic surveys of a landslide in the UK. 

I address issues in time-varying landslide topography by developing a novel pseudo-time-lapse inversion 

approach. Analysis of the effect of topographic variations on inverted models shows that up to a quarter of the 

model values can contain errors of ±10%, masking genuine temporal variations in velocity of the same order. The 

time-series of velocity tracks the saturation content of the sliding layer at the site. 

Secondly, I conduct a combined electrical resistivity and seismic refraction survey at the same landslide. Using a 

machine learning algorithm, I produce a ground model that identifies discontinuities of the landslide subsurface 

through analysing non-spatial relationships in the datasets. The model is produced without manual integration 

of individual inverted models by expert analysis and opinion, and provides a robust and repeatable means of 

slope-scale investigation of landslide structure. 

Finally, I synthesise the geophysical research undertaken at the landslide, including the work in this thesis. I 

highlight spatiotemporal resolution, petrophysical elaboration, and remote seismic imaging capabilities as 

important to the continued development of landslide early warning systems. 
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1   Introduction 

 

“One obstacle to a simple definition of a ‘landslide’ is the erroneous assumption that a landslide is, simply, a slide 

of land. A similar linguistic analysis would suggest that a cowboy is a male calf.” 

D. M. Cruden (1991) 
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This thesis explores and develops novel geophysical methods as a means of characterising and monitoring slopes 

at risk of destabilisation by increases in ground moisture. This introductory section aims to set this research 

within the context of landslide risk, and the use of slope-scale early warning systems to mitigate landslide 

hazards. Firstly, the big picture of landslide occurrence at the global scale is presented, highlighting the need for 

effective and globally accessible ways of mitigating the impacts of landslide hazards. The concepts of landslide 

characterisation and monitoring are introduced, alongside the rationale for using geophysical methods to 

improve upon existing observational and intrusive approaches. In particular, two geophysical tomographic 

techniques, electrical resistivity (ER) and seismic refraction (SR) are identified as being of particular importance 

due to their sensitivity to key slope stability parameters. The basic principles of these two methods are presented, 

along with a discussion of the main challenges that currently inhibit their further use as a tool in slope-scale early 

warning systems. The presence of systematic and random errors combined with data uncertainty within 

geophysical approaches is one of the main areas in which improvements are required to exploit geophysical 

methods for slope-scale monitoring. Following this, a summary of past research undertaken in this area at a field 

observatory site, the Hollin Hill Landslide Observatory (HHLO), is presented, setting the research context for 

the work contained within this thesis. Finally, the key research questions in this thesis are posed, along with a 

summary of the thesis structure. 

 

1.1 The inequality of landslide distribution, occurrence and risk 

Landslides are forms of geological mass wasting that occur at a wide range of scales and speeds, in different 

material types and at many locations (Hungr et al., 2014). Consequently, their classification is complex and 

dependent on many variables (Cruden, 1991, Cruden and Varnes, 1996). Nonetheless, the common problem they 

present to society is that the volumes of material mobilised downslope by landslide processes pose hazards to 

people and infrastructure across the world. Their triggers are associated with cascading hazard chains, in 

particular earthquakes, intense rainfall events and floods (Gill and Malamud, 2014).  

Seismically-induced landslides associated with earthquakes, volcanic activity and other sources of ground 

vibration are not considered in this thesis. Landslides triggered by increases in ground moisture are most 

commonly referred to as ‘rainfall-induced’ in the literature. However, the term ‘moisture-induced’ is used in this 

thesis.  This term captures the concept that it is not necessarily rainfall alone that triggers landslides directly, but 

the complex interactions of antecedent soil moisture, infiltration patterns, and intensity and duration of rainfall, 

flood or snow-melt events. Moreover, the geophysical methods used to monitor slope condition discussed in this 

thesis are, strictly speaking, sensitive to changes in ground moisture rather than rainfall. Where the term ‘rainfall-

induced’ is used, it is in specific reference to sources or datasets that use this term. Unless specified otherwise, 

the landslides discussed in this thesis are moisture-induced. 

In the past, the number of fatalities associated with landslides globally has been severely underestimated, often 

due to the attributing of deaths to the triggering event (e.g., earthquake, tropical storm) rather than the landslide 

itself (Froude and Petley, 2018, Kirschbaum et al., 2015, Petley, 2012). In part to address this underreporting, and 

with a focus on landslides triggered by rainfall events, NASA’s Global Landslide Catalog (GLC) is a global 

landslide inventory which semi-automatically records literary and real-time reports of landslide events 
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(Kirschbaum et al., 2010, Kirschbaum et al., 2015) (Figure 1.1). The GLC is supplemented by the Cooperative 

Open Online Landslide Repository (COOLR), which comprises of entries of landslide events submitted  by the 

public (Juang et al., 2019). The GLC and COOLR list 13,050 landslide events with known dates (and an additional 

1476 events with no known date) ranging between 1915 and 2021, with a total of 63,566 recorded fatalities 

(complete entries for 2019 – 2021 had not been updated by NASA in to the GLC at the time of writing).  

 

 

Figure 1.1: Global occurrences of fatal and non-fatal landslides triggered by increased ground moisture as recorded in the 
Global Landslide Catalog (GLC) and Cooperative Open Online Landslide Repository (COOLR) until 2019 (Kirschbaum 
et al., 2010). Source: Esri, Maxar, GeoEye, Earthstar Geographics, CNES/Airbus DS, USDA, USGS, AeroGRID, IGN, 
and the GIS User Community. 

 

The number of landslides and associated fatalities vary significantly across years, in part due to the continued 

reporting omissions associated with a catalogue operating at a global scale (van Westen et al., 2006), but also 

due to temporal variability in landslide occurrence (Figure 1.2). Nevertheless, data in the GLC and COOLR 

indicates an average of 2.5 people have been killed per reported rainfall-induced landslide globally between 2010 

and 2020; even in years with fewer fatalities, the rate of deaths per rainfall-triggered landslide remains above 1. 

When landslides triggered by earthquakes are also included, they are shown to be responsible for 17% of all 

deaths associated with natural hazards (Lacasse et al., 2005). 

The spatial distribution and temporal occurrence of rainfall-induced landslide hazards are not distributed evenly 

across the planet, which is a natural function of i) the geological and geographical characteristics of the Earth’s 

surface, and ii) predisposition of these areas to the meteorological conditions and occurrence of the conditions 

that trigger landslides. Moreover, within these landslide susceptible areas, the risks to human health and 
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economic activities presented by these hazards are also not distributed equally. Data in the GLC from 1988 to 

2016 shows that countries that are less economically developed according to the Organisation for Economic Co-

operation and Development (OECD) experience higher rates of fatalities associated with landslides (Figure 1.3). 

In nations that the OECD describes as ‘least developed’, there are on average 7.9 deaths per landslide recorded in 

the GLC; conversely, in OECD member countries, one death is recorded for every four landslide events. The 

disparities in reporting of landslide events between countries are known, if not well expressed within the GLC 

and COOLR datasets; many OECD member countries have well-established and organised landslide databases, 

such as in the UK (Pennington et al., 2015) and US (Spiker and Gori, 2003). Conversely, developing countries 

may have no such reporting system, and instead the visibility of major landslide events in the GLC is dependent 

on a minimum threshold of magnitude and number of fatalities that may draw public and media attention to 

major events. 

 

 

Figure 1.2: Annual counts of landslide occurrences and associated fatalities from the GLC and  COOLR between 2010 and 
2018 (Juang et al., 2019, Kirschbaum et al., 2010).  

 

In addition to their immediate threat to life, economic losses caused by landslides are significant (Dilley, 2005). 

A summary by Klose et al. (2016) shows that annual economic losses caused by landslides is in the region of USD$ 

20 billion, equivalent to approximately 17% of the total annual economic losses caused by natural hazards 

worldwide. The impacts of a changing climate are set to usher in greater uncertainties surrounding the timing 

and magnitude of landslide events, with potential greater losses of life and economic costs associated with 

landslide hazards in the future (Dijkstra and Dixon, 2010, Gariano and Guzzetti, 2016). 

Regardless of whether slope failures threaten life, infrastructure or economic activities, landslides are a 

significant global hazard that require investigation and mitigation to protect many and various elements at risk 

from damage and harm. Mitigation of landslide hazards at the slope-scale tends to come in two forms; reduction 

of the intensity or frequency of the landslide hazard through intervening engineering approaches, or reduction of 
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the vulnerability of an element at risk, typically by increasing resilience and preparedness (Pecoraro et al., 2019). 

In either scenario, geoscientific knowledge of the landslide underpins assessment of risk and contributes to 

informed decision-making when designing and implementing effective mitigation strategies. This thesis looks to 

develop novel, low-cost and non-intrusive geophysical methodologies for use in early warning systems operating 

at the slope-scale, henceforth referred to as Local Landslide Early Warning Systems (LoLEWS). 

 

Figure 1.3: Counts of landslide events and fatalities recorded in the GLC and COOLR between 1988 and 2016, classified 
according to OECD economic designations. 

 

1.2 Landslide characterisation and monitoring for early warning of failure 

In order to determine an effective mitigation strategy for a single landslide, the kinematics, hydrology and 

environmental conditions contributing to slope failure conditions must be understood through site investigation 

and monitoring studies (Angeli et al., 2000, van Asch et al., 2007b). This is typically achieved using combinations 

of desk studies and site walkovers (e.g., Jenkins et al., 2005), remotely sensed surface observations (e.g., 

Handwerger et al., 2013), sensor installations (e.g., Uhlemann et al., 2016b), and subsurface geotechnical 

observations and measurements (e.g., Agostini et al., 2014). Given that landslides are complex, heterogeneous 

subsurface features that can react rapidly to variations in environmental conditions, the use of these landslide 

assessment methods, or even combinations thereof (e.g., Rabby and Li, 2019), may not provide information at the 

appropriate resolutions and scales. For example, temporal features such as the initiation of surface displacements 

may not be captured by sporadic site walkovers or from remotely sensed satellite observations, with the latter 

still tending to offer revisit times of several days or longer (Bovenga et al., 2018, Wasowski and Bovenga, 2014). 

Conversely, sensor installations or intrusive investigations may not provide detailed information at the spatial 

scale required to provide a more complete geoscientific understanding of the subsurface without the need for 

interpolation of sparse data. 
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The need to understand the processes driving landslide failure at the appropriate spatiotemporal resolutions is 

imperative when developing an understanding of a landslide system. It is even more crucial when implementing 

a mitigation approach that places the monitoring of an unstable slope at the centre of an effort to warn of, or even 

predict, possible future landslide failures (Intrieri et al., 2012). Such LoLEWS are an increasingly common means 

of mitigating the risk of future landslide events. This is primarily due to their reduced cost of operation and 

potential for allowing cost-effective implementation of pre-failure mitigation works, which are typically much 

less costly than post-failure remediation (Glendinning et al., 2009, Pecoraro et al., 2019) or issuing an early-

warning of impending failure (Intrieri et al., 2013).  

Typically, operational LoLEWS tend to measure deformation and rainfall as the main inputs from which to 

establish conditions of failure, and issue subsequent warnings (Pecoraro et al., 2019). However, there can be poor 

relationships between rainfall and landslide initiation from increased saturation, due to the poorly understood 

impacts of evapotranspiration and preferential infiltration (Bogaard and Greco, 2016, Bogaard and Greco, 2018).  

Additionally, slope displacement may only become measurable once a landslide has moved toward a critical state 

of failure. For LoLEWS to provide meaningful lead times from warning to landslide failure, thresholds at which 

failure occurs need to be established, based on a holistic understanding of landslide stability. This necessitates a 

comprehensive understanding of the subsurface conditions and processes preceding failure. 

 

1.2.1 Landslide characterisation using geophysical tomography 

It is therefore appropriate to look for tools that can provide subsurface information at the spatiotemporal 

resolutions at which processes driving landslides occur. Near-surface geophysical techniques, in particular 

tomographic methods, have long been recognised as being beneficial for landslide investigations due to their 

ability to acquire subsurface data rapidly, non-invasively and  at high spatial resolutions (Hack, 2000, Jongmans 

et al., 2009, McCann and Forster, 1990). Tomographic geophysical techniques (i.e., methods that image the 

ground in section) are particularly useful for the investigation of heterogeneous subsurface environments (Hack, 

2000, Jongmans and Garambois, 2007, Pazzi et al., 2019, Perrone et al., 2014, Schrott and Sass, 2008). 

Measurements of this kind are typically made in 2D as cross-sections, and individually acquired 2D sections can 

be compiled to create 3D fence diagrams (e.g., Bichler et al., 2004, Uhlemann et al., 2016a) or volumetric models 

of the subsurface (e.g., Friedel et al., 2006). Alternatively, 3D measurements can be made by more extensive array 

deployments in order to acquire measurements in several orientations across a site (e.g., Bièvre et al., 2021, 

Chambers et al., 2011, Samyn et al., 2012). With these array-based approaches, the spatial resolution of 

measurements is controlled by the spacing between the individual sensors in an array for 2D measurements, and 

by the distance between individual arrays for 3D measurements. 

Until fairly recently, the main application of geophysical tomography to landslide investigations was for the 

production of high spatial resolution geophysical models. Typically, the aim of these surveys was the 

reconnaissance of newly investigated landslides (e.g., Bichler et al., 2004), or to provide subsurface data between 

geotechnical investigation locations (e.g., Merritt et al., 2013). Such geotechnical investigations typically provide 

a small number of detailed observations and measurements, between which information must be extrapolated or 

inferred. Geophysical surveys are typically used to characterise the landslide in terms of its lithology, structure 



Chapter 1: Introduction 
 

 

 

 
7 

 

and hydrology. In reconnaissance surveys, detailed knowledge is typically less of a focus of the survey; instead, 

the aim is the establishment of a broad baseline of geological understanding from which decisions about the use 

of more detailed and targeted investigations can be made (Gunn et al., 2013, McCann and Forster, 1990, Rahimi 

et al., 2021). In more detailed surveys, the geophysical models can be compared to and calibrated with 

geotechnical observations, in order to extrapolate known material properties or hydrological conditions across 

the subsurface (e.g., Boon et al., 2015). 

 

1.2.2 Landslide monitoring using geophysical tomography 

A major development in the field of landslide geophysics has been the implementation of repeated data 

acquisition to produce time-lapse geophysical models of the subsurface (e.g., Jomard et al., 2007, Lehmann et al., 

2013, Springman et al., 2013, Supper et al., 2014, Travelletti et al., 2012). With this development, landslide 

geophysics has moved from primarily bringing benefits in the acquisition of high spatial resolution information 

(i.e., characterisation), to providing temporal resolution too (i.e., monitoring) (Perrone et al., 2014). For the 

purposes of monitoring landslides at risk of failure, geophysical techniques can broadly be split into two groups; 

those with high temporal resolution, and those with high spatial resolution.  Passive seismology is the 

predominant high temporal resolution geophysical method used for monitoring landslides. In a typical 

deployment, near-continuous seismic waveforms are recorded from a sparse number of sensors deployed across 

a landslide surface (Brückl et al., 2013, Le Breton et al., 2021, Walter et al., 2013). Although the cost and power 

demands of passive seismic sensors is decreasing, the number of seismometers deployed is typically limited by 

financial and logistical costs, which in turn limits the spatial resolution of the array despite offering near-

continuous temporal monitoring.  

On the other hand, high spatial resolution geophysical methods acquire data using dense 2D or 3D sensor arrays 

in which many measurements are acquired during a single deployment. The main aim in high spatial resolution 

geophysical methods is to produce images of the subsurface. Acquiring repeated measurements using high spatial 

resolution geophysical methods can produce time-lapse images of the subsurface, providing a means of both 

characterising a landslide system, and monitoring its changes over time. Due to the large number of readings 

required to acquire a complete dataset from which an image of the subsurface can be produced, high spatial 

resolution methods tend to have lower temporal resolution than high temporal resolution methods; conversely, 

images produced from high temporal resolution methods (e.g., using methods such ambient noise tomography) 

tend to have lower spatial resolution. 

The development of high spatial resolution geophysical monitoring approaches for landslide applications has 

occurred relatively recently and at pace, initially stemming from practice of acquiring repeated measurements in 

the field using mobile equipment with large time periods between surveys (e.g., Bièvre et al., 2012, Friedel et al., 

2006). More recently, this has evolved in to the development of bespoke geophysical systems designed to be 

permanently deployed in the field, with remote access to the system to program schedules and retrieve data 

facilitated by telemetry (e.g., Holmes et al., 2020, Kuras et al., 2009, Supper et al., 2012, Tresoldi et al., 2020). 

These developments have mainly occurred in the field of electrical resistivity (ER) studies, in part owing to the 
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sensitivity of ER measurements to changes in subsurface hydrology that are known to drive slope 

destabilisations, but also due to the ease in automating ER measurements and systems. 

The success of ER applied to monitoring landslides has paved the way for similar innovations in other methods. 

Seismic refraction (SR), which can produce P- and S-wave velocity models of the subsurface, presents a logical 

next target for time-lapse implementation for landslide monitoring. The two main reasons for this are: i) seismic 

velocities are sensitive to the elastic (i.e., mechanical) properties of materials which is one of the main parameters 

governing slope stability (Terzaghi, 1943), and ii) they are acquired with comparable array geometries and spatial 

resolutions to ER measurements. This presents opportunities for SR measurements to be integrated with ER  

measurements, reducing uncertainty in the interpretation of results (e.g., Bièvre et al., 2012, Grandjean et al., 

2009). 

The recent developments in geophysical monitoring not only provide opportunities for providing better spatial 

and temporal understanding for the planning and implementation of mitigation strategies, they also open the 

door for geophysical monitoring to become part of the mitigation solution itself (Holmes et al., 2020). The 

contribution that ER monitoring has made to slope stability assessment and mitigation is significant despite the 

nascence of the field. The concurrent development of other geophysical monitoring strategies, such as SR, can 

only bring further benefits in the form of reduced uncertainties in interpretation. Using multiple geophysical 

methods provides multiple lines of evidence for the changing conditions of the subsurface that may precede a 

slope failure.  

Consequently, the development of low-cost, non-invasive geophysical monitoring methods for integration into 

LoLEWS stands to make a real contribution to reducing the impact of landslide hazards across the world. Hence, 

one aim of this thesis is to develop SR as a monitoring tool for understanding landslide processes. However, in 

order for a novel methodology to have utility in real-world applications, understanding of the method and its 

associated errors and uncertainties is required. 

 

1.3 ER and SR surveying 

ER and SR are the most common tomographic techniques used to investigate the character of landslides (Hack, 

2000, Jongmans and Garambois, 2007, Pazzi et al., 2019). In ER surveys, an array of electrodes is deployed along 

the ground surface, typically with a regular spacing between electrodes. In SR surveys, geophones are used 

instead of electrodes. In 2D surveys, the electrode or geophone array tends to comprise of a single linear 

deployment, while 3D surveys comprise several parallel lines forming a grid. However, parallel lines of 2D 

acquired data can be processed simultaneously to produce 3D models of the subsurface. The similarity in survey 

deployment between ER and SR makes them well suited to co-located data acquisition and interpretation. 

 



Chapter 1: Introduction 
 

 

 

 
9 

 

1.3.1 Principles of ER surveying 

The aim of ER surveying is to produce a resistivity model of the subsurface. Apparent resistivity (𝜌𝑎) 

measurements are made by injecting a current (𝐼) in to the subsurface and measuring potential (i.e., voltage) 

difference (∆𝑉) (Kearey et al., 2001). For flat, homogenous ground, this is given by  

𝜌𝑎 = 𝑘
∆𝑉

𝐼
          Equation 1.1 

where 𝑘 is a geometric factor dependent on the arrangement of the injection (source and sink) electrodes relative 

to the potential electrodes (Figure 1.4). These arrangements are referred to as electrode arrays, and have different 

spatial sensitivities, depths of penetration and vertical and lateral resolution, suited to different aims of 

investigation (Dahlin and Zhou, 2004, Szalai and Szarka, 2008). The most common of these electrode arrays 

include the Wenner, Wenner-Schlumberger, Pole-Dipole, Dipole-Dipole, Pole-Pole, and Multiple Gradient 

arrays (Figure 1.4). Most ER surveys tend to utilise four-point (i.e., quadrupole) measurements (i.e., the Wenner, 

Wenner-Schlumberger, Dipole-Dipole and Multiple Gradient arrays). 

 

 

Figure 1.4: Common electrode arrays used in electrical resistivity surveying, showing the relative positons of the current 
electrodes (Cx), potential electrodes (Px) and the electrode separation (a) used to calculate the geometric factor (k). 

Modified from Loke et al. (2013). 

 

Current propagates through the subsurface via electronic, dielectric and electrolytic conduction. Electronic 

conduction occurs in conductive materials that contain free electrons, such as native metals and graphite.  

Dielectric conduction occurs where the electrons of a poor conductor are marginally displaced relative to their 

nuclei, separating the positive and negative charge, producing an electrical current. In the majority of cases, 
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electronic and dielectric conduction play little or no role in the propagation of current through the subsurface. 

As the majority of soil and rock minerals are insulators or poor conductors, electrical current is transmitted 

through electrolytic conductivity via ions contained within pore waters. Of all the common near-surface 

geophysical techniques, the resistivity of materials shows the greatest range relative to other properties, varying 

over 20 order of magnitude (Table 1.1) (Merritt, 2014, Telford et al., 1990). 

 

Table 1.1: Resistivity values of common geological materials (after Telford et al., 1990) 

Common rock types Resistivity range (Ωm) 

Granite porphyry 4.5x103 (wet) - 1.3x106 (dry) 

Gabbro 103 - 106 

Slates 6x102 – 4x107 

Consolidated shales 20 – 2x103 

Conglomerates 2x103 - 104 

Sandstones 1 – 6.4x108 

Limestones 50 – 107 

Unconsolidated wet clay 20 

Clays 1 - 100 

Common sedimentary rocks at specific moisture contents Resistivity value (Ωm) 

Siltstones (54% water) 1.5x104 

Siltstones (38% water) 5.6x108 

Coarse sandstone (39% water) 9.6x105 

Coarse sandstone (18% water) 108 

Medium sandstone (100% water) 4.2x103 

Medium sandstone (10% water) 1.4x108 

 

In addition to the dissolved salts in pore waters that conduct current efficiently, certain mineral crystals sorb 

ions on to their surface in an exchangeable state. The Electrical Double Layer surrounding a mineral particle 

comprises the Stern Layer (containing water molecules and oppositely charge ions) and the Electrical Diffuse 

Layer (made up of partially mobilised ions). In particular, the plate-like structure of clay minerals provides a large 

surface area on which ions and water molecules can be sorbed. Current is transmitted through the mobile ions 

contained in the Electrical Double Layer, providing a second means of electrolytic conduction in addition to 

current transmission through pore fluids. Hence, soils and rocks with higher clay-mineral contents have lower 

bulk apparent resistivity than clay-mineral deficient materials. 
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In two-dimensional multi-electrode surveys, electrodes (typically metal spikes) are deployed at shallow (10 – 20 

cm) depths along the ground surface at a uniform spacing. A resistivity meter connected to the electrodes via 

multi-cored cable controls the injection of current, measuring the potential difference according to a pre-

determined measurement schedule designed for the needs of the survey. For a typical deployment of several tens 

of electrodes, several hundreds of measurements using different positional combinations of injection and 

potential electrodes can be made to build up a 2D pseudo-section of apparent resistivity. Some electrode arrays, 

including the Dipole-Dipole and Multiple Gradient arrays are suitable for use with multi-channel systems, where 

the current is injected through a pair of electrodes and the arising field measured by multiple combinations of 

potential electrode arrangements, which can decrease surveying time. 

In a homogenous medium, the distribution of current flow paths create hemispheric equipotential surfaces 

(Figure 1.5). However, variations in the resistivity of soils and rocks caused by changes in pore fluid composition 

and quantity, porosity and clay-content cause perturbations in the electric field. Hence, the measurement of 

resistivity from a quadrupole can only be considered a bulk measurement of resistivity at that point in the ground. 

It is for this reason that the measurements made in ER surveys are referred to as ‘apparent’ resistivity. Field 

measurements of apparent resistivity are typically repeated and averaged (a process called stacking) to reduce 

the impact of background noise and improve the signal-to-noise ratio. The resulting apparent resistivity data are 

inverted to produce a modelled profile of resistivity distribution (see Chapter 1.3.4 for more detail on data 

inversion).  

 

 

Figure 1.5: Current flow lines and equipotential lines arising from current injection in to the subsurface during an 
electrical resistivity survey. Modified from Binley and Slater (2020). 

1.3.2 Principles of SR surveying 

The aim of SR surveying is to produce velocity models of primary (also known as pressure waves, or P-waves) 

and secondary (also known as shear waves or S-waves) waves. When a stress is applied to the ground, 
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corresponding strain propagates from the source in the form of elastic waves. P-waves propagate this stress via 

particle compression and dilation in the direction of propagation. Hence, the volume of the material must change 

to propagate this elastic wave energy. In contrast, S-waves propagate stress via shear deformation orientated 

perpendicularly to the direction of propagation, and no volumetric change is required to propagate the wave. In 

either case, seismic waves lose energy through geometric spreading (i.e., loss of energy density due to an 

expanding wavefront), energy partitioning at boundaries, energy absorption and scattering. The latter two 

effects are frequency dependent. 

In a homogenous medium with no boundaries, a wavefront radiates away from the source in a straight line. 

According to Huygen’s principle, all points on a propagating wavefront are themselves sources of elastic energy 

from which waves propagate (Baker and Copson, 2003). When seismic waves encounter boundaries between 

layers with different velocities, some wave energy will be reflected toward the surface, and some wave energy 

may refract into the underlying layer depending on the angle of incidence of the wave. Whether a wave refracts, 

and the subsequent angle of refraction, is determined by Snell’s Law (Mavko et al., 2020), which in terms of 

velocity is given as 

sin( 𝜃1)

𝑉1
=

sin( 𝜃2)

𝑉2
          Equation 1.2 

where 𝜃1 is the angle of incidence, 𝑉1 is the velocity of the incident wave, 𝜃2 is the angle of refraction, and 𝑉2 is 

the velocity of the refracted wave. Waves propagating from a single source will arrive at a boundary with different 

angles of incidence. However, SR exploits the waves that arrive at a boundary at a ‘critical angle’, that is, the angle 

at which refracted waves travel perpendicularly to the boundary, returning wave energy to the surface in the 

process. The path these waves travel along is known as the critically refracted ray path. This energy is collectively 

called the head wave, and is the wave that takes the least time to travel from source back to the surface (Figure 

1.6). Waves arriving at a boundary with a super-critical angle will reflect toward the surface, whereas waves that 

arrive at the boundary with a sub-critical angle with refract in to the lower layer but with angles shallower than 

that of the boundary. However, these sub-critical rays may strike deeper boundaries at a different critical angle, 

consequently refracting head waves back to the surface. As shown by Snell’s Law, accurate velocities cannot be 

recovered where the underlying layer is faster than the overlying layer, as the wave is refracted away from the 

boundary. This phenomena is known as a velocity inversion (Whiteley and Greenhalgh, 1979). Similarly, 

refracted waves may not arise at boundaries between layers with similar velocities, resulting in a hidden layer.  

The presence of velocity inversions and hidden layers are the main subsurface conditions that inhibit successful 

SR surveys. 

P- and S-wave energy is recorded by deploying linear arrays of geophones along the ground surface. A controlled 

seismic source, typically a sledgehammer and plate, is used for shallow (i.e., top 30 m) engineering applications. 

A trigger system, activated when the hammer strikes the plate, results in a digital seismograph recording seismic 

signals from the geophone array at a pre-defined recording length and sampling frequency. The recorded file is 

known as a shot gather. The first energy recorded by the geophones is typically the critically refracted head wave, 

although direct waves can also be recorded at small source-geophone offsets, or if layers have similar velocities. 

The number of shot locations and their spacing depends on the required spatial detail required in the final model; 

to map broad structures in simple settings (e.g., identifying depth to bedrock in horizontally bedded units with 
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high seismic velocity contrast) only a few shots may be required to model the subsurface. In complex 

environments, with significant lateral or vertical heterogeneity, closer spaced shots are often required. Shots are 

typically repeated, and the shot gathers combined in a process called stacking. As the zero-time for each shot 

gather is the same (i.e. the point of hammer impact), the repeated seismic signals are easier to identify against 

transient background noise, improving the signal-to-noise ratio. Stacking can not only overcome issues with 

background noise at small source-geophone offsets, but can improve the identification of seismic wave energy at 

large source-geophone offsets even in quieter environments. 

 

 

Figure 1.6: Seismic wave propagation at t = 0+n, showing the parameters of Snell’s Law (Equation 1.2) and the refracted 
head wave overtaking the slower direct wave. 

 

Seismic velocity models are created by identifying the first arrival of the critically refracted head wave (also 

known as a first break) in the shot gather. For each shot gather location, the travel-time of the wave and distance 

from source are recorded, and can be plotted as so-called travel-time curves. In simple geologic environments, 

these travel-time curves can be used to calculate the depth to a layer using either the Conventional Reciprocal 

Method (also known as the Plus Minus Method) (Hagedoorn, 1959) or Generalised Reciprocal Method (Palmer, 

1981). Other means of processing include Term-Time Inversion (Scheidegger and Willmore, 1957) and with the 

use of genetic algorithms (Boschetti et al., 1996, Sambridge and Drijkoningen, 1992). However, the most recently 

developed and now most common form of processing for seismic refraction data is using a tomographic inversion 

approach using ray tracing or wave front tracking (also known as Wavepath Eikonal Traveltime inversion) 

(White, 1989, Rücker et al., 2017). Although many different tomographic inversion algorithms have been 

developed for seismic refraction processing, their performance has been shown to be comparable regardless of 

the specific algorithm used (Zelt et al., 2013).  

 

1.3.3 Sources of error and uncertainty in ER and SR surveys 

As with many areas of geoscience (Beven and Westerberg, 2011), there exist several sources of potential error and 

uncertainty within the stages of geophysical data acquisition, processing and interpretation. If these sources of 
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error and uncertainty are not firstly identified and secondly eliminated, minimised, or incorporated, they can 

significantly impact the validity of results and subsequent interpretations (Fournier et al., 2013). The concepts of 

error and uncertainty are closely related; ‘error’ is a calculation or estimation of the difference between a 

measurement and its true value (Pérez-Díaz et al., 2020). Error comprises elements of the trueness and accuracy 

of a measurement, and is a function of the degree of natural randomness in a process (Palmer, 2012). On the other 

hand, uncertainty relates to the quality and amount of knowledge available in relation to the amount and quality 

of knowledge required to make a decision; recognition of uncertainty is acknowledgement of the (known and 

unknown) limitations of data. 

There are many potential sources of error within ER and SR surveying, both random and systematic (McCollum, 

1952, Morelli and LaBrecque, 1996) (Table 1.2). Random errors can be minimised or removed through data 

averaging or filtering , however, systematic errors cannot be addressed in this way (La Brecque et al., 2007). 

Instead, systematic errors need to be understood and qualitatively or quantitatively accounted for in data 

processing and interpretation, or preferably avoided entirely through correct survey design and practice 

(Oldenborger et al., 2005). In simple terms, random errors affect the precision of a measurement, whereas 

systematic errors affect accuracy (Figure 1.7). 

In addition to the many potential sources of errors found in geophysics, geophysical data are highly uncertain in 

contrast to other geoscientific investigations. Uncertainties in geophysical models arise from the ill-posed nature 

of geophysical problems and the indirect sensitivities of measurements to engineering properties. For a modelled 

solution to be ‘well-posed’, a solution for the model must exist, the solution should be unique and the behaviour 

of the model should depend entirely on the physical components of the system (Hadamard, 1902). Geophysical 

models do not fulfil these criteria, and instead are considered ill-posed, and an inverse problem, i.e., where 

observations are used to determine the causal effects (O'Sullivan, 1986, Kabanikhin, 2008). 

In addition to the non-uniqueness of a modelled solution, geophysical measurements do not have unique 

sensitivities. Measured values can increase or decrease due to several factors that may all be in different states in 

the subsurface. For example, resistivity measurements are sensitive to both clay-content and saturation, with 

increases in either causing corresponding decreases in measured resistivity. How a causative effect is determined 

from the observation of a reduction in modelled resistivity will depend on the availability of additional 

information in order to reduce the uncertainty in the interpretation. 

However, laboratory calibration of geophysical and geotechnical measurements can allow for quantitative 

estimates of geotechnical or hydrological properties (Binley et al., 2015). These can then be used directly as input 

into slope stability models (Gance et al., 2015). The use of multiple geophysical approaches can help to ameliorate 

the uncertainty associated with the many and different sensitivities that various geophysical methods have to 

ground conditions. However, a multi-method approach alone cannot replace the need for integrating geophysical 

models with geotechnical data for detailed investigations (Pazzi et al., 2019). 
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Table 1.2: Sources of random and systematic error in electrical resistivity and seismic refraction surveying 

Type of error Source of error 
Present 

in ER? 

Present 

in SR? 
Error minimisation approach 

Random 

Malfunction in instrument / 

damage to cables / uncalibrated 

instrumentation 

x x 
Equipment testing prior to use and regular 

equipment maintenance 

Inaccurate recording of sensor 

positions 
x x 

Accurate recording of x, y and z positions using 

suitable survey equipment (e.g., total station, RTK 

GNSS) 

Poor signal-to-noise caused by 

weak signal or strong 

environmental noise 

x x 
Measurement stacking, isolation of sensors from 

environmental noise source 

Differing interpretation of results 

between operators 
x x 

Use of objective and / or automated interpretative 

aids 

Electrode polarisation caused by 

accumulation of charge at 

electrode / water interface 

x  

Repeat acquisition of survey in either i) normal 

configuration to observe drift of measurements, or 

ii) in reciprocal configuration to observe difference  

Noisy readings due to high 

contact resistance 
x  

Ensure acceptable contact resistances and test 

prior to survey 

Insufficient current injection to 

penetrate subsurface 
x  Use larger power source 

Timing issues (e.g., Recording 

trigger ≠ 0 seconds) 
 x 

Use trigger pre-record to identify correct 0 second 

time 

Incorrect identification of first 

arrivals 
 x 

Judicious use of filtering to remove environmental 

noise 

Systematic 

Ground conditions unsuitable for 

surveying (e.g., very high 

resistivity material, low-velocity 

buried zones) 

x x 
Use of multiple geophysical approaches with 

complementing sensitivities 

Including data with high errors in 

inversion 
x x Filtering of data outliers 

Not capturing error distribution 

to guide data weighting in 

inversion 

x x 
Creation of statistical error model for use in 

inversion 

Unsuitable parameters used for 

inversion 
x x 

Appropriate sensitivity testing, forward modelling 

and use of error and fit assessment (i.e., root-mean-

square error and chi-square test) 

Non-uniqueness of inversion 

solution 
x x 

Comparison of inverted models with other 

available sources of geological information (e.g., 

maps, boreholes, samples etc.) for validation 
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Figure 1.7: Precision and accuracy, and their relationship to random and systemic errors. Red dots represent measured 
data, and green dots are averages of the measurements. Random (i.e., accurate and imprecise) errors can be averaged to 
produce a reading close to the true value, while systematic (i.e., precise and inaccurate) cannot be averaged to produce a 
more accurate result. 

 

Therefore, in geophysical datasets, uncertainty can both be dependent on, and independent of, random and 

systematic errors; errors can introduce additional uncertainties to a model, but data with low errors can also be 

highly uncertain. Strategies that can eliminate, minimise, or incorporate sources of error combined with tools to 

assist in reducing the uncertainties of data interpretation are necessary for the further uptake of geophysical 

monitoring approaches in to LoLEWS. Therefore, this thesis will look to address i) the handling of systematic 

and random errors associated with novel geophysical methodologies for landslide monitoring, and ii) utilising 

tools that can reduce uncertainty in the interpretation of geophysical datasets. 

 

1.3.4 Geophysical inversion and random errors 

Because of the ill-posed nature of geophysical problems, inversion of data is necessary to arrive at realistic models 

of geophysical properties.  Inversion is the process of estimating a forward response to fit observed data (Ronczka 

et al., 2017). There are numerous inversion algorithms for ER (Doyoro et al., 2022, Loke and Barker, 1996, Saneiyan 

et al., 2018) and SR data (Guedes et al., 2022, Sheehan et al., 2005, Zelt et al., 2013). This work uses pyGIMLi, a 

library of geophysical modelling and inversion tools to process ER and SR data (Rücker et al., 2017). The main 

advantages in using this software are i) the same inversion frameworks are used to process both ER and SR data, 

ii) it is open-source and Python based, allowing for modification of the code to suit different applications and iii) 
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the software is designed to operate with other open-source data pre-processing (Geuzaine and Remacle, 2009) 

and post-processing visualisation (Ahrens et al., 2005) modules. 

The default inversion framework in pyGIMLi is based on the generalised Gauss-Newton method, which can 

accept any forward operator, making it suitable for a range of applications. Therefore, the inversion problem can 

be stated as minimisation of an objective function comprising data misfit and model constraints, given by 

∥ 𝑊𝑑(ℱ(𝑚) − 𝑑) ∥2
2+ 𝜆 ∥ 𝑊𝑚(𝑚 − 𝑚0) ∥2

2→ 𝑚𝑖𝑛      Equation 1.3 

where 𝑊𝑑 is the data weighting matrix including the inverse errors, ℱ is the forward operator mapping a discrete 

parameter (𝑚) and 𝑊𝑚 is the model constraint matrix. The weight of the regularisation term is determined by 

the dimensionless value of 𝜆, which can include various smoothness and damping approaches (Rücker et al., 

2017). Measurement errors determine the amount of damping imposed by an inversion algorithm, and affect the 

point at which convergence is reached (Tso et al., 2017). Even small variations in error measurements can 

influence the resulting inverted model, with underestimated errors tending to lead to over-fitting of the model 

solution, and overestimated errors resulting in under-fitting (Figure 1.8). 

Therefore, it is necessary to quantify errors to include them in the inversion process. Measurement errors are 

most commonly determined by exploiting the concept of reciprocity, in which if the positions of a source and 

receiver are exchanged, the measurement made at the receiver should remain the same (Parasnis, 1988). The 

difference between a measurement and its reciprocal is given by 

|𝑒| = 100 ∙ (
| 𝑚𝑛−𝑚𝑟|

𝑚𝑛+𝑚𝑟
)          Equation 1.4 

where 𝑚𝑛 is the measurement recorded with a source at position A, and receiver at position B, and 𝑚𝑟 is the 

measurement recorded with a source at position B and a receiver at position A. In ER surveys, reciprocal datasets 

are acquired by switching the position of the injection and potential electrodes (e.g., Barker, 1991, Delay et al., 

2011). By repeating an entire set of ER measurements, reciprocal errors can be calculated for every reading in a 

dataset. Historically, exploiting reciprocity in SR measurements was the primary means of calculating wave 

travel-times; in order for a measurement to be used in wave travel-time calculations, a corresponding reciprocal 

measurement was required (Hagedoorn, 1959, Palmer, 1981). However, with the advent of tomographic inversion 

methods, which generally calculate the shortest path through the subsurface (Moser, 1991), reciprocal 

measurements were no longer required to calculate seismic velocities. One major advantage of implementing 

tomographic processing in SR is the ability to use greater numbers of geophones with dense source-receiver 

spacings, without the need to require reciprocal measurements for every shot location (White, 1989). 

In ER studies, measurement errors are typically included in the inversion through the use of an error model 

linking error to transfer resistance (Binley et al., 1995, Mwakanyamale et al., 2012). This model can then be used 

to predict the errors for individual measurements and inform the data weighting in the inversion. Using a model 

of error is preferable over using directly observed errors, which may not be as statistically robust given they are 

often derived from only two measurement points (Tso et al., 2017). Although reciprocal measurements are 

obtained during SR data acquisition, the use of reciprocal measurements to create error models for inversion is 
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not typically used. Instead, estimates of errors tend to be quantified using statistical means (e.g., Dangeard et al., 

2018, Uhlemann et al., 2016a). This thesis will explore the use of error models to improve the results of SR 

inversions. 

 

Figure 1.8: Demonstration of error impact using (a) synthetic ER data which are contaminated with 5% Gaussian noise, 
and inverted using a (b) 10% linear error model, (c) 5% linear error model and (d) 2% linear error model. Reproduced from 
Tso et al. (2017). 

 

1.4 Landslide risk in the UK and the Hollin Hill Landslide Observatory 

The UK experiences comparatively low loss of life due to landslide hazards compared to the global distribution 

of landslide risk (Froude and Petley, 2018, Kirschbaum et al., 2010, Petley, 2012). Although fatalities due to 

landslides do occur (Haines, 2021, Pennington et al., 2012), the number of landslides impacting critical 

infrastructure (such as rail and highway networks) and coastal communities is far greater (Gibson et al., 2013, 

Hobbs et al., 2020, Winter et al., 2016). As the primary trigger of landslides in the UK is due to ground saturation, 

they are typically considered as part of multi-hazard events associated with heavy rainfall and flood events 

(Argyroudis et al., 2020, Gill and Malamud, 2014). 

The British Geological Survey has operated a network of landslide observatories to support research to 

understand the triggers and mechanisms of slope failure in the UK (Pennington et al., 2009). The HHLO site is a 
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testbed for novel landslide subsurface characterisation and monitoring technology. Research at the HHLO 

focuses on developing high spatial resolution geophysical systems and approaches, supported by geotechnical 

and geodetic observations, for improving understanding of landslide processes and providing early warning of 

slope failure. The complex morphology of the landslide system in Lias mudrocks, combined with the triggering 

of failures in periods of high antecedent rainfall (Figure 1.9) leads to saturated ground conditions. The site is 

analogous to many slow-moving, clay-rich landslides across the UK (e.g., Boon et al., 2015, Hobbs et al., 2012), 

Europe (e.g., Fiolleau et al., 2020, Malet et al., 2002, Jaboyedoff et al., 2009, Jongmans et al., 2009, Supper et al., 

2014, Walter et al., 2011) and North America (e.g., Coe et al., 2003, Crawford and Bryson, 2018, Huntley et al., 

2020).  

The advances in high spatial resolution geophysical characterisation and monitoring developed at the HHLO 

form part of early warning strategies at other landslides where human life is at risk (Watlet et al., 2019). However, 

research has focused on enhancing early warning capability for economically high-value elements at risk of 

damage from natural landslides (Holmes et al., 2020, Huntley et al., 2019) and monitoring degradation within 

infrastructure assets that may be at risk of failure (Gunn et al., 2018). 

At the HHLO, ER and SR high spatial resolution geophysical surveys ranging from reconnaissance to detailed 

studies, and including standalone surveys and permanent monitoring installations, have guided the evolving 

understanding of this complex active landslide. An initial walkover of the site, comprising a basic interpretation 

of the landslide geomorphology present at the surface, was undertaken by  Jenkins et al. (2005), who first 

hypothesised that the subsurface movements of water could be causing the complex rotational and translational 

failures observed on the surface of the site. 

The first comprehensive subsurface geological model was later derived from a series of 2D and 3D ER and self-

potential (SP) surveys described by Chambers et al. (2011) (Figure 1.10). The contrast between the clay-rich, 

saturated and failure-prone Whitby Mudstone Formation (WMF) and underlying clay-deficient, porous and 

drained Staithes Sandstone Formation (SSF) was initially identified from four 2D ER and SP profiles surveyed at 

broadly equidistant separations across the slope of the landslide. A more detailed 3D ER and SP survey focused 

on providing higher resolution models across an area of surface geomorphological features including rotated 

blocks, translational failure and flow lobe formations. The subsurface geometries of these features were 

delineated at greater resolution in these focused 3D surveys. Supplementary geotechnical observations, acquired 

from auger holes, boreholes and subsequent sample acquisitions, were also made within the area of this 3D ER 

and SP surveys, permitting correlation of the inverted ER values with the underlying geology. From these data, a 

volumetric 3D geophysical-geotechnical model covering an area of the slope approximately 200 m x 280 m 

(approximately 5.6 x 106 m2) to an average depth of 30 m across the site was constructed.  

A more detailed interpretation of the initial ER results was undertaken by Merritt et al. (2013), demonstrating 

the added value that introducing conventional remote sensing, geotechnical and monitoring observations can 

contribute to landslide model development (see also Gunn et al., 2013). In addition, an SR survey was undertaken 

at the HHLO by Uhlemann et al. (2016a) in order to map the geomechanical properties of the landslide in three-

dimensions, in terms of seismic velocities and derived elastic moduli. The refraction of seismic waves occurs at 

the interfaces of lithological units with contrasting densities and elastic moduli, and the seismic surveys 
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undertaken at the HHLO were primarily used to better delineate the contact between the WMF and SSF, a 

feature that is an important consideration when elaborating data using petrophysical relationships. 

 

 

Figure 1.9: Map of the Hollin Hill Landslide Observatory showing the major geomorphological landforms (middle), 
showing the locations of a Shape Accelerometer Array (SAA) deformation sensor and weather station. The SAA 
deformation data (top) and effective rainfall and ground moisture data (bottom) collected over 18 months from the site 
show that slope displacements are more closely linked to increased ground saturation caused by long-term antecedent 
rainfall, rather than isolated, extreme rainfall events in periods of lower ground saturation. Map data: Google. 
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Figure 1.10: Initial 2D and 3D ER survey of Hollin Hill, showing the major lithological units identified by contrasts in 
resistivity. Reproduced from Chambers et al. (2011). 

 

Petrophysics is the study of the physical characteristics of a soil or rock, including porosity, permeability, pore 

size distribution, capillary pressure and moisture content (Archie, 1950). Petrophysical relationships aim to 

predict the physical properties of soils and rock from geophysical inputs. Archie’s Law (Archie, 1942) is one of 

the earliest examples of such a relationship, in which DC resistivity is used to predict saturation (𝑆) by 

𝑆 = (
𝜌

𝜌𝑠
)

1

𝑛
           Equation 1.5 

where 𝜌 is resistivity, 𝜌𝑠  is resistivity at 100% saturation, and 𝑛 is an empirical saturation exponent. Modified 

versions of Archie’s Law can include additional variables to account for the effects of cementation and use on 

granular, unconsolidated material (Telford et al., 1990). However, Archie’s Law cannot be applied to materials 

where more than one conducting phase is present, such as when considering electrolytic conduction through 
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both pore fluids and the Electrical Diffuse Layer surrounding clay mineral. For this reason, the Waxman-Smits 

equation has been used to predict moisture content from resistivity at the HHLO. 

The original Waxman-Smits equation (Waxman and Smits, 1968) describes resistivity as a function of relative 

saturation. However, a modified version of the Waxman-Smits equation can express resistivity in terms of 

gravimetric moisture content, given as  

𝜌 =
𝐹

𝑆𝑛 (
1

𝜌𝑤
+

𝐵𝑄𝑣

𝑆
)

−1
           Equation 1.6 

where 𝐹 is the formation factor, 𝜌𝑤  is the pre fluid resistivity, 𝐵 is the average mobility of the ions and 𝑄𝑣 the 

cation concentration per unit pore volume of the Electrical Diffuse Layer (Chambers et al., 2014, Merritt et al., 

2016).  

Merritt et al. (2016) first applied the modified Waxman-Smits model (Equation 1.6) to resistivity measurements 

from the HHLO. Uhlemann et al. (2017) then applied these petrophysical relationships to geophysical model 

translation, producing 4D soil moisture content volumes from time-lapse ER images acquired from a permanent 

ER monitoring system deployed at the HHLO. This approach identified vulnerable zones of the complex 

landslide, which were more likely to move due to increased moisture content. It also captured the seasonal scale 

variability of moisture dynamics, including the identification of subsurface moisture migration during periods 

when the landslide surface was dry. Furthermore, Uhlemann et al. (2017) used the modified Waxman-Smits 

model to establish that displacements at the HHLO occur more frequently when gravimetric moisture content 

exceeds 48%.  

Within the context of past research undertaken at the HHLO, this thesis aims to develop the application of SR 

to monitoring landslide processes, moving toward bringing SR in line with current ER capabilities at the site. 

Additionally, this thesis will explore means of integrating ER and SR data to improve understanding of how these 

individual geophysical datasets can characterise and monitor the subsurface structures and process of the HHLO.  

 

1.5 Research questions and thesis structure 

The work of this thesis advances the application of high spatial resolution ER and SR methods to characterise 

and monitor landslides, with a view to their incorporation in to LoLEWS. This work uses ER and SR field data 

acquired at the Hollin Hill Landslide Observatory (HHLO). This research builds upon a significant body of 

research at the HHLO in to the development of geophysical monitoring systems, in particular using ER 

approaches. SR approaches are currently underdeveloped compared to ER, mostly due to unique and currently 

unaddressed challenges surrounding repeated data acquisition in dynamic environments, and identifying 

appropriate time-lapse inversion strategies. When developing any novel methodology, the bespoke errors and 

uncertainties associated with the approach must be considered, which forms a significant part of this research.  

Hence, the integration of SR methods with the increasingly well-established ER monitoring systems used to 

study landslides can provide further lines of evidence in understanding landslide structure and processes, whilst 

also reducing uncertainty in ER interpretation. The combined use of these approaches can provide inputs to the 
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various components of LoLEWS, providing geoscientific knowledge to guide design, high-resolution 

spatiotemporal monitoring of landslide processes, and evidence of critical subsurface conditions that may 

indicate impending slope failure.  

The questions considered in this thesis are: 

 What role do different geophysical methods play in the current state-of-the-art of geophysical 

monitoring applied to landslides triggered by increases in saturation? 

 Can SR methods be developed to monitor landslide processes, with a view to being integrated with 

long-term LoLEWS? 

 Can integration of multiple methods improve understanding of landslide settings and processes for early 

reconnaissance and the design of LoLEWS? 

 What contribution can the use of integrated high spatial resolution geophysical imaging capabilities 

(i.e., ER and SR) make to the implementation of LoLEWS? 

 

To answer these questions, the structure of this thesis is as follows (see graphical summary, Figure 1.11). Firstly, 

Chapter 2 comprises an extended literature review exploring the current state-of-the-art of geophysical 

monitoring of moisture-induced landslides. The chapter builds on the work of Jongmans and Garambois (2007), 

who conducted a major review into the applications of geophysics to investigate the subsurface properties of 

landslides. This chapter aims to compile and evaluate recent case studies from the last decade, and in doing so, 

lays out the different types of geophysical methods used for landslide monitoring, assesses their strengths, 

challenges and considers the future of geophysical monitoring for landslides. 

In Chapter 3, errors arising from a novel geophysical monitoring approach are considered. The results of an SR 

monitoring campaign at the HHLO comprising of 16 repeated SR (P- and S-wave) surveys over the course of 33-

months between October 2016 and August 2019 are presented. This is the first documented use of SR for a multi-

year landslide monitoring campaign. This chapter aims to address the challenges of acquiring repeated stand-

alone surveys in a dynamic environment, specifically considering the potential random errors introduced by 

changes in landslide surface topography between surveys, and their impact on seismic velocity models. A novel 

pseudo-time-lapse inversion code is developed to provide temporal constraint when inverting a time-series of 

stand-alone survey data. Analysis of the results of the monitoring campaign focus on the temporal variations 

observed in the active landslide layer at the HHLO, demonstrating the relationship between seismic velocities 

and changing moisture content over time.  

Chapter 4 addresses reducing the interpretative uncertainty using the results of an integrated ER and SR survey 

at the HHLO for the purposes of characterising the landslide system. The aim of the survey was to emulate a 

reconnaissance approach to landslide investigation, and as such, no prior information about the landslide, except 

for that which could be inferred from a geological map and on site observations, were incorporated in to the 

processing of the data. Firstly, the spatial discrepancies between the positioning of the two surveys was 

minimised by constructing a joint subsurface mesh using sensor positions interpolated on to a UAV-derived DEM 

of the site. After individual inversion of the datasets, a machine learning approach, using a Gaussian Mixture 
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Model (GMM), was used to classify different areas of the landslide based on their relative geophysical properties. 

The resulting subsurface model was compared to and showed strong agreement with, the current conceptual 

model of the HHLO produced from several years of geophysical, geotechnical and geodetic observations. This 

approach demonstrates the applicability of using multiple-method geophysical surveys to provide subsurface 

information for the design stage of LoLEWS (Chapter 5). 

Chapter 5 firstly synthesises the results of Chapters 3 and 4 within the context of reducing errors and uncertainty 

in geophysical inputs used for characterising and monitoring landslide hazards. Secondly, Chapter 5 assess the 

contribution that geophysical imaging can make to LoLEWS, including in the design, monitoring, forecasting 

and education phases. A conceptual framework for implementing geophysical characterisation and monitoring 

approaches for LoLEWS is presented. This chapter aims to serve as a synthesis of the major themes explored in 

the thesis, within the context of development of geophysical approaches for LoLEWS. Finally, Chapter 6 provides 

a brief conclusion to the thesis, summarising the major findings, how they interrelate, and the direction of 

research required to build on this work in the future. 
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Figure 1.11: A graphical summary of the content of this thesis, showing the research questions addressed by each chapter. 
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Abstract 

Geophysical monitoring of landslides can provide insights into spatial and temporal variations of subsurface 

properties associated with slope failure. Recent improvements in equipment, data analysis, and field operations 

have led to a significant increase in the use of such techniques in monitoring. Geophysical methods complement 

intrusive approaches, which sample only a very small proportion of the subsurface, and walk‐over or remotely 

sensed data, which principally provide information only at the ground surface. In particular, recent studies show 

that advances in geophysical instrumentation, data processing, modelling, and interpretation in the context of 

landslide monitoring are significantly improving the characterization of hillslope hydrology and soil and rock 

hydrology and strength and their dynamics over time. This review appraises the state of the art of geophysical 

monitoring, as applied to moisture‐induced landslides. Here the focus is on technical and practical uses of time‐

lapse methods in geophysics applied to monitoring moisture‐induced landslide. The case studies identified in 

this review show that several geophysical techniques are currently used in the monitoring of subsurface landslide 

processes. These geophysical contributions to monitoring and predicting the evolution of landslide processes are 

currently under-realised. Hence, the further integration of multiple‐parametric and geotechnically coupled 

geophysical monitoring systems has considerable potential. The complementary nature of certain methods to 

map the distribution of subsurface moisture and elastic moduli will greatly increase the predictive and 

monitoring capacity of early warning systems in moisture‐induced landslide settings. 
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2.1 Introduction 

The destabilisation and subsequent mass-movement of soil and rock on slopes occurs across the globe, leading 

to loss of life and damage to property and infrastructure (Froude and Petley, 2018, Petley, 2012). Investigation of 

landslides can determine their key characteristics, including (but not limited to) soil and rock properties, the 

landslide geomorphology, types of movement and velocity rates. Detailed knowledge of these characteristics can 

inform the modelling of the sensitivity of landslide masses to external triggers (Arnone et al., 2011, Jibson, 1993), 

which contribute to reducing risk posed by these globally occurring hazards. 

The worldwide distribution of landslides is not uniform, with landslides occurring primarily where the requisite 

topographic, climatic and environmental conditions are prevalent. Figure 2.1 shows the distribution of rainfall-

induced landslides (i.e., those caused by increased hydrological infiltration) recorded in the Global Landslide 

Catalog (GLC) between 2007 and 2016 (Kirschbaum et al., 2010, Kirschbaum et al., 2015). An obvious pattern is 

the greater occurrence of landslides in areas of greater topographic variation compared to areas of relatively low 

relief.  

 

 

Figure 2.1: Global occurrences of landslides recorded in the Global Landslide Catalog between 2007 and 2016 
(Kirschbaum et al., 2010, Kirschbaum et al., 2015), including associated fatalities. Reproduced from Uhlemann (2018). 

 

High-incidence, high-fatality areas tend to be found in less developed regions (e.g., South East Asia, Central and 

South America) and high-incidence, low-fatality areas are generally located in more developed countries (e.g., 

North America, Europe). However, the GLC does not capture the whole picture of landslide distribution and 

impact across the globe (Kirschbaum et al., 2015). In the United Kingdom, there is a well-established and 
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maintained recording system for landslide events, operated by the British Geological Survey (Pennington et al., 

2015). The United States Geological Survey has a national landslide mitigation strategy which recommends the 

mapping and assessment of landslide hazards (Spiker and Gori, 2003).. These landslide recording programs tend 

to capture the occurrence of both fatal and non-fatal landslide events at many scales. However, in many other 

countries, particularly developing nations, such recording systems are not established, and the landslide events 

recorded tend to be those that have a large enough impact on life, society or the economy to be reported in the 

media. Although fatalities are fewer in more economically developed countries, there are still issues of 

completeness in reporting landslides even in Europe (Haque et al., 2016). The incidence of landslide events across 

the globe can therefore be taken as a lower boundary of actual landslide occurrence, and loss of life and 

infrastructure from landslides can be greatly underestimated in such circumstances (Petley, 2012). Landslides are 

often considered a secondary hazard, forming part of the problem of cascading hazards (Fan et al., 2021, Pescaroli 

and Alexander, 2015), as they are triggered by catastrophic events such as storms, floods, volcanic eruptions and 

earthquakes (Gill and Malamud, 2014). This cascading effect was highlighted in Papua New Guinea in February 

2018, with numerous landslides triggered by a large earthquake blocking many valleys. This valley blocking poses 

a continuing flood risk as water builds up behind these unstable structures with increased seasonal rainfall. 

The term ‘moisture-induced landslides’ (MIL) is used in this review to refer to landslides triggered by increased water 

content in the subsurface. Geological materials, including soils and rocks, make up the ‘subsurface’, with the 

ground surface separating this area from the atmosphere above.  Elevations in subsurface moisture content can 

be caused by extended periods of increased infiltration, or by increased volumes of water entering the system via 

other routes e.g., groundwater throughflow. Most infiltration in landslide settings comes from increased 

precipitation or snow-melt, and due to the complex role of evapotranspiration, the amount of rainfall or snow-

melt that reaches the subsurface can vary throughout the climatic cycle. The amount of moisture that does reach 

the subsurface is known as ‘effective infiltration’. Therefore, the term MIL recognises the multiple sources of 

moisture that affect landslides, the importance of the concept of effective infiltration, and its subsequent effect 

on the instability of materials in response to moisture-infiltration. 

The advances in hardware and software for geophysical monitoring reflect those made in remote sensor 

technology, mainly in the ability to deploy increasingly low-cost and low-power sensors to capture information 

from the subsurface with a minimal delay in data acquisition and transmission (Ramesh, 2014). The main benefit 

arising from these developments has been the increase in monitoring durations achieved by the installation of 

permanent sensors (Ramesh and Rangan, 2014). However, geophysical monitoring approaches have the added 

benefit of providing increasingly high-resolution spatial information. 

This review appraises the state-of-the-art of the application of geophysical methods to monitoring moisture-

induced landslides. Geophysical monitoring provides information on fundamental subsurface slope process, and 

is relevant to those studying landslides and their behaviour. However, this information can also be vital to those 

looking to mitigate landslide hazards, and in particular, can provide information on precursory failure conditions 

in unstable slopes. Therefore, the content of this review is also of interest to Landslide Early Warning Systems 

(LEWS) operators looking to incorporate spatial and temporal subsurface data into their monitoring systems. It 
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is most suited to LEWS operating at the slope-scale, also known as Local Landslide Early Warning Systems 

(LoLEWS) (Pecoraro et al., 2019). 

In this review, ‘geophysical methods’ specifically refers to surface deployed techniques to investigate features in the 

shallow subsurface. The term ‘monitoring’ is used to indicate a time-lapse approach to investigate changes between 

two or more geophysical datasets acquired at the same location at different times. Recent literature shows two 

main methods being employed for the monitoring of landslides: geoelectrical and seismic. The relevance of 

geophysical monitoring to landslides is addressed by first identifying landslide characteristics and the 

application of geophysical methods. A review of case studies of geophysical monitoring of landslides is then 

undertaken in light of the methods currently in use. Finally, recommendations for the use of geophysical methods 

in the monitoring of landslides will be revisited in the context of LoLEWS. 

 

2.2 Landslide settings and processes: definitions 

The most longstanding and recognised classification of landslides is that of Cruden and Varnes (1996). This 

classification system has been updated in recent years to reflect modern standards of material properties (Hungr 

et al., 2014). Other well-established and regularly used systems exist for other specific landslide types (e.g., Fell, 

1994, Leroueil et al., 1996, Skempton and Hutchinson, 1969). The updated Cruden and Varnes (1996) system by 

Hungr et al. (2014) comprehensively outlines the types of movement, the geological materials and velocities of 

material movement that describe the majority of landslide occurrences across the globe.  

For this review, it is useful to distinguish between the spatial definition of a landslide setting, and the temporal 

description of the evolving processes of movement: 

(i) The ‘landslide setting’ is the spatial definition of a geographical area that may be prone to, or have 

experienced, the downslope mass-movement of geological material (e.g., Jongmans et al., 2009). 

Characteristics of the landslide setting would include the geological materials (rock, boulders, debris, 

sand, clay, silt, mud, peat, ice) as well as the geomorphology of the unstable slope (Guzzetti et al., 1999, 

Hungr et al., 2014). 

(ii) ‘Landslide processes’ indicate the onset and subsequent processes of movement of unstable geological 

material in time (e.g., Hutchinson and Bhandari, 1971). These include the changes in the subsurface 

conditions of landslides preceding observable failure, such as elevations in pore water pressure that may 

induce future movement in landslides. These processes may be difficult to measure, and often can only 

be inferred by observing changes in a property (e.g., ground moisture) over time. Factors relating to 

landslide processes would include the types of movement (flows, topples, slides, spreads and 

deformations), velocities of movement (<16mm/year to >5m/s) (Hungr et al., 2014) and the 

hydrogeological and geomechanical processes acting upon the landslide materials. 

Identification of the affected area is typically undertaken by walk-over surveys, studying of aerial photographs, 

or via other remote sensing methods such as satellite imagery (Carrara et al., 1992, Carrara et al., 2003, Guzzetti 

et al., 2012). Landslide investigations using geotechnical means typically involve identification of the three-
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dimensional subsurface structure of the landslide, the definition of the hydrogeological regime, and the detection 

of movement in the landslide mass (McCann and Forster, 1990). This has traditionally been undertaken with 

intrusive investigation methods, such as the use of trial pits and boreholes to recover samples and identify 

changes in materials and their properties within the body of a landslide (Angeli et al., 2000, Uhlemann et al., 

2016b). These approaches allow for a great amount of detailed information to be gathered at discrete locations. 

However, due to the heterogeneous subsurface conditions of landslide settings and the dynamic response of 

landslide processes to external influences, they are not always adequate in providing a wider view of the landslide 

system, both spatially and temporally.  

 

2.3 Landslide geophysics: an overview 

Investigations of subsurface landslide features are necessary to provide the input for forward modelling and 

subsequent predictions of potential failure events, for example, estimating the run out length, the mobilised 

volume or the velocity of a potential failure event (Malet et al., 2005, Rosso et al., 2006). In general, geophysical 

techniques identify spatial variations of a physical parameter of the subsurface, from which inferences on a range 

of processes and properties can be made (Everett, 2013, Kearey et al., 2001, Parsekian et al., 2015). When applied 

to landslide investigation, geophysical techniques are able to target characteristics and features of landslide 

settings that are manifested by physical property contrasts in the subsurface (McCann and Forster, 1990), 

including: 

 The physical extent of the landslide, comprising critical features such as the subterranean slip surface 

and water table 

 Variations in lithological and soil units 

 Variations in distribution and movement of moisture throughout the landslide body 

 Variations in the geomechanical strength of the landslide body 

 

2.3.1 The landslide setting and geophysical investigation 

The features of a typical landslide system that can be identified and assessed using geophysical methods are 

shown in Figure 2.2. These features are typified by the existence of a physical discontinuity (e.g., slip surface, 

lithological contact) or a contrast in material properties (e.g., degree of saturation, clay-content) being present 

in the subsurface. Table 2.1 summarises the main landslide features identified in Figure 2.2, and lists the targeted 

discontinuity or property contrast, and the applicable geophysical techniques for identifying these features. 

 

2.3.2 Landslide processes, soil mechanics and geophysical investigation 

The major parameters influencing slope stability are summarised in Figure 2.3. This summarises the classical 

understanding of slope failure through the principles of soil mechanics (Terzaghi, 1943, Terzaghi et al., 1996)  

indicating the key geotechnical parameters acting upon unstable slopes. The figure is a simplified model of a 

slope, making many assumptions, such as the length of the slope, but indicates the main property to consider  



Chapter 2: Literature review 
 

 

 

 
33 

 

 

Figure 2.2: Schematic of a landslide system, showing the major landslide setting features that can be investigated and 

assessed using geophysical methods. 

 

when estimating slope stability. The Mohr-Coulomb failure criteria (Terzaghi, 1943) determines the shear 

strength (𝜏𝑓) of the material at a given point at the slip surface interface, and is given by 

𝜏𝑓 = 𝑐 + (𝜎 − 𝑢) tan 𝜙𝑐𝑣
′   ,       Equation 2.1 

where 𝑐 is cohesion (i.e., the shear strength when the normal stress is equal to zero), 𝜎 is total normal stress, 𝑢 is 

pore water pressure, and 𝜙𝑐𝑣
′  is the angle of shear resistance at a critical state. The total normal stress (𝜎) is given 

by 

𝜎 = {𝑚𝛾 + 𝑚𝛾𝑠𝑎𝑡}𝑧 cos2 𝛽  ,       Equation 2.2 

where 𝑚 is height, 𝛾 is the unsaturated unit weight (i.e., total weight per unit volume) of material, 𝛾𝑠𝑎𝑡 is the 

saturated unit weight of material, 𝑧 is depth to slip surface, and 𝛽 is slope angle. Shear stress (𝜏) is given by 

𝜏 = {𝑚𝛾 + 𝑚𝛾𝑠𝑎𝑡}𝑧 sin 𝛽 cos 𝛽   .      Equation 2.3 

The pore water pressure (𝑢) at the slip surface is calculated by 

𝑢 = 𝑚𝑧𝛾𝑤 cos2 𝛽   .       Equation 2.4 



Chapter 2: Literature review 
 

 

 

 
34 

 

 

Table 2.1: Summary of the landslide features able to be identified, assessed and investigated using geophysical methods. 

Feature of the 

landslide setting 

Discontinuity or property contrast Applicable geophysical methods Example 

Landslide extents 

(x,y,z) 

Slip surface (subsurface and surficial 

extent) caused by or indicated by 

changes in density, water content etc. of 

material 

Electrical resistivity, seismic reflection, 

seismic refraction, surface wave 

methods, ground penetrating radar 

Chambers et al. (2011) 

Subsurface material 

type and structure 

Material density Microgravity Sastry and Mondal 

(2013) 

Relative degree of saturation Electrical resistivity, electromagnetics Springman et al. (2013) 

Relative clay-content Electrical resistivity, electromagnetics Göktürkler et al. (2008) 

Material velocity (as a function of 

density) 

seismic reflection, seismic refraction, 

surface wave methods 

Renalier et al. (2010a) 

Water table Height of water table Electrical resistivity, electromagnetics, 

seismic refraction 

Le Roux et al. (2011) 

Relative flow direction Self-potential Perrone et al. (2004) 

Tension features (e.g., 

surface fractures) 

Saturation contrasts (e.g., preferential 

infiltration pathways) 

Electrical resistivity, electromagnetics, 

ground penetrating radar, self-potential 

Bièvre et al. (2012) 

Compression features 

(e.g., ridges) 

Variations in material composition Electrical resistivity, electromagnetics, 

ground penetrating radar 

Schrott and Sass (2008) 

 

In order for slope failure to occur, the restraining forces, in this case shear strength (𝜏𝑓) must be overcome by 

disturbing forces (𝜏). This can be expressed in terms of a factor of safety (𝐹𝑜𝑆), given by 

𝐹𝑜𝑆 =
𝜏𝑓

𝜏
   .        Equation 2.5 

When 𝐹𝑜𝑆 <1 slope failure will occur, with 𝐹𝑜𝑆 >1 indicating stable slope conditions. 𝐹𝑜𝑆 <1 can be reached by 

increasing 𝜏, for example, by greater loading on the slope, or by reduction in 𝜏𝑓  for example, by increasing u 

(Equation 2.1). Not highlighted in these equations is the critical role that negative pore water pressures, or soil 

suction (or matric suction) can play in the stabilisation of landslide bodies (Toll et al., 2011). Materials with larger 

void spaces, such as sands and gravels, will have smaller capillary zones (the area of saturation above the water 

table caused by soil suction) than cohesive materials with smaller void spaces such as clays and silts (Craig, 

2004). In some slopes, soil suctions may be the main restraining force preventing failure (Hen-Jones et al., 2017). 

In these settings, understanding of subsurface moisture dynamics relating to increased infiltration are critical for 

predicting future slope failures. 
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Figure 2.3: Schematic of an infinite slope model showing the main landslide processes showing the main components of a 
classical soil mechanics approach to slope failure (Terzaghi, 1943), adapted from Craig (2004). 

 

In a geophysical survey, the result may determine the presence or extents of a landslide property (e.g., the water 

table). This time-static geophysical dataset gives information on the state of one (or more) property in the system 

at that particular time, but not how that property will change in response to some external influence (e.g., 

precipitation). With the addition of a second geophysical dataset at some point in the future, it may be possible 

to determine a change in that property (e.g. increase in water table height). The implicit assumption is that in 

order for a property change to have occurred, a process must have taken place in the time between the two surveys 

(e.g., infiltration). By looking at the differences between the data at each end of the time period, reasonable 

inferences can be made about the process that must have occurred to give rise to a change in the system. 

Therefore, geophysical methods used in isolation are not able to definitively quantify the contributions that 

changes in these properties make to the overall stability of a slope, but the incorporation of environmental data 

(e.g., rainfall data) and the use of geotechnically-coupled surveys can provide empirical relationships that allow 

for such contributions to be assessed. Table 2.2 shows the parameters of landslide processes to which various 

geophysical methods are sensitive. 

The figures presented in this section are simplified versions of landslide systems, meant to illustrate the features 

on landslide settings and processes that can be investigated in some way using geophysical methods. Field 

conditions are likely to present more heterogeneous conditions than those represented here. However, the 

identification of such heterogeneous conditions is itself an advantage of using geophysical methods to investigate 

landslide, with the spatial coverage of geophysical methods being one of the main benefits of the techniques 

(Everett, 2013, Kearey et al., 2001). 
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Table 2.2: Parameters of landslide processes that can be investigated using geophysical methods. 

Slope stability property Investigable feature  Applicable geophysical 

methods 

Example 

Normal stress (σ) 

𝝈 = {𝒎𝜸 + 𝒎𝜸𝒔𝒂𝒕}𝒛 𝐜𝐨𝐬𝟐 𝜷 

Depth to slip surface (z)  Electrical resistivity, seismic 

reflection, seismic refraction, 

surface wave methods, ground 

penetrating radar 

Renalier et al. (2010a),  

Relative proportions of dry 

(or partially saturated) 

material ((1-m)γ) 

Electrical resistivity, seismic 

reflection, seismic refraction, 

ground penetrating radar 

Grandjean et al. (2010) 

Relative proportions of 

saturated material (mγsat) 

Pore water pressure (u) 

𝒖 = 𝒎𝒛𝜸𝒘 𝒄𝒐𝒔𝟐 𝜷  

 

Height of water table 

(mz)  

Electrical resistivity, seismic 

reflection, seismic refraction, 

ground penetrating radar 

Sastry and Mondal 

(2013), Grelle and 

Guadagno (2009) 

Cohesion (c) Presence of clay in 

subsurface material 

Electrical resistivity, ground 

penetrating radar 

Göktürkler et al. (2008) 

Shear strength (τf) 

𝝉𝒇 = 𝒄 + (𝝈 − 𝒖) 𝐭𝐚𝐧 𝝓𝒄𝒗
′  

Estimates of angle of shear 

resistance at critical state 

(φ’cv) can be made using 

back analysis from 

estimating σ and u 

Seismic refraction, surface wave 

methods  

Al-Saigh and Al-

Dabbagh (2010) 

 

2.3.3 Applications of geophysical methods to landslide investigation 

For a geophysical methodology to be effective as a monitoring tool, several criteria must be fulfilled: 

 The subsurface property or process (e.g., moisture content) being measured or monitored must be 

detectable by the chosen method. 

 The acquisition rate of data must be sufficiently high (with respect to changes in the monitored process) 

so as to be able to collect datasets that sample physical property changes at an appropriate rate. 

 The measuring equipment must be able to be relocated accurately for series of discrete fieldwork 

campaigns, or the position of geophysical sensors must be accurately located if a semi-permanent 

installation is established. 

 The data must ideally be able to be empirically linked to subsurface conditions to reflect the changes 

that occur in the physical properties of the subsurface over time. 
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In recent years, the application of geophysical methods to the characterisation of landslide settings has become 

increasingly common. Hack (2000) outlined the physics underpinning geophysical surveys for slope stability 

analyses, and Jongmans and Garambois (2007) provided a review of published landslide investigations using 

geophysical methods since the mid-1990s. 

Both of these reviews highlight three important developments in landslide geophysics: the integration of multiple 

methods, the acquisition of multi-dimension data (including time-lapse approaches) and the quantification of 

geophysical results with geotechnical data. The integration of multiple geophysical methods for landslide 

investigations has become more common in recent years, allowing for better evaluation of internal structure to 

be made by overcoming the limitations of single-technique approaches (Schrott and Sass, 2008). However, 

multiple-method approaches to landslide monitoring using geophysical methods are still relatively scarce 

(Jongmans and Garambois, 2007).  

The spatial dimensions across which geophysical data can be acquired have increased over time. One-dimensional 

(1D) ‘sounding’ type data provides information on the subsurface beneath a single location on the ground surface 

(e.g., Bièvre et al., 2012, Merritt et al., 2018). These vertical profiles of information can be interpolated to form 

pseudo two-dimensional (e.g., Harba and Pilecki, 2017) and pseudo three-dimensional data sets of subsurface 

properties (e.g., Renalier et al., 2010b).  

True two-dimensional (2D) survey techniques allow data to be collected spatially across the ground surface (also 

referred to as ‘geophysical mapping’) (e.g., Colangelo et al., 2006), or as a subsurface profile or cross-section  (e.g., 

Uhlemann et al., 2016a). The latter of these techniques can be interpolated to produce pseudo-three-dimensional 

volumes of data. True three-dimensional (3D) surveys involve the simultaneous acquisition of volumes of data 

(e.g., Chambers et al., 2011). All of these dimensions of data acquisition produce a static map of the distribution 

of physical properties within a landslide body, and prove invaluable for the characterisation of landslide settings. 

However, in order to work toward the prediction of landslide failure, an investigation method that takes into 

account the temporal variation within the landslide system should be used.  

Geophysical techniques that include the addition of a time-series to the acquired data are sometimes referred to 

as ‘time-lapse’, or ‘4D’ datasets (e.g., Uhlemann et al., 2017). As ‘4D’ specifically refers to a 3D dataset with multiple 

time-steps, the term ‘time-lapse’ will be used in this review to refer to datasets of any dimension (1D, 2D and 3D) 

which include multiple time-steps. Time-lapse geophysical monitoring of landslides is an area that has grown 

rapidly in the last decade or so (Jongmans and Garambois, 2007).  

In order for the application of geophysical techniques to the monitoring of MIL over time to be successful, the 

frequency of dataset acquisition must be proportional to the timescale over which changes occur in the 

subsurface properties of the landslide. Geophysical monitoring therefore lends itself to the monitoring of slowly-

deforming slopes. These slopes are typically comprised of highly-weathered rocks or soils and other superficial 

materials (such as tills, alluvium and other recently reworked materials). Failure in these landslide environments 

can be both ‘brittle’ (i.e., failure occurs along discreet shear-surfaces) or ‘ductile’ (i.e., the deformation processes 

are slow, such as slope creep). Landslides triggered by increased infiltration of water are of particular interest to 

geophysicists, as the formation and progression of precursory failure conditions can be detected using 

geophysical data, processing and interpretation (Baroň and Supper, 2013). For this reason, fast-failing and fast-
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moving landslides that do not typically exhibit gradual changes in subsurface properties prior to failure are not 

considered in this thesis. These landslide types are typically fast-failing rockfalls and rock topples, fast-moving 

debris flows, and fast-failing and fast-moving rock avalanches (Hungr et al., 2014). In some instances, these types 

of failure may also be present in a MIL setting (e.g., Helmstetter and Garambois, 2010, Lacroix and Helmstetter, 

2011) It is important to note, however, that geophysical monitoring systems do exist for these types of failure 

(Fiorucci et al., 2016, Lotti et al., 2015, Partsinevelos et al., 2016) and that many of the geophysical methods 

described here are similar in their application to these failure types. The case studies presented in this review 

therefore have a focus on the monitoring of landslides in settings comprising of soft-rock and superficial 

materials.  

MIL are typically shallow, translational and/or rotational style landslides, with failure frequently occurring in 

soils and weathered bedrock layers. An exception to this are deep-seated gravitational slope deformation failures, 

which are characterised by very slow deformations of very large rock masses (Jomard et al., 2010, Lebourg et al., 

2005). These have been included in this review as the progression of failure is slow enough to be robustly 

monitored using geophysical approaches, and periods of increased movement are linked to increases in 

precipitation (Helmstetter and Garambois, 2010, Lacroix and Helmstetter, 2011, Palis et al., 2017a). The study of 

landslides and their evolving processes is a highly interdisciplinary area of research. As such, the application of 

monitoring MIL has important implications for geologists, geomorphologists, geotechnical engineers and 

infrastructure stakeholders, especially as the impact of climate change is having a dramatic effect on the incidence 

of slope failures due to changing weather patterns (Gariano and Guzzetti, 2016).  

 

2.4 Geophysical monitoring of landslides: methods and case studies 

A list of publications in scientific journals and books since 2006 that utilize geophysical monitoring applied to 

landslides is shown in Appendix A. In total, 38 journal articles or book chapters are identified as using or 

describing geophysical monitoring approaches in landslide systems. Of these 38 publications, two are project 

updates that do not contain data, and 36 describe specific case studies. Some of the individual monitoring 

campaigns are described in more than one publication, and where possible this is indicated, leaving a total of 34 

publications. Within these 34 publications, 54 monitoring campaigns at 27 separate landslides are identified from 

nine countries. 

The geophysical monitoring methods identified and their corresponding abbreviations for this paper are shown 

in Figure 2.4. Further descriptions of these methods are found in the relevant sections detailing the case studies. 

Two broad types of geophysical methods are identified from this list: geoelectrical and seismic methods. In 

addition, two modes of acquisition are identified in both types; ‘active’ modes, in which the recorded geophysical 

signal is artificially generated, and ‘passive’ modes, in which the signal recorded is generated naturally. 

In geoelectrical methods one active type, electrical resistivity (ER), and one passive type, self-potential (SP) 

monitoring, are identified. Typically 2D electrical resistivity (ER) profiles are acquired as part of the study, with 

similar instrumentation, acquisition parameters, processing routines and inversion methods applied across the 

case studies. Some examples where geoelectrical datasets are manipulated in bespoke ways do exist, for example, 
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the use of apparent resistivity (Palis et al., 2017b), transfer resistance  data (Merritt et al., 2018) and 3D ER arrays 

(Uhlemann et al., 2017). The use of SP methods is also noted, although in a much reduced capacity to ER 

(Colangelo et al., 2006). In total, 20 time-lapse ER monitoring surveys are identified in the literature: Bièvre et al. 

(2012), Crawford and Bryson (2018), Friedel et al. (2006), Gance et al. (2016), Grandjean et al. (2009), Jomard et 

al. (2007), Lebourg et al. (2010), Lehmann et al. (2013), Lucas et al. (2017), Luongo et al. (2012), Merritt et al. 

(2018), Palis et al. (2017a), Palis et al. (2017b), Supper et al. (2014), Travelletti et al. (2012), Uhlemann et al. (2017), 

Xu et al. (2016). One time-lapse SP monitoring survey is identified, by Colangelo et al. (2006).  

 

 

Figure 2.4: The geophysical methods identified in the 31 case studies, shown by mode of acquisition and method. The 

acronyms for each method are shown in the lower boxes. 

 

In seismic methods, the active types of surveying include seismic refraction (SR) and analysis of surface waves 

(SW), and the passive types include seismic event detection, characterization and location (S-EDCL), seismic 

cross-correlation (S-CC), seismic horizontal-to-vertical ratio (S-H/V) and seismic ambient noise tomography (S-

ANT). One study by Grandjean et al. (2009) used SR monitoring, and a study by Bièvre et al. (2012) utilised SW 

monitoring methods. In total, 31 case studies are identified as using passive seismic methods: Amitrano et al. 

(2007), Brückl and Mertl (2006), Brückl et al. (2013), Gomberg et al. (2011), Harba and Pilecki (2017), Imposa et 

al. (2017), Mainsant et al. (2012), Palis et al. (2017a), Provost et al. (2017), Renalier et al. (2010a), Tonnellier et al. 

(2013), Walter and Joswig (2008), Walter et al. (2009), Walter et al. (2011), Walter et al. (2012), Walter et al. 

(2013). 

Some geophysical methods are absent from the literature surrounding landslide monitoring, for example, no 

studies in which ground penetrating radar has been used as a long-term monitoring tool are identified, although 

it has been used to provide detailed qualitative characterisation of landslide settings (Hruska and Hubatka, 

2000).  

Before presenting the details of individual methods and case studies, it is helpful to consider the different 

conditions under which the geophysical monitoring campaigns listed in Appendix A were acquired. The most 
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important aspects of these conditions to consider are the duration of monitoring, the modes of acquisition and 

the frequency at which data were acquired during the campaign. 

 

2.4.1 Duration of geophysical monitoring data acquisition 

The durations of geophysical monitoring are divided in to four approaches: 

 Controlled tests: Typically artificial infiltration-type experiments in which an unstable slope was exposed 

to an increase in saturation by introducing simulated rainfall over a set period of time and subsurface 

conditions monitored throughout. Although the field instrumentation remained static between 

acquisitions, the field setups were not typically designed for long-term monitoring, and were assumed 

to have been accompanied by field crew for the duration of the experiment. The shortest and longest 

controlled experiments were both described by Lehmann et al. (2013), at 15 hours in one test and three 

days in another. All controlled experiment case studies showed a high-frequency of dataset acquisitions, 

typically every few hours. Six controlled tests were described in five publications: Grandjean et al. 

(2009), Jomard et al. (2007), Lehmann et al. (2013), Travelletti et al. (2012), Colangelo et al. (2006).  

 Transient measurements: Typically involved the deployment of instruments for the duration of a single 

dataset acquisition, after which the instrumentation was removed from the field before being deployed 

again in the same location after a period of time. Monitoring periods varied greatly, with the shortest 

recorded as 62 days (Lucas et al., 2017) and the longest as 1589 days (Imposa et al., 2017). In both of these 

studies, six datasets were acquired over the monitoring period, highlighting the variability in acquisition 

frequency that can accompany a transient measurement approach. 

 Short-term installations: Utilise equipment installed and left in the field, but for shorter periods than semi-

permanent installations. Consequentially, the length of these monitoring campaigns fall between 

controlled tests and semi-permanent installations. Unlike controlled tests, environmental conditions 

are not artificially altered (e.g., by artificial rainfall) and instead natural variations in environment and 

subsurface response are monitored. However, equipment tends to be deployed for periods of less than 

100 days, and so surveys cannot typically monitor seasonal or annual scale variations subsurface 

conditions, although the monitoring period may coincide with periods of increased rainfall. Often, the 

full cycle of a monitoring campaign may involve several short term installations at the same landslide 

(e.g., Brückl and Mertl, 2006), although in some studies, the exact position can vary between these 

repeated surveys (e.g., Walter et al., 2011). The shortest period of monitoring using short-term 

installations was for one day, although this day comprised one survey of a sequence described by Brückl 

and Mertl (2006). The longest period of monitoring achieved with a short-term installation was by 

Lebourg et al. (2010) at 90 days.  

 Semi-permanent installations: Installations are left in the field to acquire data according to a predetermined 

(or sometimes remotely programmable) schedule. Unlike transient measurements, the time period 

between acquisitions was often regular. Semi-permanent installations allow for a high-frequency data 

acquisition (typically one or more datasets acquired per day) over long monitoring periods (typically 

months to years). The shortest monitoring period studied with a semi-permanent installation was 146 
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days in a study by Luongo et al. (2012). Most studies operating at annual-scale time periods, and often 

at an acquisition rate of more than one dataset per day. In Supper et al. (2014), two examples are given 

where datasets were recorded every 4 hours for 239 days and 275 days at two separate sites. These 

monitoring systems also tend to include the ability for data to be retrieved remotely from the equipment, 

often by utilizing telemetry and storage of data on a remote server. 

 

2.4.2 Acquisition mode of geophysical monitoring data 

Figure 2.5 shows the relationship between different geophysical methods, and how they are suited to different 

types of geophysical monitoring. Geophysical methods acquiring active mode data lend themselves to acquiring 

higher resolution spatial data, due to the tendency toward acquiring time-discreet datasets. Geophysical methods 

acquiring passive mode data tend to higher resolution temporal data, as they acquire temporally continuous 

datasets. Some geophysical methods, however, are able to produce high-resolution spatial data from passive 

acquisition modes. 

 

2.4.3 Geophysical data acquisition frequency 

Figure 2.6 shows a chart plotting the duration of each monitoring campaign against the number of datasets 

acquired in each monitoring campaign. There is some difficulty equating the number of datasets acquired in a 

monitoring period between different types of geophysical methods. The ER, SP, SR, SW, S-ANT and some S-H/V 

methods acquire time-discreet sets of data. This is because the entirety of a dataset is made up of a multitude of 

unique data points, the position and number of which determine the spatial resolution of the survey method. 

These methods therefore tend to have high spatial resolution and coverage (see Figure 2.5). It is the number of 

electrodes (in ER and SP surveys), geophones (in SR and SW surveys) or seismic sensors (in S-ANT and S-H/V 

surveys) that define the spatial resolution and coverage; the more measuring points to the system, the higher the 

resolution and/or the larger the spatial coverage of the monitoring system. However, the temporal resolution is 

limited to the amount of time it takes to acquire the full complement of unique readings in a whole dataset. In 

ER systems, for example, it can take several hours for a full dataset to be acquired.  

In contrast, S-EDCL, S-CC and some S-H/V methods acquire data from continually recording seismometers. In 

these cases, data are acquired for the entirety of the monitoring period, with the exception of any periods of 

maintenance or failure. These methods therefore have high temporal resolution (see Figure 2.5), however, 

similarly to discreet dataset acquisition systems, the spatial resolution is still dependent on the number of 

measuring components. For some applications (e.g., S-CC and S-H/V), data are divided into daily records, but in 

some methods (e.g., S-EDCL) only the time of the event recorded is required. The number of datasets acquired in 

a monitoring period by seismometers is therefore technically one dataset per field campaign, although this can be 

completely arbitrary in some processing methods. In some approaches, such as in S-ANT, the distinction between 

continuously acquired and time-discreet data is blurred further, as the data processing typically deals with 

discrete time-steps extracted from the continuous dataset.   
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Therefore, in Figure 2.6, for time-discreet dataset acquisition systems (ER, SP, SR, SW, S-ANT and some S-H/V 

methods), the number of datasets acquired across the entire monitoring period are plotted. For monitoring 

campaigns that utilise continually recording seismometers (S-EDCL, S-CC and some S-H/V methods), the 

number of seismometers, rather than the number of datasets acquired, has been plotted. For seismometer entries, 

this therefore gives an indication of the spatial resolution of the survey, rather than the temporal resolution, 

which can be assumed to be total for the monitoring period. 

 

 

Figure 2.5: Relationship between the geophysical methods outlined in Appendix A in terms of their acquisition mode 
(active or passive) and temporal resolution (continual or time-discreet) demonstrating the trade-offs which must be 
considered when choosing a method for monitoring of MIL. 

 

With regards to the spatial resolution and coverage of surveys, an ER system for example, may have a single unit 

(with a single data logger, single power source, single telemetric communication system) controlling an entire 

electrode array consisting of several tens of electrodes, across a profile of hundreds of metres. Conversely, a single 

seismometer, or localized array of seismometers, is typically operated by a single logger with a single power 
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source and the coverage of data acquisition is dependent on the events detected at that location. To expand the 

spatial resolution, a second seismometer with a separate logger and power source must be added. In contrast, 

expanding the spatial coverage of an ER monitoring system may be as simple as adding extra electrodes in to the 

system.  

 

 

Figure 2.6: Plot showing the year of publication for case studies against the number of days in the monitoring period for 
each case study. The relative area of each data point is proportional to the number of datasets acquired. Data collected 
from seismic monitoring networks are considered to have collected one dataset per sensor for the entire monitoring period. 

 

Figure 2.6 illustrates several interesting developments in the field of geophysical monitoring of MIL in the last 

decade or so. Firstly, that the number of published studies is increasing in time, suggesting increases in the 

application of geophysics to landslide monitoring, or in some cases, the recent maturation of long-term studies. 

Secondly, there is a notable increase in ER case studies from 2012, and a sharp increase in both the monitoring 

period lengths and amount of data collected by these studies. This suggests greater developments in the field of 

monitoring landslides using ER methods, compared to seismic methods, which show much more restrained 

increases. This trend is curious, as passive seismic instrumentation has been at a far more advanced state of 

development for long-term monitoring for much longer than ER methods.  
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2.4.4 Geoelectrical monitoring case studies 

Moisture dynamics can vary greatly over time, although lithological composition tends to remain relatively 

constant, particularly in a pre-failure condition. Geoelectrical monitoring can therefore be used for the 

determination of moisture dynamics and hydrogeological processes within MIL bodies over time.  

 

2.4.4.1 Electrical Resistivity (ER) 

Electrical resistivity (ER) is a common technique routinely applied to the investigation of landslides (Jongmans 

and Garambois, 2007). The method can be applied in 1D, 2D and 3D investigations (Loke et al., 2013), although 

2D and 3D investigations of landslides are more common in recent times. ER is measured by injecting a DC 

current into the ground between two electrodes, and measuring the potential difference between a separate pair 

of electrodes (Kearey et al., 2001). By deploying linear arrays of electrodes, measurements can be made using 

different combinations of electrodes in order to build a 2D image of the subsurface resistivity. Similarly, 3D 

datasets can be acquired using multiple parallel (and orthogonal) profiles or grids of electrodes.  

In a typical 2D linear array, the number of unique measurements made is proportional to the number of electrodes 

deployed at the ground surface. The position of a single resistivity measurement is a function of the distance 

between the electrodes used, and their position on the ground surface. In most near-surface geophysical 

applications, the raw data recorded by ER meters (‘apparent resistivity’) is processed using a tomographic 

inversion. The process of tomographic inversion produces a ground model based on the data recorded and a set 

of assumptions made from physical laws (e.g., current flow through subsurface equipotential surfaces) and earth 

observations (e.g., subsurface models obeying geological principles). Crucially, the process provides information 

between the measurement points of an array based on the surrounding data. Inversions can be done in 2D and 

3D, and with the addition of time-lapse sequences in which the time-series between dataset acquisitions is 

treated as a variable in the inversion process. However, a common approach is to undertake separate inversions 

of data at individual time-step, and create difference models (e.g., percentage changes or difference ratios) 

between the results. This approach, whilst less computationally expensive, can omit or exaggerate important 

features that may be highlighted by a true time-lapse inversion. 

The result of any inversion is typically an image showing the distribution of resistivity in the subsurface. The full 

process from acquisition to inversion is often referred to interchangeably as electrical resistivity tomography 

(ER) or electrical resistivity imaging (ERI). This thesis uses the abbreviation ER to refer to these terms. 

Tomographic inversion can be computationally expensive, and for this reason, ER data is occasionally not 

inverted to produce images of the subsurface. Alternative uses of ER data include assessing the raw 

measurements, or apparent resistivity, visually and statistically to detect changes in the subsurface over time. 

Another use of non-inverted data is to look at transfer resistances between electrodes in an array. These 

measurements do not divulge information on spatial variations in the resistivity data, but are still sensitive to 

changes in moisture content over time. The advantage of these approaches is the rapidity of assessments that can 

be made with minimal manual interpretation and computing resources. 



Chapter 2: Literature review 
 

 

 

 
45 

 

In the case study publications identified in Appendix A, 17 of the surveys used time-lapse ER methods; five were 

under controlled test conditions, four utilised transient measurements, and eight described semi-permanent 

installations of electrode arrays. In most of the studies, the stated aim of the time-lapse ER surveys were to 

identify properties pertaining to water movement or distribution within the landslide setting. These studies were 

all undertaken in 2D, with the exception of one time-lapse ER survey that was undertaken in 3D (Uhlemann et 

al., 2017). 

In one controlled test case study by Travelletti et al. (2012), simulated rainfall was applied to a 100m2 area of the 

accumulation zone in the Laval landslide, South French Alps. A 47m long profile comprising 48 electrodes spaced 

1m apart collected electrical resistivity data over a 67-hour period of artificial rainfall of 11 mm h-1. The experiment 

started under unsaturated conditions (at approximately 27% saturation) and aimed to determine the time at 

which steady-state flow was reached in the landslide body. By comparison with piezometer data, this was 

determined to have occurred 21 hours after the onset of artificial rainfall. The results of the time-lapse ER survey 

are shown in Figure 2.7. A total of 32 data acquisitions were made during the experiment, resulting in an 

acquisition frequency of approximately 2 hours. The results of the time-lapse survey were able to map the 

evolution of saturation within the slope, as well as determine the bedrock geometry of the area under 

investigation. The authors recommended increased acquisition rates during the experiment to better monitor 

wetting processes, and the incorporation of 3D arrays to improve the quantitative analysis of the data, primarily 

due to the suspected 3D effects that are likely to have occurred during the experiment, but that are not captured 

by the 2D inversion approach of the data. 

The study by Travelletti et al. (2012) showed a relatively high frequency of data acquisition over a short period of 

time, and in this regard is similar to other artificial rainfall experiments which utilised time-lapse ER methods 

(Grandjean et al., 2009, Jomard et al., 2007, Lehmann et al., 2013). The timescales and acquisition rates of these 

studies are in contrast to longer term studies that utilise transient measurements and semi-permanent 

installations. In one study by Bièvre et al. (2012) transient time-lapse ER measurements were used to determine 

the role of fissuring on water infiltration over a 498 day period, by acquiring 4 time-lapse ER datasets in the 

unstable clay slopes of the Avignonet landslide in the Trièves area of the French Alps, France.  Although the 

campaign lasted over a year, resistivity datasets were acquired at 0 days, 29 days, 236 days and 498 days, showing 

an irregular acquisition schedule. Despite the relatively low-frequency and irregularity of acquisition, the time-

lapse approach suggests that the observed evolution of fissuring shows variations in resistivity that are related 

to the water storage capacity of the fissures. Higher-frequency dataset acquisition would benefit the monitoring 

of the evolution of fissure-aided infiltration. 

The use of semi-permanent 3D arrays and regular acquisition schedules are able to overcome the issues of 

irregular acquisition rates and 3D effects in 2D surveys, and pseudo-3D surveys interpolated from 2D datasets. 

These 3D effects occur where a feature that may not be directly located beneath the ER profile influences the 

data.  Such a study was described by Uhlemann et al. (2017), in which a semi-permanent time-lapse monitoring 

system was used to collect 3D ER data approximately every 2 days at the Hollin Hill landslide in North Yorkshire, 

United Kingdom. The study involved several other novel aspects beyond the incorporation of 3D data acquisition. 

First, inversion models were able to account for movement experienced by the electrodes in the sliding mass 

(Wilkinson et al., 2016), which can introduce significant errors in the data if not accounted for. Additionally, the  
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Figure 2.7: The results of a controlled test time-lapse ER survey by Travelletti et al. (2012) under artificial rainfall 
conditions (see text). The inverted ER images showing a decrease in resistivity in response to the increased saturation of 
the subsurface. Modified from Travelletti et al. (2012). 
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resistivity data were converted to gravimetric moisture content (GMC) by fitting of a Waxman-Smits model 

(Waxman and Smits, 1968) to laboratory experiments of wetting and drying of samples obtained from the site 

(Merritt et al., 2016). This allowed the production of volumetric images of GMC data, showing the 

hydrogeological variation in the landslide body both before and after a slope failure in December 2012 (Figure 

2.8).  

Other long-term time-lapse ER studies have utilised data in other novel ways in order to capture subsurface 

moisture variations within landslides over time. Studies utilizing non-inverted ER data as an indicator of 

hydrological variation have been made by several authors. These studies were able to detect features such as 

water table variations (Palis et al., 2017b), links between hydrological patterns and changes in apparent 

resistivity (Lebourg et al., 2010, Palis et al., 2017a) and relationships between resistance data and subsurface 

moisture dynamics (Merritt et al., 2018). In each of these studies, the data required significantly less processing 

than if tomographic inversion of the data had taken place. 

 

 

Figure 2.8: Volumetric images of gravimetric moisture content (GMC) derived from a 3D time-lapse ER system 
(Uhlemann et al., 2017) showing the progressive drainage of a landslide after significant movement in December 2012. 
Volumetric images shown here are from the later part of a monitoring campaign spanning over three years, and show the 
changes in GMC relative to a baseline model acquired at the beginning of the monitoring period in March 2010. Modified 

from Uhlemann et al. (2017). 

 

After conducting time-lapse surveys to confirm the application of ER to the Vence landslide in south-eastern 

France, Lebourg et al. (2010) used apparent resistivity correlations compared to rainfall and ground water levels 

to conduct multi-dimensional statistical analysis and determine pre- and post-rainfall states of the landslide over 

a 90 day monitoring period. The simultaneous presentation of individual apparent resistivity measurements 

alongside rainfall events over a 275 day monitoring period at a landslide at Ampflwang-Hausruck, Austria, by 

Supper et al. (2014) allowed for rapid observations of the response of measurements to rainfall events to be made 

without the need for time-lapse inversions. However, it is worth noting that Supper et al. (2014) still produced 

time-lapse inversions for detailed determinations of movement events and relationships with precipitation. At 
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the La Clapière landslide in the Alpes Maritimes, France, Palis et al. (2017a) compared the median apparent 

resistivity value from a semi-permanent ER system to a cumulative rainfall index, and observed both short-term 

decreases in resistivity associated with acute rainfall events, as well as longer seasonal variability linked to solar 

radiation. Apparent resistivity data from a 9.5 year monitoring period was statistically analysed using cluster 

analysis in a study by Palis et al. (2017b). The results of the study allowed the determination of distinct 

hydrogeological units within the landslide without the need to make assumptions about the local geology, 

identifying areas of the landslide that react differently to water infiltration. However, the authors ultimately 

recommend further work to establish petrophysical relationships between the resistivity and moisture content, 

similar to the approaches undertaken by Uhlemann et al. (2017). Merritt et al. (2018) utilised resistance 

measurements to conduct rapid observations of moisture dynamics at the Hollin Hill landslide in North 

Yorkshire, UK. The resistance data were derived from the same ER system used in the study by Uhlemann et al. 

(2017). As resistance data can be analysed before the process of inversion, the study proved to be a rapid means 

of assessing the near-surface of the Hollin Hill landslide to identify areas of potential preferential infiltration. 

This type of approach can prove useful for the determining areas of a landslide in which more computationally 

expensive investigations should be undertaken. 

 

2.4.4.2 Self-Potential (SP) 

Self-potential (SP) techniques measure the presence of naturally occurring charges in the earth surface, primarily 

streaming potentials and electrochemical potentials, although thermokinetic potentials and cultural activity may 

also be recorded (Colangelo et al., 2006). As such, SP is defined as a passive geophysical method. Potentials 

between pairs of electrodes are measured to create areal maps of variation in self-potentials. In the context of 

landslides, this is normally to determine areas of subsurface flow within the subsurface material. As with 

electrical resistivity, semi-permanent arrays of electrodes can be installed to facilitate high-frequency long-term 

monitoring campaigns. Tomographic inversion of 2D and 3D surveys can be undertaken to ascertain information 

in cross-section and volumes (Ozaki et al., 2014). 

Only one study used SP monitoring of landslides (Colangelo et al., 2006) in which temporal fluctuations of SP 

signals were monitored over a 24 hour period during a period of precipitation. A linear array of electrodes were 

deployed, and the data were inverted (to produce a tomographic inversion cross-section) to show the dynamics 

of subsurface flow during the rainfall event. The study describes in a qualitative manner the variation in flow, 

instead of moisture content as normally targeted by ER surveys. As the SP method does not give any information 

in itself on geological characterisation, the interpretations were made with the knowledge acquired from 

previous SP mapping and ER investigations of the landslide setting. 

 

2.4.5 Active seismic methods 

Active seismic methods provide information about the elastic properties of the media through which seismic 

waves travel. This reveals geomechanical properties of subsurface materials and can indicate changes in the 
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subsurface stress conditions associated with movement, as well as providing information on the porosity of 

materials, and in turn fluid flow characteristics. 

Seismic refraction (SR) and surface wave methods (SW) use field deployments of surface geophones linked to a 

seismograph to record properties of artificially generated seismic waves. In SR, the arrival times of compressional 

waves (P-waves) and shear waves (S-waves) are recorded. P- and S-waves are typically generated using an impact 

source (e.g., a sledgehammer). P-waves are generated by a vertical impact to a plate resting on the ground surface, 

and recorded using geophones sensitive to movement in the vertical direction. S-waves are generated by a 

horizontal impact to a plate coupled to the ground, and the resultant waves recorded by geophones sensitive to 

motion in the horizontal plane. The arrival times (‘first-breaks’) on each geophone give information about the 

refracted pathway taken by the wave between the source and geophone. This information can then be inverted 

to give a model of the P-wave or S-wave distribution in the subsurface, which can then be interpreted in terms of 

variations in elastic properties of the subsurface. 

SW methods record surface waves (primarily Rayleigh waves, although Love waves can also be analysed), which 

are typically much slower and of greater amplitude than refracted P-waves and S-waves. Analysing the frequency 

content of these waves can be used to produce dispersion-curves, which show phase velocity as a function of 

frequency. By analysing the fundamental mode energy in these images, a surface-wave velocity inversion is used 

to produce a 1D model of S-wave velocity as a function of depth. Lateral measurements of surface-wave velocity 

profiles can then be collated to produce 2D sections of interpolated S-wave velocity throughout the ground. 

Calculating S-wave velocity from surface waves is often preferred by investigators, as the field setup for acquiring 

surface waves is effectively the same as that of a P-wave SR survey, removing the need to repeat S-wave SR surveys 

to obtain S-wave velocities (Bergamo et al., 2016, Pasquet et al., 2015).  

Two case studies utilised active seismic monitoring methods in landslide settings. Of these, one used SR surveys 

(Grandjean et al., 2009) and one utilised SW methods (Bièvre et al., 2012). Both studies achieved the stated aims 

of the experiments, but show relatively poor potential for obtaining long-term datasets at frequent intervals; 

indeed no examples of semi-permanent installations of active source SR or SW applied to landslides are apparent 

in the literature. This is likely due to the relative complexity of remotely generating the necessary seismic sources, 

although analogous borehole systems do exist (Daley et al., 2007).  

 

2.4.5.1 Seismic Refraction (SR) 

In the study of Grandjean et al. (2009), the main focus of the time-lapse P-wave SR surveys were to determine 

fissure density during a simulated rainfall experiment on a landslide in the Laval catchment in Alpes-de-Haute 

Provence, France. The P-wave survey was undertaken using a 48-channel seismic system, using 40Hz geophones 

and a hammer source. The aim of the survey was to integrate the SR datasets with simultaneously collected ER 

datasets using a fuzzy logic approach. Direct analysis of the P-wave SR suggested that low P-wave velocities in 

the near-surface were due to increased fissure density. However, in contrast with the ER survey, P-wave SR 

showed very little change with increasing saturation over the course of the experiment, which underscores the 

usefulness of integrated use of SR and ER surveys. 
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2.4.5.2 Analysis of Surface Waves (SW) 

Bièvre et al. (2012) used the variations in SW dispersion (Rayleigh waves) to assess the state of fissuring in the 

clay-rich slopes of the Avignonet landslide in the Trièves area of the French Alps, France. Surface waves were 

acquired using 24 4.5Hz geophones, and a hammer source. Analysis of the surface waves using amplitudes and 

spectral ratios were undertaken for two different acquisition dates, one in January and the other in July, in order 

to determine relative differences between the states of fissuring on each occasion. The authors determined that 

the fissures remained open at these different times, with some possible minor variation in the depth of the 

fissures. 

 

2.4.6 Passive seismic methods 

In order to obtain continuous seismic data over longer monitoring periods, it is necessary to look to methods 

more typically adopted by the seismological monitoring community for the assessment of large scale natural 

hazards such as volcanoes and earthquakes (Daskalakis et al., 2016). In recent years, the application of passive 

seismic monitoring techniques have increasingly been applied to engineering issues (Öz, 2015), with notable 

advances in the field of ambient noise measurements and the application of spectral analyses to passive 

measurements (Park and Miller, 2008, Planès et al., 2016). Early work by Suriñach et al. (2005) identified changes 

in the frequency content of seismic records at avalanche and landslide sites that were associated with initiation 

of mass movement. 

Although the treatment and processing of passive seismic data varies depending on the intended use, the 

principal style of acquisition is essentially the same. A seismic recording instrument is left for a period of time to 

record signals that may be generated by movement within the landslide body, or signals that are generated by 

known or unknown, endogenous and exogenous sources. The instruments used can be geophones (typically for 

shorter recording periods), broadband seismometers, or other adapted sensors (e.g., accelerometers). Properly 

maintained and adequately powered semi-permanent installations of seismic sensors are able to record 

continuous datasets for very long time scales. For example, the monitoring period in a study by Renalier et al. 

(2010a) exceeded 2.5 years. Some studies employ sensor deployments for much shorter periods of time (i.e., <100 

days) (e.g., Amitrano et al., 2007), in what have been described here as short-term installations. These 

deployments are generally short due to equipment availability or the lack of in-field power sources to maintain 

long monitoring periods. Single sensor deployments can be used, for example to detect movements within an area 

(e.g., Amitrano et al., 2007), or multiple sensor deployments can be used for more detailed interpretations (e.g., 

Brückl et al., 2013). 

The case studies reveal a range of data analysis methods using passive seismic approaches. To simplify the 

description of approaches, the use of passive seismic methods is split into four categories: seismic horizontal-to-

vertical ratio measurements (S-H/V), event detection, characterisation and location (S-EDCL), seismic ambient 

noise cross-correlation (S-CC), seismic ambient noise tomography (S-ANT). 
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2.4.6.1 Seismic H/V ratio (S-H/V) 

The S-H/V technique involves recording ambient noise and analysing the Fourier amplitude spectra ratio 

between the horizontal and vertical components of the seismometer, known as the horizontal-to-vertical ratio 

(Chatelain, 2004, Nakamura, 1989). The resulting S-H/V spectral ratio curves can be used to determine relative 

seismic impedance in the subsurface, and can therefore identify changes in layer thicknesses or the presence of 

other features, such as slip planes. 

S-H/V methods have been used in two studies to monitor landslides (see Appendix A), but with two very 

different approaches. In Amitrano et al. (2007), S-H/V measurements were made from a short-term installation 

of a single broadband seismometer located at the Super-Sauze landslide in France. The calculated cumulative 

RMS of the S-H/V ratio for several frequency bands showed a correlation with periods of increased rainfall, 

indicating changes in the mechanical properties of sliding material during periods of acceleration. 

Imposa et al. (2017) utilised a transient measurement approach, using a sensor specifically designed for the 

acquisition of S-H/V readings. These readings were acquired at the same stations in two separate surveys 

separated by five years. For transient S-H/V  measurements, recording durations between 2 and 24 minutes are 

typically used (Acerra et al., 2002). The individual S-H/V spectral ratios that are produced per sensor location 

were processed and interpolated to produce cross-sections of seismic impedance, showing changes in the 

location of the potential slip surface post-failure. 

 

2.4.6.2 Seismic event detection, characterisation and location (S-EDCL) 

S-EDCL utilises the more traditional aspects of seismology commonly applied in earthquake and volcano 

monitoring. The approach is to detect events and classify them based on the source provenance and generation. 

This approach involves direct interpretation of the signals recorded by semi-permanent seismic sensors, either 

by identifying and classifying seismic events associated with movement in the landslide mass (i.e., ‘slidequakes’ 

(Gomberg et al., 1995)) or by precursory activity that may be linked to impending movement (a phenomenon 

observed in rockfalls and other brittle landslides (e.g., Bell, 2018, Poli, 2017)), or a response to recent increased 

infiltration (e.g., Palis et al., 2017a). A single seismic sensor installation is capable of achieving this type of 

monitoring (e.g., Amitrano et al., 2007), however, a network of seismometers is required to locate detected events 

(e.g., Walter et al., 2011). It is worth mentioning here that S-EDCL methods are also the only approaches used in 

the near real-time detection and characterisation of landslides at the regional scale (e.g., Kao et al., 2012, Manconi 

et al., 2016), and are commonly used in studies relating to rockfalls and other fast-failing landslides. 

An example of event detection and characterisation is described in Provost et al. (2017). In this study, the authors 

proposed an automatic classification system, in order to identify and separate seismic events recorded at the 

Super-Sauze landslide in France based on their source and provenance. Sources included signals from rockfalls 

and ‘slidequake’ events within the landslide, and earthquakes and ambient noise events originating from outside 

the landslide setting. Example seismic signals are shown in Figure 2.9. 
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Brückl et al. (2013) undertook seismic monitoring of the Gradenbach landslide in Austria. They were able to 

locate events recorded using six seismometers installed at the site, and noted increases in seismic activity up to 

1.5 months before the manifestations of slope deformations that coincided with snowmelt. Palis et al. (2017a) also 

noted increased seismic activity as a result of increased precipitation at the La Clapière landslide, France, aiding 

in the establishment of rainfall threshold values for slope movement at the site. 

 

 

Figure 2.9: Example of seismic event detection and classification at the Super-Sauze landslide. The types of seismic events 
include endogenous (rockfall and slidequake) and exogenous (earthquake and ambient noise) events. Modified from 
Provost et al. (2017). 

 

The studies by Gomberg et al. (2011) at the Slumgullion landslide in the US, Walter et al. (2011) at the Heumoes 

landslide in Austria, and Walter et al. (2012) at the Super-Sauze landslide in France are all summarised in a study 

by Walter et al. (2013). The authors related increases in seismic activity to brittle failure (i.e., fracture generation) 

of the landslide material, but also noted periods of movement that were not associated with increases in seismic 

activity. These aseismic movement events were related to periods of viscous creep, rather than brittle failure 

events. Location of the seismic sources of these events showed very different areas of seismic activity, and a strong 

association with the profile of the slip surface, the type of materials present, and the style of failure. Figure 2.10 

shows the slidequake events located at the Heumoes landslide using S-EDCL methods (Walter et al., 2013). 

 

2.4.6.3 Seismic ambient noise cross-correlation (S-CC) 

Cross-correlating signals from a pair of seismic sensors recording the same random ambient noise can be used to 

generate the impulse signature (Green’s function) of wave propagation between sensors (Wapenaar et al., 2010). 

Many sources of natural and anthropogenic noise can be utilised (for example, oceanic noise, vehicle traffic noise) 

if the source can be averaged over time to simulate a random ambient source. These cross-correlation functions 
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(CCFs) can be used to monitor variations in surface-wave velocity over time, indicating changes in the stress 

field of subsurface materials (Lecocq et al., 2014). 

Two of the case studies (Appendix A) utilise cross-correlation methods to determine variations in geological 

material strength over time within moving landslides (Mainsant et al., 2012, Renalier et al., 2010b). Renalier et al. 

(2010a) observed increases in seismic wave arrival times between two semi-permanent seismometers over a 32-

month monitoring period at the Avignonet landslide in the Trièves area of the French Alps, France. The 

differential in arrival times equated to an almost 0.2% decrease in velocity over time, with relative differences in 

ground motion between the seismometers only able to account for an equivalent of a 0.06% change in seismic 

wave arrival times. The authors concluded that the increase in arrival times corresponded to an increase in 

“damage” (i.e. fissuring and destruction of soil fabrics) to the material of the landslide. This area of damaged 

material was characterised by a stand-alone S-wave SR survey, in which the velocity of the damaged material was 

shown to be two to three times less than the surrounding undamaged area. 

 

 

Figure 2.10: Locations and magnitudes of slidequake (i.e., seismic activity generated by slope movement) events detected 
at the Heumoes landslide, Austria by several seismic networks. Events are identified by different size and colour dots on 
the map. The seismic networks include one semi-permanent installation (see “permanent network”) and several short-term 
deployments (see “field campaigns 2005 – 2008”). From Walter et al. (2013). 

 

A study by Mainsant et al. (2012) over a shorter period of 146 days at the Pont Bourquin landslide in Switzerland 

was able to detect variation in surface-wave velocities a few days before significant slope failure on the 19th August 

(Figure 2.11). A drop of 2% in surface-wave velocity occurred over a period of 20 days after heavy rainfall, with 
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the surface-wave velocity dropping a further 5% in the 7 days preceding a significant failure at the landslide. The 

study highlights the applicability of long-term seismic monitoring to determining variations in subsurface 

material strength, and the potential landslide predictive capacity of seismic monitoring. 

 

 

Figure 2.11: (a) The results from calculating changes in relative surface-wave velocity over time via cross-correlation of 
ambient noise seismic records by Mainsant et al. (2012). Decreases in velocity by 2% develop over 20 days (1), before a 
total decrease of 7% is observed (2) in the 7 days preceding a significant failure (shaded grey area). (b) The cross-
correlation coefficient and (c) the daily and cumulative rainfall. 

 

2.4.6.4 Seismic ambient noise tomography (S-ANT) 

A frequency-time analysis of the outputs from cross-correlations can allow for the generation of dispersion curves 

(Bensen et al., 2007), which can in turn be inverted for the S-wave velocity of the near-surface (e.g., Stork et al., 

2018). Interpolation of the inverted dispersion curves between sensor pairs allows for the production of images 

similar to those seen in previous active seismic and geoelectrical techniques. Linear deployments of sensors allow 

the acquisition of data in 2D profiles, and studies have been able to image landslide bodies in 3D using non-linear 

arrays, although these have not incorporated a time-lapse element yet (Renalier et al., 2010b).   

Only one case study produced these cross-section images by acquiring transient measurements on separate dates 

acquired from an array of 12 seismometers. In the study by Harba and Pilecki (2017) ambient noise data were 

acquired for 60 minute periods at two profiles using 12 seismometers. Measurements were made at the profiles 

at three separate dates over seven months. The study took place at the Just-Tegborze landslide in Nowy Sacz, 

southern Poland. The first acquisitions were made during a dry period in January 2015, the second acquisitions 
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in March 2015 after the spring thaw, and finally during a very wet period in July 2015. One-dimensional inversions 

of dispersion curves were performed on the cross-correlated signals between sensor pairs, and the subsequent 

interpolated 2D cross-sections showed variations in the shear-wave velocity distribution throughout the 

landslide mass between acquisition dates (Figure 2.12). The authors attribute the decreasing shear-wave velocity 

in the mid-section of the landslide to the increasing moisture content of the landslide associated with spring 

thaws and increased rainfall.  

 

 

Figure 2.12: The results of ambient noise tomography (ANT) undertaken on a series of transient measurements acquired 
from seismometers by Harba and Pilecki (2017). Ground moisture is increasing from January to July, likely causing the 
observed in decrease shear-wave velocity in the landslide body. 
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2.4.7 Integrated surveys 

The preceding section has focused on the individual methods utilised for the geophysical monitoring of 

landslides. One major limitation of geophysical investigations is the non-uniqueness of results obtained from 

surveys. The process of data inversion reduces this inherent ambiguity by providing spatial distributions of 

geophysical parameters. However, inversion of geophysical data is in itself a non-unique problem, as usually an 

infinite number of subsurface models can explain the data equally well and constraints need to be introduced to 

obtain the most likely subsurface distribution of the sought parameter. Although this non-uniqueness of both 

raw and inverted data can be addressed, one major limitation remains that an individual method is normally only 

sensitive to one physical property in the subsurface, the distributions of which may be variable in both time and 

space, and the occurrence of which may depend on several transient factors.  

 

2.4.7.1 Multi-parametric geophysical monitoring 

Multiple methods can reduce the uncertainty in the assumptions made about the ground condition by comparing 

the interpretations of each.  Further quantitative analysis can be made by the use of joint inversions that 

incorporate physically constrained factors when creating models of the ground condition. This approach is 

referred to here as ‘multi-parametric geophysical monitoring’.  

Relatively few examples are present in Appendix A in which more than one geophysical method has been utilised 

in a monitoring campaign. Multi-parametric geophysical monitoring campaigns (i.e., utilizing more than one 

acquisition method) have been  used in three of the studies identified in Appendix A, with all using ER and SR 

methods (Bièvre et al., 2012, Grandjean et al., 2009, Palis et al., 2017a). Typically, multi-parametric geophysical 

monitoring is successful where the sensitivities of the methods are unique (i.e., each geophysical method is 

sensitive to a different subsurface property) and complementary (i.e., each subsurface property plays a role in the 

stability of a slope). It is for this reason that the combination of ER (sensitive to hydrological properties) and SR 

(sensitive to mechanical properties) is prevalent. 

In the study by Grandjean et al. (2009), ER and SR surveys were carried out on co-located survey profiles across 

the Laval landslide in Draix, south French Alps. The results of the two independent surveys were fused using a 

fuzzy logical approach, utilizing probabilistic methods to test the validity of expert hydrological meta-

hypotheses across the area of the monitored subsurface. The data were fused using three ‘meta-hypotheses’, 

which are probabilistic functions that link the measured geophysical value to the probability of a particular 

condition in the ground. These meta-hypotheses are, i) the probability of the ground being fissured is 1 if Vp < 

300m/s, and 0 if Vp > 1500 m/s, ii) the probability of the ground being saturated is 1 if resistivity < 10 Ωm, and 0 if 

resistivity > 100 Ωm, and iii) the probability of the ground having high porosity is 0 if the slowness difference 

(defined as 1/Vs – 1/Vp) < 0.00055 s/m-1, and 1 if slowness difference > 0.0022 s/m-1. All probability functions are 

linear between the respective values indicating probability of 0 and 1. These meta-hypotheses are informed by 

empirical geotechnical observations obtained from separate geotechnical information.  
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This approach allowed for the independent results of each method to be combined during a controlled rainfall 

experiment, resulting in the quantification of the development of expected phenomena (e.g., presence of fissures, 

development of saturated zones and areas of high porosity). This study is the most in-depth attempt to fuse data 

in such a way that the output of the study is more robust than the typical cross-sections of property distributions 

normally found in geophysical surveys. The probabilistic approach of the study also pays significant attention to 

the reliability, or conversely the uncertainty, of the data, another area that can be overlooked in the application 

of geophysical methods. 

In the studies by Bièvre et al. (2012) and Palis et al. (2017a), the geophysical datasets are not interpreted in such 

a joined quantitative manner, but instead all contribute to the overall qualitative interpretation of the landslide 

processes at play in the individual studies. For example, Bièvre et al. (2012) exploited the sensitivity of electrical 

resistivity methods to the presence of water infiltrating fissures, and the effect of attenuation on surface-waves 

caused by the presence of fissures to determine extents of fissuring in the near-surface of the clay-rich Avignonet 

landslide. The different properties assessed by the two techniques were able to qualitatively confirm the 

hypothesis that fissuring played an important role in the infiltration of water at the landslide, despite the 

independent acquisition and processing of the datasets. Similarly Palis et al. (2017a) were able to link changes in 

the annual climatic cycle to variations in seismic monitoring responses and electrical resistivity values, allowing 

for a better understanding of the response of the landslide processes to external influences such as increased 

rainfall. 

 

2.4.7.2 Environmentally-coupled monitoring 

Incorporation of environmental data (e.g., rainfall data, displacement rates) allows for the temporal variations in 

geophysical monitoring data to be classified as being due to causative property changes in the landslide (e.g., 

increased saturation preceding failure) or resultant property changes (e.g., seismic responses generated by 

movement of the landslide). Incorporation of these external data sources is referred to in this review as 

‘environmentally-coupled geophysical monitoring’. The importance of monitoring environmental fluctuations has been 

noted by several authors. Luongo et al. (2012) stated the importance of a weather monitoring station at the 

location of a prototype semi-permanent ER system, and similar local weather data was collected in other studies 

(Uhlemann et al., 2017). Particularly with ER, external environmental variations, most notably thermal 

variations, have a strong influence on the data, and thermal effects need to be corrected (Lucas et al., 2017). 

The displacement of landslides does, however, present a problem for ongoing monitoring using geophysical 

methods. As mentioned previously, the success of monitoring campaigns depends on being able to spatially locate 

the datum at which measurements are being taken. In some types of geophysical monitoring approach, for 

example when using single-seismometer monitoring for event detection, the detailed location of the seismometer 

and its movement over time may not be of consequence to the aim of the monitoring (Amitrano et al., 2007). 

However, in some other methods, such as semi-permanent installations of ER arrays, movements in electrodes 

can have profound effects on the data quality, creating artefacts in the data if unaccounted for. This is typically 

overcome by periodic measurement of the movement of electrodes. These positional measurements need to be 

taken at a frequency at which movement can be captured. Recent advances in geophysical inversion have been 
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able to recover electrode movements over time, and therefore incorporate the movements in to the processing of 

ER data to prevent the introduction of data artefacts by electrode movements (Boyle et al., 2017, Loke et al., 2017, 

Wilkinson et al., 2010, Wilkinson et al., 2015). This has been an important step in developing the autonomy of 

semi-permanent installations, and has greatly improved the data quality available from such campaigns 

(Uhlemann et al., 2017). 

Establishing thresholds for landslide movement from geophysical data coupled with environmental data is a 

critical component of understanding subsurface process evolution.  Palis et al. (2017a) were able to establish a 

rainfall threshold of 3.5 ±1 mm day-1 above which the seismic sensors at the La Clapière recorded increased 

endogenous events associated with movement. Palis et al. (2017a) also showed that long-term analysis of rainfall 

with ER and S-EDCL methods allowed for the variable kinematics of the landslide to be established, with the 

authors noting delayed responses in displacement rates associated with the intensities, durations and repeat 

intervals of rainfall events. In many cases however, the determination of thresholds from rainfall alone coupled to 

geophysical responses, is unlikely to be successful unless the infiltration rate is well understood, as the subsurface 

moisture dynamics that can vary greatly depending on lithology, precipitation, temperature etc. are not captured 

by such a simplified relationship. This is particularly apparent where effective rainfall (i.e., the amount of water 

that arrives at ground level, which is not inhibited by evapotranspiration) or effective infiltration (i.e., the amount 

of water reaching the subsurface, which is not inhibited by evapotranspiration and surface runoff) is not taken 

into account. A further approach can therefore be to couple geophysical responses to monitoring measurements 

made from the subsurface, via the use of geotechnical monitoring methods. 

 

2.4.7.3 Geotechnically-coupled monitoring 

Even with the incorporation of multiple geophysical methods to landslide monitoring, the sensitivity of the 

geophysical method (or methods) is to the changes in the soil or rock property that is being monitored, rather 

than being a direct measurement of the property itself. For example, shear-wave velocity can be used to calculate 

shear-strength of the subsurface when other data (i.e. density data) are incorporated, but it is not a direct 

measurement of shear-strength. In order for geophysical measurements to be of use to end-users (who may not 

be geophysicists), the results need to be coupled to known parameters in the landslide environment. The 

relationship between geophysical measurements and the petrophysical properties of rocks and soils has most 

widely been applied in the hydrocarbon exploration industry (Barton, 2007). These coupling relationships are 

normally established by the careful selection and preparation of representative samples of subsurface material, 

upon which laboratory tests to determine the relationship between environmental influences (e.g., soil moisture), 

petrophysical properties (e.g., porosity, density), and a geophysical response (e.g., electrical resistance) can be 

established, as in the example of Merritt et al. (2016). A study by Carrière et al. (2018) into the rheological 

properties of soil samples from six clay-rich landslides across Europe recommended the application of 

geophysical methods for determining the properties of slide-to-flow dynamics. The main challenge to 

establishing reliable geophysical-petrophysical relationships is that of sample selection, and ensuring that 

samples collected and tested are representative of the conditions of subsurface materials, as landslides typically 

have highly heterogeneous subsurface conditions (van Westen et al., 2006).  
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Upon the establishment of such relationships, the ability to then compare the results of these geophysical-

petrophysical relationships with data gathered from sensors installed in landslides is referred to here as 

‘geotechnically-coupled monitoring’. Lehmann et al. (2013) determined the relationship between soil moisture as 

measured by time-domain reflectometer (TDR) sensors at the same time as ER measurements during two 

simulated rainfall tests. From this relationship, they were able to produce cross-sections of volumetric moisture 

content (VMC) and demonstrate the variations in VMC over time. In a study by Lucas et al. (2017) VMC was 

measured directly by several sensors on site, and the data used to derive a relationship between ER measurements 

and VMC, allowing for reliable spatial subsurface mapping of VMC. The authors noted the benefit of using ER 

for determining VMC values at a large spatial resolution, but noted the need for care in calibrating the ER 

measurements to determine VMC. In a similar study, Travelletti et al. (2012) were unable to establish a 

relationship between moisture content and ER data due to issues with non-uniqueness in the ER data, and 

scalability issues with using sparsely located moisture content measurements derived from point-sensors. This 

issue of inherent heterogeneity and extrapolation of data from a sparse network of direct measurement sensor 

remains a challenge for geotechnically-coupled geophysical monitoring.  

Uhlemann et al. (2017) established a relationship between ER values and laboratory determined values of 

gravimetric moisture content (GMC) from samples collected at the landslide site rather than using 

measurements derived from sensors during the geophysical monitoring period, although retrospective 

comparison between the ER-derived GMC and sensor-measured GMC was in good agreement. The authors were 

then able to establish a failure threshold based on GMC, rather than rainfall, a measurement that better reflects 

the complex interactions between rainfall and subsurface moisture. In particular, estimated values of subsurface 

moisture content have implications for soil suction, which can be one of the most important stabilising forces in 

landslides (Toll et al., 2011). 

The complexities of establishing such relationships in practice are identified by Hen-Jones et al. (2017), who 

identified that such geotechnically-coupled relationships often display hysteretic behaviour in relation to 

seasonal variations, adding a temporal heterogeneity to the already present spatial heterogeneity present in 

landslide settings. An additional consideration is that, in a similar way that geophysical responses can be caused 

by a multitude of factors, geotechnical property variations can have a variety of causes. For example, the reduction 

of shear-strength in soils due to loss of suction in wetting and drying cycles, and soil fabric deterioration across 

successive seasonal cycles (Hen-Jones et al., 2017).  

 

2.5 Discussion 

2.5.1 Strengths in geophysical monitoring of moisture-induced landslides 

There are three areas in which geophysical monitoring of landslides is particularly successful. These are: 

 Providing high-resolution spatial information on landslide features (i.e., discrete spatial features). 

 Providing high-resolution temporal information on the evolution of landslide processes (i.e. analysing 

how a subsurface property has changed over time and inferring the causal process). 

 Calibrating and coupling data with other sources of environmental and geotechnical information. 
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The first area, the provision of high-resolution spatial information on landslide setting features, is an extension 

of the aforementioned benefits of geophysical methods in earlier sections (Jongmans and Garambois, 2007, 

McCann and Forster, 1990). The same advances in technology that have allowed for the establishment of 

permanent monitoring installations have also allowed for greater measurement accuracy and resolution (Loke et 

al., 2013). The application of geophysical methods to image the subsurface between direct measurement locations 

is well established (Parsekian et al., 2015), and typically is where the use of near-surface geophysical methods 

lends most benefit to ground investigations. This can allow identification of features including the slip surface 

(Harba and Pilecki, 2017), analysis of the volumetric extent of disturbed materials (Uhlemann et al., 2017), and 

identification of deformation features and preferential infiltration pathways (Bièvre et al., 2012). Images, 

produced by tomographic inversion of data, can be assessed by comparative image analysis (e.g., Friedel et al., 

2006), or through difference analysis compared to an initial image (e.g., Lucas et al., 2017). Direct measurements 

from these sources is near essential in the accurate interpretation of geophysical images, highlighting the 

complementarity between well-sited direct measurements (the placing of which can be optimised by geophysical 

methods) and geophysical images of the subsurface. The geophysical images produced are further enhanced by 

the expansion from 2D to 3D data capture (Uhlemann et al., 2017) and relation to property distributions 

(Crawford and Bryson, 2018, Lehmann et al., 2013). 

The second area of strength for monitoring relates to the progression of landslide processes. These processes 

include rapid moisture infiltration in response to acute rainfall (Travelletti et al., 2012), seasonal variations in 

subsurface moisture content (Uhlemann et al., 2017), short-term variations in ground saturation (Lehmann et al., 

2013) and material strength (Mainsant et al., 2012) immediately preceding failure, measurements of flow in 

landslide bodies (Colangelo et al., 2006) and detection of landslide movement (Brückl et al., 2013). The temporal 

resolution of data that can be obtained from geophysical monitoring campaigns in many cases can match those 

of installed point sensors (i.e., daily or sub-daily measurements), whilst in many cases still producing subsurface 

images that cannot be obtained from such sensor networks (Supper et al., 2014). 

The third area is the one in which most development is required, but perhaps the area in which the most stands 

to be gained for monitoring of landslides. Demonstrated data-coupling approaches include linking changes in 

geophysical measurements to rainfall (Palis et al., 2017a) and ground moisture (Uhlemann et al., 2017) thresholds 

preceding failure, establishing property relationships between volumetric moisture content and ER 

measurements (Lehmann et al., 2013, Lucas et al., 2017) and shear strength parameters and ER measurements 

(Crawford and Bryson, 2018). It is in this area that geophysical monitoring approaches can contribute most to 

LoLEWS, not only due to the spatial and temporal resolution of data, but by linking these data to other areas of 

landslide study that can be understood by the wide range of stakeholders involved in the establishment, 

maintenance and management of LoLEWS.  

S-EDCL approaches are well represented in the literature, but currently deal primarily with a retrospective 

analysis of seismic signals generated by landslides failure. ER monitoring is particularly well suited to monitoring 

precursory infiltration and subsurface movements and distributions of water, which is a key driver in the 

destabilisation of landslides through the reduction of matric suctions in partially saturated conditions (Toll et 

al., 2011). In addition to this, the application of ER monitoring has seen large interest not only in the field of 

landslide investigation and monitoring (Perrone et al., 2014), but also in other areas of hydrogeophysical research 
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(Binley et al., 2015). This interest has driven technological advancements in the application of geoelectrical 

monitoring of landslides, something which is likely reflected in the increasing length of monitoring periods and 

frequency of dataset acquisition over time. A geotechnically-coupled approach is important in informing the 

predictive capacity of geoelectrical monitoring systems. When integrated with transmission of data from site to 

stakeholders via telemetry, it can allow for near-real time monitoring of conditions as they move toward critical 

hydrogeological failure states. 

In summary, the success of ER methods to monitoring of landslides is due to the longevity of the monitoring 

periods that can be achieved (e.g., Palis et al., 2017b), the resolution at which datasets can be acquired (e.g., 

Supper et al., 2014), the use of semi-permanent installations of geophysical monitoring infrastructure coupled 

with environmental and geotechnical sensor networks (e.g., Uhlemann et al., 2017), the ability for the results to 

be related to subsurface properties pertinent to landslide processes (e.g., Crawford and Bryson, 2018, Lucas et al., 

2017) and in some cases the ability to yield critical subsurface information with minimal post-acquisition 

processing (e.g., Lebourg et al., 2010, Merritt et al., 2018). 

 

2.5.2 Challenges to geophysical monitoring of moisture-induced landslides 

Of the methods assessed in this review, ER monitoring has the greatest potential for monitoring subsurface 

material properties that may lead to slope failure. This is despite limitations surrounding power supplies to 

instruments, the practical considerations of deploying an electrode array in topographically difficult terrain and 

the limitation of high-resolution spatial information to the near-surface. With regards to semi-permanent ER 

monitoring, these issues have mostly been addressed as many of the semi-permanent ER systems in this review 

have been developed specifically for landslide monitoring, whilst other approaches have adapted existing 

equipment and methodologies. Further technological developments are still required in these approaches to 

optimize their application to landslide monitoring. 

Active seismic methods (SR,SW) require the use of impulsive sources for generating seismic waves on site, 

limiting their use to transient measurements rather than semi-permanent installations (e.g., Grandjean et al., 

2009, Renalier et al., 2010a) as no remote impulse generators exist for this application in surface deployed arrays 

(Daley et al., 2007). Other methods, such as SP, seem to be less used due to potential ambiguities in data 

interpretation, and the heavy reliance in determining subsurface conditions, such as lithology, from other sources. 

However, the single example of SP monitoring by Colangelo et al. (2006) demonstrates the value of SP 

approaches, particularly when included as part of a wider geophysical, environmental and geotechnical landslide 

monitoring campaign (Perrone et al., 2004). The passive approach provided by SP monitoring should lend itself 

to integration into new and existing geophysical monitoring observatories, as the infrastructure required is 

significantly less than that required for the establishment of ER monitoring systems.  

Whilst passive seismic methods are widely used to retrospectively analyse the patterns of seismicity associated 

with landslide movements, their use to monitor the evolution of subsurface conditions preceding failure is 

underutilized. This can be considered a missed opportunity, particularly given their ability to monitor at higher 

temporal resolutions than active geophysical methods, and image to greater depths (where such imaging 



Chapter 2: Literature review 
 

 

 

 
62 

 

capabilities can be employed, such as using S-ANT). This is despite the field of passive seismic monitoring being 

both highly developed and widely applied in monitoring both macroseismic (e.g., Öz, 2015) and microseismic 

(e.g., Chambers et al., 2010) events in a wide range of applications, including hydraulic fracture stimulation, 

geothermal systems, waste storage (e.g., CO2) and mining. Seismic monitoring is also not uncommon in landslide 

monitoring, most commonly for detection and analysis of rockfall failure events (e.g., Hibert et al., 2017, Manconi 

et al., 2016, Partsinevelos et al., 2016). Similar approaches have been undertaken in some of the case studies 

identified in this review, such as event classification (Palis et al., 2017a) and event location (Brückl et al., 2013).  

A significant challenge common to most geophysical monitoring applications remains the large volumes of data 

that can be acquired and the time requirements to quality assess, process and interpret these data. Currently, 

most data is still assessed and processed manually, although significant strides in acquisition methods, 

automated filtering, inversion methods have increased productivity in these areas (Loke et al., 2013). Challenges 

such as the accounting for movements in electrodes in active landslides (Wilkinson et al., 2010, Wilkinson et al., 

2015) have been overcome, although similar challenges remain in the areas of automated image and pattern 

analysis (Chambers et al., 2015, Ward et al., 2016), the development of which would significantly reduce the 

requirement for manual processing of monitoring data. While robust hardware for geophysical monitoring seems 

to have reached good operational standards in recent years, developments in the associated software capabilities 

are still required to optimise the monitoring process. 

 

2.5.3 Future look and opportunities 

Currently, the only other methodology that is able to deliver robust monitoring capabilities and soil and rock 

property identification in a similar manner to semi-permanent ER monitoring systems are long-term passive 

seismic monitoring campaigns.  A particularly novel but promising approach to passive monitoring is the use of 

ambient noise monitoring at landslide sites, with studies by Harba and Pilecki (2017), Mainsant et al. (2012) and 

Renalier et al. (2010a) demonstrating particularly interesting results. The predictive capacity of using cross-

correlations of ambient noise is made clear in the study by Mainsant et al. (2012), where relative velocities in 

surface-waves are seen decreasing days before slope failure. Critically, this failure did not seem to be linked to 

obvious changes in the rainfall regime, suggesting that a long-term retrospective establishment of threshold 

values from rainfall data would not have worked in this landslide setting. The production of subsurface images 

of S-wave velocity from ambient noise recordings by Harba and Pilecki (2017) also shows that passive monitoring 

methods can determine subsurface properties and produce images at similar spatial resolutions to transient SR 

and SW surveys. However, improvements to the methodology described in Harba and Pilecki (2017) could 

improve the robustness of the results. Ambient noise sources ideally need to be both stable in time and non-

directional, although the former can be overcome by averaging over increased measurement times (e.g., Mainsant 

et al., 2012). In the case study by Harba and Pilecki (2017), the acquisition of 60 minute datasets derived from 

traffic noise may not be sufficient to reliably reconstruct the Green’s function of an ambient noise field. Accurate 

reconstruction of the Green’s function is crucial due to the accuracy of the imaging capability. The deployment 

of permanent arrays, from which longer ambient noise records could be extracted, would greatly improve the 

reliability of the results. Despite this, the case study by Harba and Pilecki (2017) is one of the only attempts to 



Chapter 2: Literature review 
 

 

 

 
63 

 

create subsurface images from ambient noise for the purpose of monitoring landslides. As such, it represents an 

important step in providing increased temporal and spatial subsurface geophysical models of landslides, and 

demonstrates the capacity for employing such approaches in future studies. 

Crucially, unlike transient SR and SW surveys, subsurface images produced from ambient noise have the 

potential to be produced at a similar acquisition frequency to long-term semi-permanent ER monitoring systems. 

Recent developments in technology, particularly around linear Distributed Acoustic Sensing (DAS) monitoring 

show the potential for these new senor types to replicate the resolution of traditional transient SW surveys, but 

at much higher data acquisition frequencies (Dou et al., 2017). Developments in this field, potentially into 3D 

surveys, will be particularly relevant to the monitoring of landslides. Renalier et al. (2010b) demonstrate the 

application of these ambient noise applications using a network of seismometers to create a 3D image of a 

landslide body, but without a time-series element to the data. Similarly, while some non-monitoring studies have 

analysed seismic data and inferred property distributions from active seismic measurements (Uhlemann et al., 

2016a), this has not been applied to time-lapse seismic studies, actively or passively acquired, and represents a 

significant gap in the field. 

Therefore, there appears to be three areas in which seismic monitoring can be improved for the application of 

monitoring landslides: by utilizing ambient datasets acquired by dense seismometer networks or DAS arrays over 

longer periods of time, by attempting to link changes observed in these datasets to subsurface properties, and by 

producing high-resolution spatial images of the subsurface from passive data. In the past, a barrier to improving 

resolution of ambient noise surveys has been the cost associated with broadband seismometers typically used for 

very sensitive planetary-scale measurements. However, recent studies in other areas show the successful 

deployment of low-cost, low-energy consumption geophone based networks for the monitoring of glaciers 

(Martinez et al., 2017), infrastructure (Olivier et al., 2017, Salvermoser et al., 2015) and landslides (Deekshit et al., 

2016). Similar moves toward lower-power, lower-cost systems in ER monitoring are also apparent (Chambers et 

al., 2016), which will increase the availability and application of geophysical monitoring in the field. 

The simultaneous acquisition of continuous passive seismic and ER data would open up opportunities for the 

further development of integrated quantitative processing and inversion, further increasing the usefulness of 

geophysical monitoring data. The near-real time element of some monitoring systems could therefore be used for 

near-time modelling and decision making on high-risk slopes endangering critical social or economic 

infrastructure, or risk to human life. 

 

2.5.4 The contribution of geophysical methods to LoLEWS 

The compilation of catalogues of landslide events are often the first step to constructing landslide inventory maps. 

These maps inform the designation of zones based on their level of risk to landslide events (Fell et al., 2008, van 

Westen et al., 2006). Implementation of appropriate land use planning and subsequent enforcement of this 

planning is arguably the most effective tool for mitigating future risk from landslide events, and can be practiced 

at different scales (Cascini, 2008). However, in some situations, the presence of risk from landslides may exist in 

the absence of appropriate risk zonation maps, or may become apparent in the later development of land. 
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Changing environmental conditions can also induce new landslide events, or reactivate dormant landslide 

activity (Gariano and Guzzetti, 2016). In these instances, different courses of action must be taken to mitigate 

the risk from future landslide events.  

In cases where the elements at risk of a landslide hazard cannot be relocated, or are of high socioeconomic value 

(Manconi and Giordan, 2015) or where structural mitigation measures would be too resource intensive, 

undesirable or ineffective, the implementation of LoLEWS may be the preferred option for risk mitigation 

(Intrieri et al., 2012). The concept of an early warning system applied to natural hazards can be defined as 

“…monitoring devices designed to avoid or to mitigate the impact posed by a threat” (Medina-Cetina and Nadim, 2008). 

LoLEWS for landslide monitoring require a detailed understanding of the triggers and mechanisms in order to 

be effective (e.g., Manconi and Giordan, 2016). Successful LoLEWS must include a detailed understanding of the 

character of the landslide, the processes acting on the slope, and the response of the slope to external influences, 

such as increased infiltration (SafeLand, 2012). The main components of a generic LEWS are shown in Figure 

2.13. 

 

 

Figure 2.13: Four main activities of Landslide Early Warning Systems reproduced from Intrieri et al. (2013). Sections 
underlined show the areas in which geophysical investigations and/or geophysical monitoring can be used to assist in 
LEWS. 

 

Typically, LoLEWS are established by acquiring and monitoring changes in both environmental (i.e., rainfall, 

temperature, soil moisture content, pore water pressure) and kinematic (i.e., slope movement) data (Uhlemann 

et al., 2016b). Commonly, these data are acquired through geomorphological mapping, geodetic surveys and 

borehole measurements (e.g., inclinometers) are used in monitoring campaigns. Data can also be acquired from 

sensors measuring piezometric head, tilt and soil suction. More recently, wireless sensor networks comprising 

sensors with low-power requirements and large data-storage or telemetric capabilities have been deployed in 

landslide settings to acquire direct measurement data with higher spatial and temporal resolution (Ramesh, 

2014). Despite these advances, logistical and economic constraints remain barriers to optimum data acquisition 

for the establishment of effective LoLEWS. Currently, geophysical investigations and monitoring methods are 

not widely used in LoLEWS. 
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Table 2.3 shows the contribution that geophysical monitoring approaches can make to the four stages of 

establishing LoLEWS, as defined by Intrieri et al. (2013) and shown in Figure 2.13. Entries highlighted green are 

those areas in which capability has been demonstrably developed. Orange entries indicate those areas in which 

challenges still exist but where the requisite technology may have been applied to other areas of geophysical 

monitoring outside of landslide studies, for example, in the automatic detection of geophysical responses, and 

installation of high-resolution monitoring arrays. Entries in red indicate areas in which significant development 

is still required before operational deployment to a field setting, the most significant one of which being the 

ability to issue reliable warnings based on the integration of environmental, geotechnical and geophysical data. 

 

2.6 Conclusions 

The use of geophysical monitoring systems to assess the evolution of subsurface property distributions and 

changes over time have been reviewed. The benefit of long-term geophysical monitoring campaigns in assessing 

the evolution of MIL is demonstrable. A significant advantage of the use of geophysical monitoring systems is 

their complementarity with existing monitoring systems. Many areas of landslide monitoring are highly 

developed, with innovative advances in technology progressing a wide range of applications. Developments in 

UAV technology (Walter et al., 2009), interferometric synthetic-aperture radar (InSAR) (Hilley et al., 2004) and 

other remote sensing capabilities (Kirschbaum et al., 2015) have increased the temporal and spatial resolution at 

which surface deformations can be monitored. Geophysical data can enhance the deformation data captured by 

these technologies by providing an understanding of the subsurface processes driving them, something that is 

not achievable at such high temporal and spatial resolutions with other monitoring methods. Sensor technology 

has also advanced, with installations of tiltmeters, inclinometers and piezometers being enhanced with the 

addition of shape acceleration arrays, acoustic-emission waveguide sensors and tensiometers (Uhlemann et al., 

2016b). Geophysical methods are able to interpolate between the locations of these direct measurements, 

extending by proxy the spatial coverage of these sensor types. 

Key advances in the field of geophysical monitoring in the last decade include: 

 Telemetric capabilities in geoelectrical and seismic monitoring methods, increasing the length of 

monitoring periods and allowing near-real time data acquisition. 

 Coupling of geophysical data to geotechnical properties, particularly in the field of ER. 

 The potential for integration of passive seismic and ER methods to decrease uncertainty in single-

method geophysical monitoring campaigns. 

A key area for future development is the implementation of multi-parametric monitoring with geotechnically-

coupled approaches. This can be achieved through better calibration of geophysical measurements with 

geotechnical data, and the establishment of threshold values for failure based on these outputs. 

Recent advances in incorporating slope displacements in the data processing phase of geophysical monitoring 

campaigns has greatly reduced the presence of artefacts in the resultant subsurface images (Wilkinson et al., 

2010, Wilkinson et al., 2015), as well as advances in the inversion of time-lapse data (Loke et al., 2013) and 

automated image analysis (Chambers et al., 2015, Ward et al., 2016). The establishment of site-specific 
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geotechnical-geophysical relationships to obtain the subsurface spatial distribution of geotechnical properties, 

and the ability to monitor changes in these properties over time, is valuable to a wide range of end-users and stake 

holders (Crawford and Bryson, 2018, Merritt et al., 2016, Uhlemann et al., 2017). The developments highlighted 

in this review underscore the potential for the combined use of geophysical monitoring methods with existing 

remote sensing, earth observation and direct measurement monitoring approaches to improve the current 

capacity for high-resolution LoLEWS (Intrieri et al., 2013, Intrieri et al., 2012). 

 

Table 2.3: The contributions that geophysical monitoring approaches can make to LoLEWS in the context proposed by 
Intrieri et al. (2013) in Figure 2.13. Those contributions highlighted red indicate areas in which the most development is 
still required, those in orange are where research is currently being undertaken but not yet applied to the monitoring of 
MIL, and green identifies those areas in which geophysical monitoring can already contribute the LoLEWS on MIL. 

LoLEWS Activity (after 

Intrieri et al., 2013) 

Contribution by geoelectrical monitoring 

methods 

Contribution by passive seismic 

monitoring methods 

Monitoring 

Instruments 

installation 

Installation of semi-permanent 2D monitoring arrays Installation of seismometer(s) 

Installation of semi-permanent 3D monitoring arrays Installation of dense networks of low-cost, 

low-power seismic sensors or DAS arrays 

Data collection Regular, short-time scale (≤1 day) data acquisition Continual data recording 

 Large data storage or telemetric capabilities 

Data 

transmission 

Telemetric capability can send data to central observatory 

Data 

elaboration 

Integration of data with environmental,  geotechnical and kinematic data collected simultaneously 

from locally installed sensors 

Forecasting 

Data 

interpretation 

Automatic image analysis and change detection of 

hydrogeological process through time-lapse imaging 

Automatic seismic event detection 

Automated geotechnical-coupled and 

environmentally coupled monitoring 

Automated event classification 

Automated event location 

Comparison 

with thresholds 

Establishment of relevant subsurface hydrogeological thresholds preceding movement (e.g., moisture 

content, shear strength) 

Forecast 

methods 

Monitoring of subsurface conditions toward 

hydrogeological failure threshold 

Monitoring of subsurface conditions toward 

geomechanical failure threshold 

Warning High-resolution spatial and temporal geophysical monitoring, calibrated with and linked to 

environmental, geotechnical and kinematic data to provide multi-level warnings based on monitoring 

of several physical subsurface parameters 
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Abstract 

Seismic refraction tomography provides images of the elastic properties of subsurface materials in landslide 

settings. Seismic velocities are sensitive to changes in moisture content, which is a triggering factor in the 

initiation of many landslides. However, the application of the method to long-term monitoring of landslides is 

rarely used, given the challenges in undertaking repeat surveys and in handling and minimizing the errors arising 

from processing time-lapse surveys. This work presents a simple method and workflow for producing a reliable 

time-series of inverted seismic velocity models. This method is tested using data acquired during a recent, novel, 

long-term seismic refraction monitoring campaign at an active landslide in the UK. Potential sources of error 

include those arising from inaccurate and inconsistent determination of first-arrival times, inaccurate receiver 

positioning, and selection of inappropriate inversion starting models. At the site, a comparative analysis of 

variations in seismic velocity to real-world variations in topography over time shows that topographic error alone 

can account for changes in seismic velocity of greater than ±10% in a significant proportion (23%) of the data 

acquired. The seismic velocity variations arising from real material property changes at the near-surface of the 

landslide, linked to other sources of environmental data, are demonstrated to be of a similar magnitude. Over the 

monitoring period subtle variations in the bulk seismic velocity of the sliding layer are observed that are 

demonstrably related to variations in moisture content. This highlights the need to incorporate accurate 

topographic information for each time-step in the monitoring time-series. The goal of the proposed workflow is 

to minimize the sources of potential errors, and to preserve the changes observed by real variations in the 

subsurface. Following the workflow produces spatially comparable, time-lapse velocity cross-sections 

formulated from disparate, discretely-acquired datasets. These practical steps aim to aid the use of the seismic 

refraction tomography method for the long-term monitoring of landslides prone to hydrological destabilization. 
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3.1 Introduction 

The implementation of robust and appropriate monitoring strategies is critical for the ongoing assessment of 

potentially destabilising processes in landslide systems (Angeli et al., 2000). Near-surface geophysical methods 

are increasingly used to monitor the subsurface conditions of landslides susceptible to hydrological 

destabilization (Perrone et al., 2014, Whiteley et al., 2019), most commonly by active-source DC electrical 

resistivity (ER) (e.g., Lucas et al., 2017, Uhlemann et al., 2017)  and passive-source seismic monitoring (e.g., 

Walter et al., 2012). ER can provide information on the moisture dynamics of an unstable slope, and passive-

source seismic can provide information on the kinematics of failure events. One major advantage of active-source 

geophysical methods, such as ER, is their ability to produce spatially high-resolution, time-lapse tomographic 

images of the subsurface. However, the majority of seismic landslide monitoring campaigns utilise passive-source 

methods, which provide superior temporal resolution, but are limited in their spatial resolution due to practical 

limitations on the number of sensors in an array.  

Seismic refraction (SR), an active-source seismic tomography method, can characterize the spatial 

heterogeneities in elastic properties of materials in landslide systems (e.g., Uhlemann et al., 2016a). SR determines 

the travel-time of artificially generated seismic waves, to build up a series of travel-times for waves propagating 

through the subsurface. These travel-times are inverted to produce subsurface models of seismic velocity. The 

two types of body waves used in SR, P-waves and S-waves, propagate through subsurface media at different 

speeds depending on lithological and physical properties. The P-wave velocity, 𝑉𝑝 is given by 

 𝑉𝑝 =   √𝐾+
4

3
𝐺 

𝐷
   ,        Equation 3.1 

in which 𝐾 is the bulk modulus (a measure of a material’s resistance to uniform compression), 𝐺 is the shear 

modulus (a measure of a material’s resistance to shear strain) and 𝐷 is material density. The S-wave velocity, 𝑉𝑠, 

is given by 

  𝑉𝑠 =  √
𝐺

𝐷
   .        Equation 3.2 

In solid rock, the relationship between seismic velocity and saturation has been empirically demonstrated, and 

is relatively well understood. Considering a fully saturated rock, as liquid (with a higher 𝐾; Equation 3.1) in pore 

spaces initially become replaced by gas, Vp decreases rapidly and Vs decreases with increased saturation due to 

changes in bulk density and shear modulus (Equation 3.2) (Wyllie et al., 1956). These seismic attributes and their 

relationship to the petrophysical properties of rock can be used to determine the effects of saturation on seismic 

velocity (e.g., Biot, 1956, Gassmann, 1951). 

In soils, the effect of variations in saturation on seismic velocity is less well-understood. Existing evidence 

indicates that both the distribution of moisture throughout the soil structure, as well as the influence that 

capillary forces have on effective pressure, influence Vp at small scales (Romero-Ruiz et al., 2018). Experiments in 

artificial, well-mixed, homogenous soils, have demonstrated that Vp decreases with increasing saturation (Lu and 

Sabatier, 2009) and similar results have been obtained from laboratory measurements on undisturbed samples of 
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Loess soils (Flammer et al., 2001). These decreases in Vp are dominated by changes in the matric potential of the 

soil (related to capillary forces). The effects of capillary forces are likely to be very different between artificial and 

natural soils, with the former having no internal structure or little consolidation, both of which reduce the 

influence of capillary forces.  

Despite this lack of understanding on the precise mechanism by which seismic velocities are influenced by 

moisture content in soils, seismic attributes are still routinely used in larger scale field studies to assess 

characteristics of near-surface sediments. The ratio between Vp and Vs (Vp/Vs) can be used to assess lithology, 

strength and quality, structure and saturation of near-surface sediments for geotechnical investigations 

(Bhowmick, 2017). Seismic surveys to obtain in-situ Vp, Vs and Vp/Vs have been used to image physical properties, 

including ground saturation, in the field (Dashwood et al., 2019, Pasquet et al., 2016b), and have been used to 

monitor shallow saturation processes in the laboratory (Pasquet et al., 2016a). Poisson’s ratio, a property closely 

related to Vp/Vs ratio which measures lateral strain to axial strain, has been shown to relate to porosity in near-

surface sediments, and can be used to determine areas of  localised saturation (Uhlemann et al., 2016a, Uyanık, 

2011).  

The use of SR as a tool for long-term landslide monitoring is almost absent from the literature. Examples of active-

source seismic landslide monitoring campaigns focus on the characterization of surface fissures (see Bièvre et al., 

2012, Grandjean et al., 2009) rather than the monitoring of moisture-induced elastic property variations. The 

dearth of studies using SR as a long-term monitoring tool for landslides is likely due to the complexity of 

managing and minimizing the several sources of error in the individual surveys (i.e., time-steps) that comprise a 

monitoring time-series. In this study, a methodology to acquire, process and invert a long-term SR time-lapse 

dataset collected from an active landslide is presented. The use of SR in a monitoring campaign at an active 

landslide site has not previously been implemented. The methodology is applied to time-lapse SR monitoring at 

a site of active slope failure in North Yorkshire in the UK. This study aims to develop a practical approach for 

active-source time-lapse seismic surveying of vulnerable slopes, and to demonstrate the applicability of high 

spatial resolution subsurface monitoring using SR. The approach taken is summarised in a workflow, from which 

a practical walkthrough of how the time-lapse SR data were acquired, processed and inverted using a novel two-

stage inversion procedure is presented. The importance of incorporating the topography of the landslide surface 

from every survey (i.e., for each time-step) in a monitoring campaign is highlighted. Summary results from the SR 

monitoring campaign are presented and discussed, and support the use of SR to monitor moisture dynamics at 

active landslide sites. The approach and results of this study should be of interest to researchers studying the 

evolution of subsurface processes acting to destabilise landslide systems (Jaboyedoff et al., 2019), and to those 

using geophysical methods in landslide early-warning systems (Intrieri et al., 2012) and monitoring 

environmental changes. 

 

3.2 Seismic refraction tomography monitoring at the Hollin Hill Landslide Observatory  

The Hollin Hill Landslide Observatory (HHLO) in North Yorkshire, UK (Chambers et al., 2011, Merritt et al., 

2013), is operated by the British Geological Survey. The landslide comprises an interbedded series of Lower and 
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Middle Jurassic sandstones and mudstones (Figure 3.1), namely the Whitby Mudstone Formation (WMF) and 

Staithes Sandstone Formation (SSF).  

 

 

Figure 3.1: A simplified conceptual model of the HHLO (modified from Uhlemann et al., 2016a), indicating movement 
domains, slip-surface, indicative positon of water tables, and main lithological units comprising the Whitby Mudstone 
Formation (WMF) and Staithes Sandstone Formation (SSF). 

 

The moisture content of the WMF controls displacement occurrence at the site. The WMF is of low permeability 

and drains slowly into the underlying SSF. Hence, during periods of increased precipitation, moisture content 

within the WMF increases quickly (creating localized perched groundwater tables), and decreases slowly during 

periods of lower precipitation. Slope failure is most likely during these periods of intense and prolonged rainfall. 

Seasonal variations in moisture content, linked to regional groundwater levels and local infiltration of rainwater, 

decrease restraining soil-suction forces (potentially producing destabilising positive pore-water pressures) 

initiating movement at the slip-surface mid-slope. This translational displacement propagates uphill as support 

for overlying material is removed, culminating in the development and widening of rotational backscarps in the 

saturated WMF at the top of the slope. Downslope, mobilised material is reworked to form flow lobes at the base 

of the landslide, where movement is eventually arrested through drainage to underlying deposits of well-sorted, 

aeolian quaternary sands deposited at the top of the SSF. Aerial imagery from 2007, 2017 and 2018 shows the 

development of geomorphological landslide features at the HHLO (Figure 3.2). The main backscarp at the top of 

the slope first initiated in 2016, and increases in size (in both the cross- and down-slope direction) between the 

2017 and 2018 aerial imagery. The base of this rotated block remains relatively static over the period shown in 

Figure 3.2, but the base of the flow lobe at the bottom of the landslide can be seen to extend downslope over time. 

Similarly, the increase in downward extent of the convex break of slope of the flow lobes indicates increased 

material accumulation in this zone over time. 

SR monitoring at the HHLO aims to identify changes in the elastic properties of the underlying lithological units. 

These variations in elastic properties are primarily driven by variations in slope moisture dynamics. Between 
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October 2016 and August 2019, 16 SR surveys were acquired, resulting in the production of 16 Vp and 16 Vs cross-

sections spanning a period of 1001 days, close to 33-months. The length of time of the monitoring period allowed 

data to be collected over two distinct annual climatic cycles, ensuring data were acquired at different subsurface 

moisture contents, and during multiple wetting and drying phases of the landslide system, capturing temporal 

heterogeneity in hydrological condition. Data were acquired at an average return interval of 9 weeks, which was 

deemed practicable given the characteristics of the landslide system and long-term monitoring period. A shorter 

return interval would have been desirable, but this was prevented by the logistical and financial cost of 

mobilisation, equipment availability and deployment, and acquisition and processing time associated with each 

survey; surveys typically involved two to three days of fieldwork, followed by several days of data processing.  

 

 

Figure 3.2: Aerial photographs from the HHLO. a) Image from 2007 showing the main features of the landslide, including 
backscarps at top of slope (north), and flow-lobes at base of slope (south). Map data: Google, Infoterra Ltd and Bluesky. 
b) Image from 2017 showing development of new backscarp after movement in 2016. Map data: Digimap.  c) Continued 
backscarp development shows landslide extension, and propagation of the backscarp to the west. Map data: Google. Black 
dots are the indicative locations of receivers used in the SR surveys, with the first receiver location (northern most dot) 
located outside of the active landslide area, acting as a static reference point against which the receiver arrays are 
deployed. The location of this receiver is marked by a ground peg installed at the site. 
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The SR surveys were acquired along the same profile location over the duration of the monitoring campaign. The 

profile comprised of 2 m spaced geophones (i.e., receivers), positioned from the crest of the landslide to the toe 

(Figure 3.2). The location of the survey profile was chosen based on previous geophysical surveys that have been 

undertaken at the site (see Uhlemann et al., 2016a) and position of geotechnical sensors (see Merritt et al., 2013). 

For both the P- and S-wave surveys, a 48-channel ABEM Terraloc Mk6 was used to acquire seismic refraction 

data. To acquire contiguous data from the entire spread length (142 m total length, comprising 72 receiver 

locations), two separate 48 receiver (94 m long) profiles with a 46 m overlap between the surveys were acquired. 

Receivers used in both deployments were not moved between spread acquisitions, and repeat shots were 

undertaken so that the overlapping spreads could be processed as a single profile of data.  

Vertical geophones with a dominant frequency of 8 Hz were used as receivers for the P-wave survey, and a 4 kg 

sledgehammer and horizontal steel plate were used as a source. At each shot location, data were recorded for 1 

second, in order to acquire both refracted P-wave arrivals and surface wave data (these latter data are not 

described in this study). Shot records were stacked in the field, and the number of stacked shot records varied 

between surveys based on environmental conditions, such as wind speed and rain; a minimum of two stacks per 

location were acquired in optimal conditions (i.e., low or no wind and rain), and up to six stacks per location 

were acquired in poorer conditions. Data were stacked automatically in the field, and assessed for any timing 

discrepancies by visual assessment at the time of acquisition. If any timing issues were detected, the data were 

re-acquired. A pre-record of 10 ms was used to check that no data were recorded before the 0 ms time. The system 

0 ms time is triggered by closing a circuit connected to the seismograph, which was achieved by the use of a 

trigger switch unit attached to the stem of the sledgehammer, which closes upon impact. Tests with this unit 

showed the triggering to be consistent across surveys. No additional errors were ascribed to the stacking 

procedure or triggering system.  

For the S-wave survey, horizontal geophones with a dominant frequency of 14 Hz were used as the receivers, and 

a prism with ~45° inclined face was used to generate S-waves in opposing polarisations, perpendicular to the 

orientation of the receiver profile (Uhlemann et al., 2016a). Data were recorded for 0.5 seconds, and same-

polarisation shot records were stacked, with a minimum of two stacked per receiver location saved in optimal 

survey conditions, and up to a maximum of six shot records per location saved in poor survey conditions. 

In both surveys, geophones were deployed every 2 m and buried to a depth of ~10 cm below ground level in an 

attempt to isolate the receivers from aerial environmental noise, and to provide better coupling with the 

subsurface. Shots were acquired at every other receiver location (i.e., every 4 m) for the whole of the receiver 

spread, starting at the first receiver at the crest of the slope. It was not possible to acquire off-end shots at the 

top of the profile (i.e., before the first geophone) due to access restrictions. For the P-wave surveys, off-end shots 

at the end of the of the spread were acquired at 4m intervals beyond the penultimate receiver at the toe of the 

slope to a maximum off-end distance of 22 m beyond the last receiver (i.e., 164m from the first receiver). For the 

S-wave surveys, off-end shots were acquired at 10 m intervals to a distance of 20 m beyond the last receiver (i.e., 

162 m from the first receiver). For both surveys, the same shot locations were used throughout the entire 

monitoring campaign, ensuring consistent spatial coverage between surveys. 
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3.3 Overcoming challenges in long-term SR monitoring of landslides 

In this study, several sources of error in SR surveys need to be accounted for during data acquisition, and in the 

subsequent data processing and inversion stages. Some of these sources of error are unique to landslide 

monitoring. The goal during processing is to minimize transient changes in time-lapse data that may arise from 

differences in survey set-up and processing of data between surveys, and to preserve changes arising from genuine 

variations in the properties of landslide materials. As velocity is the ratio of distance and time, the determination 

of accurate velocities relies on accurate positioning (i.e., determining true distances) and correct picking (i.e., 

identifying correct travel-times) of data. The major sources of potential error in SR acquisition and processing 

are identified in Table 3.1, along with their solutions presented in this study and stage at which the error should 

be considered. A workflow to produce a robust seismic velocity time-series, taking into consideration the 

potential sources of error identified in Table 3.1 is shown in Figure 3.3. In this study, the 1001-day monitoring 

period is considered as a ‘time-series’ of SR data, with the 16 individual surveys comprising ‘time-steps’ within 

this time-series. The following sections describe how the stages of the workflow are used to address the potential 

errors listed in Table 3.1 that occur within individual time-steps, and across the time-series as a whole. 

 

Table 3.1: Potential sources of error arising from the acquisition, processing and inversion of time-lapse SR data. 

Potential source of error: Addressed by use of: Addressed during: 

Inconsistent repositioning of receivers to same 

locations between surveys 

Permanent reference points in the field for repeatable 

receiver deployment 
Data acquisition 

Failure to capture accurate 3D locations of receivers 

deployments, and subsequent differences in 

positions between surveys 

RTK-GNSS systems to obtain accurate 3D receiver 

positions 
Data acquisition 

Inconsistent data coverage within surveys and 

across the time-series 

Repeatable field procedures to boost data coverage; 

common travel-time maxima across time-series to give 

consistent data coverage 

Data acquisition/ data 

processing 

Inconsistent picking of first arrivals 
Reciprocal error analysis to identify data for re-

processing 
Data processing 

Not accounting for changes in surface topography 

between surveys 

Unique inversion for each survey (i.e., time-step) derived 

from individual RTK-GNSS acquired topography 
Data inversion 

Not incorporating errors in to the inversion Error model derived from reciprocal error analysis 
Data processing/ data 

inversion 

Using inappropriate constraints for initial data 

inversion 

Tests to determine best starting parameters for first 

stage inversion 
Data inversion 

Using inappropriate constraints to regularize data 

over time 

Selecting 'best' data from first stage inversion to use as a 

'reference model' for second stage of inversion 
Data inversion 
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3.3.1 Assessing first arrival quality 

Identifying consistent, repeatable first arrivals in SR data is a recognised challenge with no universally accepted 

solution. Attempts include using automatic picking algorithms (e.g., Khalaf et al., 2018) and using statistical 

approaches (e.g., Dangeard et al., 2018) to minimize absolute and relative errors introduced by operators picking 

time-lapse SR data. In this study, reciprocal errors between inverse source-receiver configurations are used to 

identify ‘bad’ picks that display an unacceptable differential in reciprocal travel-time. Reciprocal measurements 

require receiver locations to be used as both receiver and source location during the course of the survey. 

Therefore, reciprocal analysis is undertaken on ~50% of the entire data for any given survey, and is used as a 

representative sample of the entire survey dataset i.e., a reciprocal error subset. 

 

 

Figure 3.3: Proposed workflow for processing SR surveys (i.e., time-steps) to produce a reliable time-series of time-lapse 
SR data. SR data are first processed using reciprocal data analysis for quality control. Individual SR survey data are 
initially inverted to determine the best time-step, from which the resulting model us then used as a ‘reference model’ for all 
the time-steps in the time-series. Time-lapse SR images are then created using unique topography acquired at each survey, 
in order to determine velocity changes in the subsurface between surveys. 

 

The error (𝑒) in a reciprocal measurement (defined as the mean travel-time of the two measurements) is defined 

as 

|𝑒| = 100 ∙ (
| 𝑡𝑛−𝑡𝑟|

𝑡𝑛+𝑡𝑟
)   ,       Equation 3.3 

in which  𝑡𝑛is the travel-time between a source at position A, and receiver at position B, and 𝑡𝑟 is the travel-time 

between a source at position B and a receiver at position A. Reciprocal measurements cannot always be acquired 

when intra-survey (i.e., within the same time-step) data coverage is inconsistent. Factors leading to poor data 

coverage include low signal-to-noise-ratio at greater source-receiver offsets and interference from noise sources, 
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such as wind, rain and amplification of these noise sources through nearby trees (Figure 3.4a). Large reciprocal 

errors occur in travel-times with greater source-receiver offsets, and therefore the use of reciprocal measurements 

as a data quality indicator favours data acquired from the very near-surface (i.e., shots with smaller source-

receiver offsets). Across all of the reciprocal error subsets from each time-step in this study, 12.5% of the Vp data  

 

Figure 3.4: a) Examples of Vp shot records from the same position at the HHLO from December 2017 (left panel) and June 
2018 (right panel). Poor signal-to-noise at larger source-receiver offsets prohibits the identification of first arrivals, and 
prevents acquiring reciprocal pairs for every measurement in the survey. b) The process of identifying reciprocal errors 
within a subset of the refraction survey data with e>5% from Vp data from June 2017. Top left panel shows all first-arrival 
data (displayed as travel-time curves) with pairs of measurements of e>5% circled in red. Top centre panel shows the 
distribution of relative reciprocal errors within the reciprocal error data subset, and the top right panel shows the 
distributions of absolute reciprocal errors from this data subset as a function of source-receiver offset, indicating that 
shots with further offsets have higher errors. The corresponding panels below show the effect of iteratively identifying and 
re-picking data with e>5%, in order to reduce errors across the dataset. 
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and 14.1% of the Vs data are not analyzed due to lack of reciprocal measurements. Remaining reciprocal-pairs of 

measurements showing a discrepancy e>5% are re-examined and re-picked (Figure 3.4b). Shot records adjacent 

to a reciprocal-pair with e>5% are also considered during this procedure. The data are then re-analyzed, and any 

further measurements with e>5% are re-picked. This iterative process continues until all measurements in the 

dataset have e<5%. 

A further issue arising from implementing a time-lapse approach is achieving consistent inter-survey (i.e., 

between time-steps) data coverage over time. Consistent coverage cannot always be achieved due to variations 

in noise sources and environmental factors between surveys. For example, surveys undertaken in periods of 

increased ground moisture show lower signal-to-noise compared to surveys undertaken in drier conditions, and 

subsequently individual surveys show a significant variation in maximum-recorded travel-times. Without 

normalization of these maximum travel-times, comparison of the inverted sections to determine an appropriate 

reference model is challenging, primarily due to differences in maximum travel-times inducing significant 

variations in the maximum depths of coverage in the inverted models.  

To overcome this, the distribution of all travel-times from across the monitoring period is plotted, and a travel-

time value that preserves the majority of the data is chosen as a cut-off. In this case, the chosen cut-off travel-

times are 86 ms and 178 ms for the Vp and Vs data, respectively. Data with travel-times over this cut-off are 

discarded, creating consistency in coverage between time-steps, but reducing the total number of data points. 

Across all of the time-steps of this study, 1.5% of the Vp data and 17.1% of the Vs data are discarded, giving a 

common maximum travel-time between surveys. The Vs surveys tend to have better signal-to-noise ratios, which 

results in a higher number of reliable first arrivals being recorded, however, this ultimately means that more data 

are discarded in order to match the relatively poorer coverage achieved in the Vp surveys. 

 

3.3.2 Using accurate topography 

Repositioning of receivers to repeatable x, y and z positions on the landslide surface is crucial to ensure that 

seismic ray paths are sampling comparable domains of the subsurface over time. The positioning error in x and y 

can be minimized by deploying receivers relative to permanent markers located outside of the active area of the 

landslide, and recording absolute x and y positions for receiver locations. Furthermore, the slope surface (z) will 

change between surveys. This effect cannot be removed by accurate positioning, and therefore needs to be 

incorporated into the data processing. Variations in z, as well as small unavoidable discrepancies in x and y 

positions can be captured using accurate geodetic surveying methods. 

In this study, receivers are deployed every 2 m, with the first receiver located outside of the active landslide area 

(i.e., above the backscarp) and deployed at the same absolute position for each survey. A permanent ground peg 

marks the location of this first receiver, and a tape measure draped across the ground surface is used to deploy 

the remainder of the survey profile relative to this location. A Real-Time Kinetic Global Navigation Satellite 

System (RTK-GNSS) is used to capture the absolute positions in x, y and z of all receivers with a precision <0.05 
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m. With accurate positional data for each survey, the ‘line-of-sight’ distance (𝑑) between one receiver location 

with coordinates (𝑥𝑖, 𝑦𝑖 , 𝑧𝑖) and another with coordinates (𝑥𝑖−1, 𝑦𝑖−1, 𝑧𝑖−1) can be expressed as 

𝑑𝑖 =  ∑ √(𝑥𝑖 − 𝑥𝑖−1)2 + (𝑦𝑖 − 𝑦𝑖−1)2 + (𝑧𝑖 − 𝑧𝑖−1)2𝑖
1   .   Equation 3.4 

Topographic features between these receiver locations (i.e., those features smaller than the receiver spacing) are 

not captured in the data.  

For accurate 2D seismic travel-time inversion, accurate elevations and surface distances of the receivers are 

required, as the fundamental problem to be solved is one of distance and time. It is common in SR surveys for the 

elevations (𝑧𝑖) of sensors to be recorded accurately, but for the inter-receiver spacing to be assumed to be a “fixed” 

nominal surface distance. This is particularly common in surveys on flat or uniformly dipping surfaces, where 

accurate inter-receiver spacing are easier to measure and control. However, in environments where topography 

can vary sharply within the receiver array, such as landslides, this approach can lead to errors in the positioning 

of receivers, which in turn introduces errors in to the generation of subsurface meshes for inversion, ultimately 

influencing the resulting inverted travel-times. Figure 3.5 shows the discrepancies that can arise from assuming 

a “fixed” nominal spacing (e.g., assuming receivers are deployed every 2 m, without accounting for the changes in 

distance that topography will create) with variable 𝑧𝑖  measurements (red points) against using the true 𝑥𝑖 , 𝑦𝑖and 

𝑧𝑖positions to generate line-of-sight distances using Equation 3.4 in this study (green points). Using a “fixed” 

nominal spacing for time-lapse monitoring ignores lateral variations in receiver spacing, and results in an 

overestimation of array length. Therefore, the line-of-sight distances and the elevation of the receivers is used in 

the inversion process. Acquiring topographic information at every survey (i.e., time-step) allows for accurate 

inversion of travel-times.  

At the HHLO, the SR profile is orientated to match the maximum slope profile, which is broadly parallel to the 

north-south orientation, and therefore the main direction of recorded wave propagation for the SR survey was 

also in a north-south direction. Given the alignment of the y coordinate orientation with the direction of wave 

propagation, greater variations in the y coordinate of the receiver position (i.e., north-south orientation, parallel 

to slope) introduce larger errors to the results of the seismic survey if not accounted for. Variations in x 

coordinates (i.e., east-west orientation, perpendicular to slope) have a smaller effect on measurement accuracy, 

as they are perpendicular to the wave propagation direction. Between each survey, the mean variation in receiver 

repositioning is 0.03 m in the x coordinate (1.5% of receiver spacing), and 0.01 m in the y coordinate (0.5% of 

receiver spacing), which is below the nominal accuracy of the equipment used for data acquisition. Across the 

entire monitoring period, receiver positions vary by an average of 0.41 m in the x coordinate (20.5% of receiver 

spacing) and 0.15 m in the y coordinate (7.5% of receiver spacing). The increased accuracy of deployment in the y 

coordinate is due to the use of a tape measure deployed in the same orientation. Some active areas of the landslide 

experience much greater variations in topographic change due to slope displacements (Figure 3.5). 
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3.3.3 Defining appropriate inversion parameters 

In this study, 2D inversion of the seismic data is undertaken using the open-source Python based software 

pyGIMLi (Rücker et al., 2017). This software allows the inclusion of an error model fitted to the distribution of 

reciprocal errors across the entire time-lapse dataset. A linear error model was fitted to a plot of reciprocal errors 

and average travel times, and the parameters of this model included in the pyGIMLi inversion. A mesh-generation 

module in pyGIMLi produces unique meshes for each time-step inversion, derived from the RTK-GNSS 

measurements (see section 3.2). The production of unique meshes for each time-step increases the accuracy of 

the model for each time-step, but presents issues for later time-series analysis; in an ideal monitoring campaign, 

the inversion meshes for each of the survey time-steps would be identical, allowing for comparison of inverted 

velocity models on a cell-by-cell basis. However, given the overriding importance of capturing the differences in 

receiver positions and topography between time-steps, the use of unique meshes is necessary, and this issue is 

addressed after the data inversion stage.  

 

 

Figure 3.5: The positions of receivers used in the SR surveys at HHLO superimposed on to the site conceptual model, and 
their variation over the monitoring period; the bars indicate the spread of locations over the time-series (with 3 x 
exaggeration applied). The green points are surveyed positions using an RTK-GNSS system, where Equation 3.4 has been 
used to generate true line-of-sight receiver distances. The red points show how errors in positioning can arise if a “fixed” 
nominal receiver spacing is assumed, resulting in lateral errors in receiver positions, and over-estimation of slope length, 
which can result in inaccurate inverted seismic velocities. 

 

For this study, a two-stage ‘reference model’ inversion approach is used to constrain the inversion and minimize 

differences between time-steps (Figure 3.3). In the first stage, stand-alone inversions of all of the individual time-

steps are undertaken, with the aim of identifying the single time-step with the ‘best’ inverted model in terms of 

data fit. For this first-stage, it is necessary to define a generic velocity gradient model (i.e., velocity increasing 

with depth) as the starting model for the inversion process. In the first instance, test the effects of changing 
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different parameters of the starting velocity gradient model are tested by changing these parameters and 

performing repeat inversions. The parameters tested include the velocity bounds of the starting gradient model 

(i.e., velocity at the surface and base of the model) and the maximum depth of the starting model. From this 

process, a range of inverted models are obtained, and assess which starting velocity gradient model parameters 

provide good results both in terms of data-fit (by considering RMS and χ2 values) but by also giving consideration 

to the subsurface based on the site conceptual model (Figure 3.1). There is a risk that the inversion process will 

introduce artefacts to improve data-fitting, and so qualitative comparison of results with a priori site information 

is as equally important at this stage as considering quantitative metrics of data-fitting. For this study, several 

sources of previous intrusive and geophysical data are used to validate the inverted velocity model (see Chambers 

et al., 2011, Merritt et al., 2013, Uhlemann et al., 2016a, Uhlemann et al., 2017). Stand-alone inversions of each time-

step are performed using the parameters for the starting velocity gradient model shown in Table 3.2. 

RMS and χ2values are calculated for each inverted time-step model. The ‘best-fit’ model is assessed by looking at 

the divergence of χ2 from a ‘perfect-fit’ model, in which χ2 = 1. The model with the lowest absolute divergence (i.e., 

closest to χ2 = 1) is designated as the ‘reference model’ for the second inversion stage. As no modelling error is 

included in the inversion, inversions do not typically converge at χ2 = 1. Details of the values of χ2 and divergence 

from χ2 for each inversion are shown in Table 3.2. From here, a single model is identified as having the ‘best’ fit 

and is taken forward to the second stage; all other resulting inverted models computed up to this stage are 

discarded. 

 

Table 3.2: The optimal parameters for the staring velocity gradient model used in the first-stage inversion. These were 
obtained by changing their values and observing their effects on the inverted model output in terms of both data fit and 
comparison with the site conceptual model. Parameter values resulting in the ‘best-fit- model were then used to invert all 
of the time steps, in order to identify the ‘best-fit’ model used for the second-stage of inversion. 

Inversion settings 

Inversion 

parameter 

Depth of 

mesh 

Minimum 

velocity 

at surface 

Maximum 

velocity at 

base 

Smoothing 

factor 

(lambda) 

Maximum 

travel 

time 

Absolute 

data 

error 

Relative 

data 

error 

P-wave 

inversion 

input 

value 

40 m 300 m/s 3000 m/s 25 86 ms 
0.0242 

ms 
0.02 % 

S-wave 

inversion 

input 

value 

40 m 100 1500 25 178 ms 
0.0194 

ms 
0.006 % 

 

In the second stage of the inversion process, the inversion of the entire data set is then repeated, but this time 

using the ‘reference model’ (i.e., the ‘best’ fit model) from stage one as the starting model (Table 3.3). Using this 
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method provides all of the time-steps with a realistic and common starting model that is appropriately 

constrained and represents the local subsurface seismic properties. Within this second stage of the inversion, a 

nearest-neighbour lookup function allows the starting model to be sampled from the ‘reference model’ mesh to 

the inversion mesh, overcoming issues of topographic variance encountered by using different topography for 

mesh generation at each time-step. The result is a time-series of inverted seismic velocity models, all inverted 

using a common, real-world derived starting model. 

 

Table 3.3: The results of the two-stage inversion process for both the Vp and Vs surveys. In stage one, a velocity gradient 
model with the parameters in Table 3.2 is used to perform stand-alone inversions of each time-step. The ‘best’ result 
(highlighted green) is then assessed by looking at divergence from a perfect model fit (i.e., a normalised χ2 ¬value, or ‘χ2 
divergence’). The ‘best’ model is then used as a ‘reference model’ for the second stage inversion. The ‘reference model’ is used 
for the inversion of each time-step in the second stage inversion, providing a real-world, common starting model for the 
time-series. 

P-wave inversions 

F
ir

st
 s

ta
g

e 
in

ve
rs
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n

 

Starting 

model 
Velocity gradient model (see Table 3.2 for values) 

Time-

step 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

χ2 0.982 1.495 1.952 1.345 1.478 1.138 1.434 1.358 1.848 1.573 1.288 1.316 1.258 0.982 1.157 0.992 

RMS 2.970 3.788 4.971 4.310 4.143 4.412 4.721 5.244 5.713 5.431 4.010 3.965 3.727 3.404 4.157 3.492 

χ2 

divergen

ce 

0.018 0.495 0.952 0.345 0.478 0.138 0.434 0.358 0.848 0.573 0.288 0.316 0.258 0.018 0.157 0.008 

S
ec

o
n

d
 s

ta
ge

 i
n

ve
rs

io
n

 

Starting 

model 
Reference model derived from results of first stage inversion (i.e., time-step 15) 

Time-

step 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

χ2 0.984 1.516 1.904 1.486 1.593 1.440 1.733 1.445 2.238 1.893 1.442 1.351 1.357 1.161 1.330 0.927 

RMS 3.157 3.935 4.860 4.466 4.069 5.044 4.729 5.202 5.693 5.515 4.314 3.966 4.050 3.987 4.148 3.385 

χ2 

divergen

ce 

0.016 0.516 0.904 0.486 0.593 0.440 0.733 0.445 1.238 0.893 0.442 0.351 0.357 0.161 0.330 0.073 

S-wave inversions 

F
ir

st
 s

ta
g

e 
in

ve
rs

io
n

 

Starting 

model 
Velocity gradient model (see Table 3.2 for values) 

Time-

step 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
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χ2 1.117 1.416 2.061 1.959 2.654 1.991 2.499 1.563 1.771 3.822 1.614 2.873 2.517 1.910 2.179 2.100 

RMS 1.206 1.415 1.764 1.678 2.001 1.685 1.910 1.491 1.704 1.974 1.716 2.068 1.933 1.629 1.770 1.750 

χ2 

divergen

ce 

0.117 0.416 1.061 0.959 1.654 0.991 1.499 0.563 0.771 2.822 0.614 1.873 1.517 0.910 1.179 1.100 

S
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Starting 

model 
Reference model derived from results of first stage inversion (i.e., time-step 0) 

Time-

step 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

χ2 0.990 1.520 2.082 1.988 2.629 1.912 2.243 1.713 1.681 1.728 1.812 2.861 2.533 1.913 2.047 2.039 

RMS 1.124 1.479 1.657 1.745 2.018 1.532 1.820 1.731 1.724 1.716 2.349 2.106 2.074 1.612 1.889 1.675 

χ2 

divergen

ce 

0.010 0.520 1.082 0.988 1.629 0.912 1.243 0.713 0.681 0.728 0.812 1.861 1.533 0.913 1.047 1.039 

 

As a result of incorporating unique topography for each time-step, each time-step uses a different mesh structure. 

To allow for consistent analysis of inverted velocity models between time-steps, the models are re-sampled  and 

interpolated to a regular, refined, triangular mesh (constructed using the same pyGIMLi module), effectively 

creating a spatially-identical time-series on a consistent mesh (Figure 3.7a). A mesh generated with the most 

recent topography in the monitoring campaign is used, to better reflect an up to date state of the system. One 

consequence of this approach is that some cells from earlier surveys, in which the surface positions may now have 

slipped downslope, are not sampled to the resampling mesh. To mitigate against this effect, a refined cell size 

that is smaller than the original cells is used for the inversion, purposefully oversampling the inverted data in 

order to discretize the subsurface, and capture variations in the very near-surface. This enables a range of analyses 

of the time-lapse dataset (Figure 3.3). 

 

3.4 Topographic induced variations in seismic velocity 

This work places an emphasis the importance of accurately capturing the intra-survey topography by using 2D 

line-of-sight distances from 3D GNSS surveys, and using topography data acquired for each individual survey in 

the monitoring campaign. This short section serves to demonstrate how failing to accurately capture variations 

in topography can have a significant impact on final inverted Vp and Vs measurements. 

To demonstrate the effect of temporal topographic variation on seismic velocity, the first 14 Vp datasets (D0:D13) 

and accompanying topographic surveys (T0:T13) are processed according to the workflow in Figure 3.3. A P-wave 

travel-time dataset from midway through the monitoring campaign, January 2018 (D8), is processed and inverted 

using the surveyed topography (T8) to produce a ‘true’ time-step dataset (TTS8) comprising 2128 subsurface Vp 
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model points. The same seismic dataset (D8) is then processed using the remaining topographic data in the time-

series (T0:T7, T9;T13), resulting in 13 SR time- steps with ‘false’ topography (FTS0:FTS7, FTS9:FTS13). The variations 

present in these ‘false’ time-steps represent the effect that real-world variations in topography across the 

monitoring period have on seismic velocity. By normalising all of the time-step data to TTS8, the results from 

January 2018 become a baseline against which variations in seismic velocity arising from subtle, but realistic 

changes in landslide topography are assessed. The result of this analysis is shown in Figure 3.6. They indicate that 

topographic variations can have a large impact on the resulting Vp, with 23% of the total data showing velocities 

greater than ±10% of the true maximum recorded velocity. This has significant implications when trying to 

identify variations arising from genuine subsurface elastic property changes caused by environmental factors, as 

these variations can be very subtle. 

 

 

Figure 3.6: Relative changes in Vp caused by subtle, real-world changes in topography. The solid black line at y=0 represents 
a normalised baseline (TTS8-TTS8). The same seismic dataset (D8) has been processed using the other time-step 
topographic data; any variations in Vp are therefore a product of these subtle topographic changes between surveys. 

 

3.5 Data analysis and results 

One approach to analysing time-series SR data is to look at how the seismic attributes of discrete seismic units 

respond to changing environmental conditions. The prevalent subsurface lithological discontinuities (i.e., those 

that are stable in time) are highlighted by plotting the mean values of the individual cells across the 33-month 

monitoring period (Figure 3.7). These plots are displayed using the most recent topography in the time-series. 

The individual cross-sections highlight significant subsurface features, including changes in lithology at depth, 
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and different domains of movement in the near surface. Plots showing the standard deviation of these mean values 

(Figure 3.7) indicate the areas of the landslide that show greatest velocity variation across the monitoring period. 

Here the sliding layer at the HHLO (extending from the surface to 2 – 4 m depth) is considered which is identified 

by the low Vp and Vs at the surface of the cross-sections. This extends from beneath the break in slope at the 

bottom of the back scarp (~15 m horizontal distance), to the base of the flow lobes (125 m horizontal distance). 

At the HHLO, this surface sliding layer is monitored by several subsurface and surface environmental sensors, 

recording rainfall and changes in moisture content, allowing direct comparison with inverted cross sections. By 

selecting grid cells within this layer, it is possible to calculate the change in velocity over time. In  
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Figure 3.7: a) The regular mesh used to sample all of the individual time-steps to create spatially comparable datasets for 
the time-series. The cells highlighted purple in the surface sliding have been used for the analysis in Figure 3.8. b) The mean 
Vp  and c) standard deviation of the Vp over the 33-month monitoring period. d) The mean Vs and e) standard deviation of 
the Vs over the 33-month monitoring period. f) The mean   Vp /Vs and g) standard deviation of Vp /Vs over the 33-month 
monitoring period. 
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this case, the surface layer comprises model cells from both the Vp and Vs time-series datasets (Figure 3.7b and 

Figure 3.7d), the positions of which are fixed using a common mesh. 

 

 

Figure 3.8: The top panel shows variation in bulk Vp and Vs readings from the sliding layer at the HHLO (see Figure 3.7 
for location of this layer). The Vp /Vs s ratio, derived from the bulk Vp and Vs readings is shown. In the bottom panel, weekly 
effective rainfall, showing periods of net infiltration/evapotranspiration at the HHLO, and soil moisture from a surface 
sensor measuring to <0.1m bgl. The variation in Vp broadly follows the increases and decreases in moisture content, while 
Vs shows little variation. The derived Vp /Vs s ratio shows greatest sensitivity to the moisture content of the surface sliding 
layer at HHLO. 

 

Figure 3.8 shows the time-series Vp and Vs inverted values extracted from this surface layer, alongside calculated 

effective rainfall, soil moisture data from a cosmic-ray sensor measuring shallow (~0.1 m bgl) moisture content 

across the site. Vp increases and decreases in relation to soil moisture, but with a slight time lag. The lag effect is 

caused by the difference of the sampling depth of the moisture sensor (<0.1 m bgl) and the depth of the Vp readings 

(2 – 4 m bgl); the moisture content of the HHLO near-surface changes more quickly in relation to net infiltration 

and evapotranspiration rates (shown by the hourly soil moisture, faint green line) than the top 2 – 4 m of the 

landslide, which will be less subject to evapotranspiration processes at depth. It is also worth noting that inverted 

velocities will be smoothed values from the true velocities, due to the spatial and temporal smoothness 

constraints used. 

Furthermore, the calculated Vp/Vs ratio (Figure 3.7f), which is an indicator of material saturation (Uyanık, 2011), 

better reflects changes in moisture content in Figure 3.8. Crucially, the minimum Vp  (350 m/s) in the time-series 

is 24% less than the maximum Vp  (462 m/s). Given that topographic effects alone can cause variations in Vp >±10% 
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(Figure 3.6), the changes in seismic velocity over time could easily be masked if the data are not processed 

correctly. This demonstrates the necessity for including accurate topography in long-term SR monitoring 

campaigns in landslide settings. 

 

3.6 Conclusions 

SR is rarely used for the long-term assessment of landslides prone to hydrological destabilization, but has great 

potential for high-resolution spatial monitoring. This is particularly the case in slopes with high spatial 

heterogeneity in which monitoring data obtained from sparse point observations is insufficient to capture the 

complexity of the landslide system. Landslide monitoring campaigns using SR can determine seismic attributes 

of slipped materials, which provides information on elastic property changes due to temporal variations in 

moisture content. However, failing to give due attention to the possible sources of error in SR surveys can lead to 

artefacts in the time-lapse data, which can easily mask changes arising from genuine variations in the elastic 

properties of landslide materials, including the underlying rock. In this study, a workflow for addressing the 

errors associated with producing a reliable time-series of inverted seismic velocity models is presented, and have 

shown how velocities in the near-surface soil layers are sensitive to variations in moisture content.  

Standard approaches to quality assessment and processing of SR data aid in minimizing individual survey data 

error. The use of emerging methods to increase picking accuracy, such as automatic detection algorithms, 

machine learning and statistical approaches will also decrease data errors introduced in to the creation of time-

lapse data from standalone surveys. In this study, data from each survey were processed using reciprocal error 

analysis to ensure e<5% of travel-time for all datasets. However, in the case of producing time-lapse data from 

these individual datasets, the importance of using detailed, unique topography data for processing each time-step 

is emphasised. This crucial step could easily be overlooked by inaccurate assumptions regarding field setup, 

receiver spacing landslide surface movement between surveys, even by experienced SR operators. 

For the data considered here, changes in topography lead to >±10% variations in apparent seismic velocities in 

23% of the data for the unconsolidated near-surface. The data exhibits a 24% difference between the fastest and 

slowest Vp observed in this layer, caused by variations in elastic properties induced by changes in moisture 

content, underscoring the need to properly account for topography effects. To avoid the errors associated with 

changes in topography, accurate source-receiver positions are important when processing SR monitoring data. 

Several other steps, including the repositioning of receivers in the field, the use of data quality indicators (such 

as travel-time reciprocity) and robust reference models for inversion further reduces these errors. If these 

potential sources of error are managed correctly, SR presents a useful tool for the identification of heterogeneous 

subsurface conditions and their changing properties over time in active landslide settings.  
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Abstract 

The characterisation of the subsurface of a landslide is a critical step in developing ground models that inform 

planned mitigation measures, remediation works or future early-warning of instability. When a landslide failure 

may be imminent, the time pressures on producing such models may be great. Geoelectrical and seismic 

geophysical surveys are able to rapidly acquire volumetric data across large areas of the subsurface at the slope-

scale. However, analysis of the individual model derived from each survey is typically undertaken in isolation, 

and a robust, accurate interpretation is highly dependent on the experience and skills of the operator. A machine 

learning process for constructing a rapid reconnaissance ground model is demonstrated, by integrating several 

sources of geophysical data in to a single ground model in a rapid and objective manner. Firstly, topographic data 

are acquired by a UAV survey to co-locate three geophysical surveys of the Hollin Hill Landslide Observatory in 

the UK. The data are inverted using a joint 2D mesh, resulting in a set of co-located models of resistivity, P-wave 

velocity and S-wave velocity. Secondly, the relationships and trends present between the variables for each point 

in the mesh (resistivity, P-wave velocity, S-wave velocity, depth) are analysed to identify correlations. Thirdly, a 

Gaussian Mixture Model (GMM), a form of unsupervised machine learning, is used to classify the geophysical 

data into clusters with similar ranges and trends in measurements. The resulting model created from 

probabilistically assigning each subsurface point to a cluster characterises the heterogeneity of landslide 

materials based on their geophysical properties, identifying the major subsurface discontinuities at the site. 

Finally, the results of the clustering are compared to intrusive borehole data, which show good agreement with 

the spatial variations in lithology. This work highlights the applicability of integrated geophysical surveys 

coupled with simple unsupervised machine learning for producing rapid reconnaissance ground models in time-

critical situations with minimal prior knowledge about the subsurface. 
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4.1 Introduction 

Growing populations and concomitant land use change are increasing the exposure of people and infrastructure 

to landslide hazards (Froude and Petley, 2018). Characterising the subsurface of a landslide is the first step 

toward understanding the future causes of instability and mechanisms of failure, which in turn forms the basis 

of assessing and mitigating risk through monitoring, modelling, and early-warning (Pecoraro et al., 2019, Intrieri 

et al., 2013). Geophysical measurements play an increasingly important role in characterising and monitoring 

landslide systems at the slope-scale (i.e., covering the entire area of a landslide, in contrast to regional-scale 

studies) due to their greater spatial coverage and acquisition rates compared to detailed intrusive observations 

(see reviews by Hack, 2000, Jongmans and Garambois, 2007, Schrott and Sass, 2008, Van Dam, 2012, Perrone et 

al., 2014, Pazzi et al., 2019, Whiteley et al., 2019). As such, geophysical surveys are well suited for rapid 

reconnaissance activities and are able to provide significant volumes of subsurface data at the slope-scale, which 

can inform initial ground model development in the absence of further intrusive information. 

Of the wide range of geophysical methods used in landslide investigations, geoelectrical and seismic methods are 

the most common (Baroň and Supper, 2013, Jaboyedoff et al., 2019, Whiteley et al., 2019). In particular, electrical 

resistivity (ER) tomography and seismic refraction (SR) tomography are two complementary methods that are 

able to produce high spatial resolution models of the subsurface, and are sensitive to different hydro-mechanical 

properties of the rocks and soil that make up the landslide material. Generally, in landslide investigation (and in 

other types of ground engineering investigations), interpretation of geophysical measurements relies on a 

qualitative, heuristic approach based on visual analysis of an inverted model. In rapid reconnaissance surveys 

where only a single geophysical method is used, there can be high uncertainties when determining the source of 

spatial variation in the observed measurements. For example, resistivity decreases in areas of higher moisture 

content, but also in materials with increased clay content. Identifying the underlying cause of ER anomalies can 

be difficult without a priori information or more detailed follow-up information, thereby significantly affecting 

the reliability and speed of the interpretation. 

Landslide systems move toward critical failure when the restraining forces that give materials shear strength (𝜏𝑓) 

are overcome by destabilising forces that act to reduce shear strength. Therefore, understanding the landslide 

system in terms of the state of τf is crucial for understanding risk of failure. Equation 2.1 defines 𝜏𝑓 in terms of a 

simple infinite slope model, where 𝑐 is cohesion, 𝜎 is total normal stress, 𝑢 is pore water pressure, and 𝜙𝑐𝑣
′  is the 

angle of shear resistance at a critical state. ER measurements are sensitive to variations in moisture content, 

porosity and clay content, whilst seismic methods are sensitive to elastic properties controlled by material 

strength, density, porosity and saturation, particularly the distinction between saturated and partially saturated 

ground in the case of P-wave velocity (Whiteley et al., 2020b). In a rapid reconnaissance setting, it may not be 

possible to quantify absolute values for the parameters of 𝜏𝑓  from geophysical measurements; such an approach 

requires the determination of petrophysical relationships in a laboratory setting. Examples of this approach 

include relationships between resistivity and moisture content (Merritt et al., 2016, Uhlemann et al., 2017), 

resistivity and soil suction (Holmes et al., 2020), and shear-wave velocity and shear strength (L’Heureux and 

Long, 2017, Oh et al., 2017, Trafford and Long, 2020). However, relative states of the parameters of 𝜏𝑓  can be 

estimated from geophysical models. For example, ER measurements can provide information on the moisture and 
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clay content of materials in order to distinguish lithological formations (e.g., Chambers et al., 2011), which can 

provide indirect information on the likely state of 𝑢 and 𝑐 respectively (e.g., Merritt et al., 2013). SR 

measurements can provide information on elastic moduli, which relate to the relative state of 𝜎 in the landslide 

system (e.g., Uhlemann et al., 2016).  

To improve the interpretation of geophysical data, exploit the different sensitivities of different methods and to 

move toward repeatable and more objective ground model development, multi-method geophysical surveys 

combined with increasingly automated data integration and processing approaches are needed. Data from an 

integrated near-surface geophysical survey are used to provide insights into soil and rock properties and to map 

subsurface heterogeneity in terms of the major subsurface discontinuities at an active landslide in North 

Yorkshire, UK. A rapid reconnaissance ground model using unsupervised machine learning techniques applied 

to ER and P- and S-wave seismic refraction (SR) tomography data is produced. Here, the term ‘rapid’ is used to 

refer not just to the speed of data acquisition and processing, but to how rapid this approach is when compared 

to the time taken to achieve the same coverage, detail and reduced uncertainty in interpretation obtained from 

other previous studies of the landslide (see studies by Chambers et al., 2011, Gunn et al., 2013, Merritt et al., 2013, 

Uhlemann et al., 2016a).  

Integrated surveys combining these data sources are abundant in the literature (e.g., Merritt et al., 2013, Francioni 

et al., 2019, Kannaujiya et al., 2019, Cody et al., 2020). In this approach, the surface of the landslide is mapped 

using high-resolution imagery acquired by unmanned aerial vehicle (UAV). The UAV topographic data are then 

used in the construction of a joint 2D mesh incorporating topographic points from both surveys, allowing 

individual inversion of the near-surface ER and SR data on a joint mesh. To produce a more objective ground 

model requiring minimal user interpretation, a simple unsupervised clustering algorithm is applied to the 

modelled geophysical data cross-plotted against each other to identify areas of similar and contiguous properties. 

This approach requires minimal a priori information about the subsurface. Finally, the results of this approach 

are validated by comparison with pre-existing ground models of the site and geotechnical observations acquired 

from a borehole. 

 

4.2 Site description 

Landslide hazards are common in the UK, although they generally pose a low risk to human life (Gibson et al., 

2013). They are most often triggered by periods of intense or prolonged rainfall, and their locations are strongly 

linked to the underlying geology. The rocks of the Lias Group are responsible for several types of geohazards 

across the UK, including cambering, valley bulging and landsliding, outcropping in a broad zone extending from 

the south-west to north-east coasts, along with other smaller outlying outcrops (Figure 4.1a). In particular, weak 

clay-bearing horizons within the Whitby Mudstone Formation (WMF) in the Lower Jurassic Upper Lias Group 

experience some of the highest densities of landslides in the UK at approximately 42 landslide per 100 km2 of 

outcrop recorded in the National Landslide Database (Hobbs et al., 2012, Pennington et al., 2015). To study the 

processes that destabilise the formations of the Lias Group, the British Geological Survey established the Hollin 

Hill Landslide Observatory (HHLO) over a decade ago. The HHLO, located in North Yorkshire, UK, is a complex,  
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Figure 4.1: a) Location of the Hollin Hill Landslide Observatory and its situation within the Lias Group outcrop of the 
UK. Map data: British Geological Survey, Open Street Map. b) Satellite image of the site, with the major surface 
geomorphological features labelled and publicly available geological information shown. Map data: Google. c) Geological 
cross-section derived from several studies conducted at the site (see text for references). Modified from Uhlemann et al., 
2016; Whiteley et al., 2020. 

 

slow moving earth slide-flow, situated in the Lias Group mudrocks. It serves as a test bed for novel geophysical, 

geodetic and geotechnical landslide characterisation and monitoring technologies (Chambers et al., 2011). 
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Developments in ER optimisation (Loke et al., 2010, Uhlemann et al., 2015, Wilkinson et al., 2012), electrode 

displacement monitoring (Boyle et al., 2017, Loke et al., 2017, Wilkinson et al., 2010, Wilkinson et al., 2016), 

geophysical-geotechnical petrophysical relationships (Merritt et al., 2016) and landslide monitoring using 

geophysics (Merritt et al., 2018, Uhlemann et al., 2017, Whiteley et al., 2020b, Whiteley et al., 2021a) have all 

taken place at the HHLO. The following site description is summarised from these works. 

The HHLO is located on a south facing ~12° slope on the north eastern edge of the Sherriff Hutton Carr 

embayment, formed by the draining of Lake Mowthorpe after the Devensian glaciation (Figure 4.1b, see also 

Figure 1.9). The site comprises agricultural land used for seasonal grazing and associated agroforestry. The slope 

comprises a series of interbedded shallow marine Lias Group mudstones and sandstone, comprising (from the 

base of the slope in ascending order) the Redcar Mudstone Formation (RMF), Staithes Sandstone Formation 

(SSF) and Whitby Mudstone Formation (WMF) (Figure 4.1b). The escarpment is capped by the Dogger 

Formation (DF), a limestone and sandstone unit forming the base of the Ravenscar Group, which also acts as a 

minor aquifer in the area. These units are conformably deposited, and gently dipping to the north at an angle of 1 

- 2°. A thin layer (<0.3 m) of topsoil is present across the site, beneath which the underlying rocks are highly 

weathered and present at residual strengths, often showing properties similar to soil (Merritt et al., 2013). A 

working conceptual model of the site (Figure 4.1c) has been developed as a result of several studies which have 

used combinations of geophysical, geotechnical and geodetic investigations to investigate the subsurface 

structure of the landslide (see studies by Chambers et al., 2011, Gunn et al., 2013, Merritt et al., 2013, Uhlemann 

et al., 2016a). 

The main landslide processes occur in the highly weathered near-surface zone of the WMF. The WMF is up to 

25 m thick and comprises grey to dark grey mudstone and siltstone showing bands of calcareous and sideritic 

concretions with high to very high plasticity. From 1013 tests, the WMF has a median liquid limit of 53% GMC 

and median plastic limit of 24% GMC, giving a plasticity index of 29% (Hobbs et al., 2012). Uhlemann et al. 

(2017) noted that GMC of greater than 48% can cause the clay-rich WMF to approach or exceed the liquid limit, 

causing mid-slope plastic deformation and translational movement of weathered WMF downslope. Material at 

the base of this translational zone accumulates at a break of slope indicating the surface outcrop of the underlying 

SSF. The SSF formation is approximately 20 m thick, although the contact between the SSF and underlying RMF 

is not well defined. The SSF comprises ferruginous, micaceous siltstone, with fine-grained sandstones and thin 

mudstone layers. The SSF is a comparatively porous sandstone unit that permits drainage of the overlying 

mobilised WMF, arresting the movement of the plastically deformed material from the mid-slope. The RMF is 

present at the site, underlying the SSF, although the exact boundary is uncertain due to the location of a 

persistent water table at a similar horizon, as evidenced by spring lines further down the slope. WMF material 

accumulated at the surface of the SSF is subject to sub-aerial weathering processes, including seasonal 

temperature cycling, inducing shrinkage and subsequent cracking. Water ingress into these shrinkage cracks can 

induce mud flows, further transporting disturbed WMF material downslope and leading to the formation of flow 

lobes. Above the mid-slope zone of plastically deforming WMF, support for overlying WMF material is removed, 

and rotational slumps form, creating large (3 – 4 m vertical displacement) backscarps close to the contact 

between the WMF and overlying DF. In a similar manner to the disturbed WMF material accumulated on the  
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Figure 4.2: a) The DTM produced from the UAV survey of the Hollin Hill Landslide Observatory, undertaken at the same 
time as the geophysical surveys. Map data: Google. b) The UAV DTM combined with satellite imagery. Map data: Google. 
c) An oblique view of the DTM and satellite imagery showing the main geomorphological features of the Hollin Hill 
landslide. Map data: Google. 
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Table 4.1: Comparative parameters of the different surveys undertaken at the Hollin Hill Landslide Observatory in July 
2019. 

 UAV survey 

Electrical 

resistivity (ER) 

survey 

Seismic refraction 

(SR) survey (P-

wave) 

Seismic refraction 

(SR) survey (S-

wave) 

Borehole drilling 

Type Remote sensing 

 

Surface geophysical 

 

Intrusive 

geotechnical 

Equipment DJI Inspire 1 Raw AGI SuperSting 

Geometrics 

Geode, vertical 

geophones 

Geometrics 

Geode, horizontal 

geophones 

Dando Terrier 2002 

Data target Surface Subsurface 

Data acquired Surface imagery 
Electrical 

resistivity 
P-wave travel time S-wave travel time Soil / rock cores 

Measurement 

sensitivity 

Topographic 

variation 
Lithology and saturation 

Lithology and 

stiffness 
Lithology 

Processed 

information 

Orthographic 

imagery / 

topography model 

(DEM/DTM) 

Inverted 

resistivity model 
Inverted velocity model 

Geotechnical log / 

core scan 

Dimension 3D (surface) 2D (cross-section) 2D (cross-section) 1D (log) 

Depth of 

penetration 
N/A ~15 m ~25 m 

9 m (maximum in 

BH1902) 

Personnel 

required 
1 2 3 2 

Measurement 

resolution 
0.1 m 0.4 m <0.5 m Near-continuous 

Area covered 
150 m x 275 m 

surface area 
180 m profile 142 m profile 

~0.1 m x 17 m core 

(from two 

boreholes) 

Acquisition 

time 
<2 hours 2 - 3 hours 3 - 4 hours 2 - 3 days 

Processing time 3 hours 1 – 2 hours 2 – 3 hours 1  day 
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SSF lower down the slope, the WMF material upslope that is disturbed by rotational failure also forms shrinkage 

cracks, providing pathways for future water ingress into the landslide system. 

 

4.3 Survey activities 

The remotely sensed UAV photogrammetry, near-surface geophysical and geotechnical data were obtained over 

four days in July 2019 (Figure 4.2), with the seismic and ER survey acquired on two consecutive days. Due to 

equipment and personnel restrictions, it was not possible to acquire all of the geophysical data in a single day. 

Table 4.1 shows the attributes of the various surveys, comparing resolution, acquisition rates and dimensions of 

each survey type. The individual activities for each survey are described in the following sections. 

For the ER survey, electrodes were deployed at 2 m intervals from the top of the landslide, and 96 electrodes were 

deployed to give a nominal survey profile length of 190 m. A dipole-dipole array with a = 4 and n = 8 (where a is the 

maximum separation between current electrodes and n is the ratio of distance between the first current and 

potential electrodes to current dipole spacing), was used to acquire measurements, and reciprocal measurements 

were acquired for each reading. 

For the SR surveys, hammer shots were acquired from the first geophone (0 m) of the survey profile at 4 m 

intervals along a series of geophones deployed at 2 m intervals (i.e., hammer shots at every other geophone). A 

flat horizontal plate source was used for the P-wave survey, and an inclined source with an angled face >45° to 

horizontal was used to generate horizontally polarised S-waves. A total of 72 geophone locations were measured 

(comprising two overlapping 48 geophone spreads acquired separately), giving a nominal survey length of 142 m. 

 

4.4 Data processing 

4.4.1 UAV data acquisition and processing 

A UAV survey was conducted using a DJI Inspire 1 Raw rotary drone, equipped with a Zenmuse X5S 16 megapixel 

camera. In total, 210 vertical airphotos were acquired with 70% forward and sideways overlaps at an altitude of 

90 m. Seven ground control points were georeferenced using RTK-GPS. Structure from motion processing was 

undertaken using Pix4Dmapper to produce a point cloud (11.9 million points, with an average density of 207 

points per m3), digital elevation model (DEM) with a horizontal resolution of 0.1 m, and orthophotograph. The 

raised vegetation (scrub and trees) was automatically removed from the DEM using the automatic digital terrain 

model (DTM) generator in Pix4D. 

 

4.4.2 Topographic pre-processing and joint 2D mesh generation 

The first electrode and geophone in the survey arrays were positioned at the top of the slope adjacent to a 

permanent marker peg. The remainder of the electrodes and geophones were deployed downslope at 2 m intervals 

relative to this position using a tape measure. However, the surveys were not conducted simultaneously, and the 
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tape measure was inadvertently moved between deployments for each survey. Consequently, later analysis of the 

RTK-GPS measurements of the electrode and geophone positions shows some positional discrepancies between 

the positions of the geophones and electrodes, meaning that these locations are not truly ‘co-located’ (Figure 4.3). 

Using the same subsurface mesh to invert multiple-methods allows for interpretation of the model in the same 

spatial dimensions and at comparable resolution. If the same mesh can be used, then every cell in that mesh will 

have a value of P- and S-wave velocity and resistivity, allowing for easier statistical comparison of the values using 

approaches such as cross-plotting. Although it is possible to invert ER data acquired in 2D using a 3D inversion 

scheme, the seismic first-arrivals are inverted using a 2D inversion, and so aligning data positions is necessary to 

emulate spatial co-location of the data. A 2D mesh is constructed from 3D positions, firstly by translating points 

from British National Grid coordinates (as acquired from the RTK-GPS survey) to a local coordinate system, 

where the x position is perpendicular to the profile orientation, and the y position is parallel to the profile 

orientation. There are discrepancies in the positions of the electrodes (red dots) and geophones (blue dots) as 

deployed in the field (Figure 4.3a). To be able to create a joint mesh, the local x position between each electrode 

and geophone (black triangle) are interpolated, averaging the difference between the true electrode and geophone 

location. At each of these interpolated sensor positions, a new elevation (z) is extracted from the DEM at that 

position. The elevation of the interpolated positions shows little variation relative to the true elevation of the 

electrodes and geophones as deployed in the field (Figure 4.3b). During this process, the position of the electrodes 

and geophones in the y orientation (i.e., along the survey line) are preserved. It is worth noting that although this 

procedure was implemented to correct discrepancies from the field that could have been avoided, nonetheless 

this approach to minimising the differences between closely positioned datasets can prove useful for future 

surveys where unavoidable spatial discrepancies exist e.g., when comparing repeated measurements from 

monitoring campaigns. 

After pre-processing, a joint 2D mesh is created on which both ER and SR data are inverted, acknowledging that 

small errors are introduced into both datasets by this process. However, the introduction of small errors 

associated with using an interpolated position is more favourable than preserving the original positions of one 

dataset at the expense of introducing significantly larger errors to the other; in other words, averaging the error 

across all data is preferable to prioritising one dataset over the other. Despite this, the interpolated positions used 

to create the 2D mesh all have deviations in the x direction of less than 0.3 m, which is 15% or less than the 2 m 

electrode and geophone spacing used (Figure 4.3a). This level of error is not unusual when collecting geophysical 

data in a steeply dipping, rough terrain environment with an undulating surface (Wilkinson et al., 2010). The 

variation in elevation by extracting a new z position from the DEM is shown to be very low, with a maximum 

variation of <0.08 m (Figure 4.3b), although the majority of points show a much lower difference than this. he 

joint mesh is created using the mesh generation module in pyGIMLi (Rücker et al., 2017). The result is a joint 2D 

mesh with a large number of small cells in the near-surface, due to the very small electrode and geophone 

separations (i.e., distance in the y orientation) found at some locations. Only the surface nodes corresponding to 

the electrode or geophone locations for the appropriate data type inverted are used by PyGIMLi as sensor 

locations for the inversion, with the remainder providing inter-sensor topographic refinement.  
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Figure 4.3: a) The positions of the electrodes and geophones translated to a local coordinate system, where x is 
perpendicular and y is parallel to the survey profile orientation. The black triangles indicate the interpolated x positions 
used to create the 2D mesh. b) From the interpolated positions, a new z value is extracted from the DEM. Comparison 
between the extracted DEM elevation and the true elevation of the electrodes and geophones shows very little variation 
across the survey profile. 

 

4.4.3 ER inversion 

The raw ER data are filtered to remove measurements with reciprocal errors >20 %. The reciprocal error (e) of a 

measurement is given in Equation 1.4, in which  𝑚𝑛 is the measurement recorded with a source at position A, and 

receiver at position B, and 𝑚𝑟 is the measurement recorded with a source at position B and a receiver at position 

A. A reciprocal error model is produced by binning the reciprocal error and resistance (r) data in logarithmically 

increasing bin sizes and fitting a line to the distribution of these bins (Mwakanyamale et al., 2012). An error 

model with R2 = 0.973 (a+rb where a = 0.0036, b = 0.0003, Figure 4.4d) is fitted to the six bins of reciprocal and 

resistance data. This shows a significant improvement over using unbinned data, which has a fit with R2 = 0.387 

(a+rb where a = 0.00434, b = 0.00036, Figure 4.4a).  The data are filtered again to remove reciprocal errors >10 %, 

and invert the ER data using the ER manager module of PyGIMLi with the joint 2D mesh constructed from the 

UAV topography. The resulting inverted model converges at χ2 = 1.23 and relative root-mean-square error 

(RRMSE) of 3.82% after five iterations. The initial threshold for creating the error model (20%) is higher than 

the inversion threshold (10%) so that a wider range of error data are better characterised (e.g., identification of 

long-tail and non-Gaussian distributions). 
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Figure 4.4: Error models using non-binned errors from a) the ER, b) P-wave, and c) S-wave surveys, and using binned 
errors from the d) ER, e) P-wave and f) S-wave surveys. 

 

4.4.4 SR inversion 

The first-arrivals of the P- and S-wave datasets are picked, and the dataset analysed to estimate random errors. 

Unlike ER, reciprocal data are only available for a subset of each SR dataset, as hammer shots were not 

undertaken at every geophone; consequently, for the first-arrivals detected by geophones where no hammer shots 

were undertaken, there is no means of directly assessing the quality of the data, other than following basic seismic 

refraction principles (Leung, 2003). Similarly, where environmental conditions (e.g., wind, rain) are different 

between the recording of the forward and reverse shots of a single reciprocal measurement, then the signal-to-

noise ratio may be worse at one location, preventing identification of a clear first-arrival to the same offset of that 

measured from the reciprocal shot location. As such, reciprocal measurements are not always available for all 

picked first-arrivals even at shot locations where reciprocal data are available. For the P-wave dataset, only 373 

of the 2124 picked first-arrivals (17.5%) have reciprocal measurements. In the S-wave dataset, 393 of the 1751 

picked first-arrivals (22.4%) have reciprocal measurements. Reliable inversion of the data relies on the creation 

of an error model from the available reciprocal data, and so the SR data are filtered on modelled errors, unlike the 

pre-filtering of reciprocal errors undertaken on the ER data before the creation of an error model. 

Error models for the P- and S-wave SR datasets are created using the same procedure; for all reciprocal 

measurements, the reciprocal errors and travel-time (t) of the datasets are divided into logarithmically increasing 

bin sizes. An error model with an R2 value of 0.76 (a+tb, where a = 0.014, b = 0.827, Figure 4.4b) is fitted to the P-

wave data, and with an R2 value of 0.91 (a+tb, where a = 0.0094, b = 1.778, Figure 4.4c) to the S-wave data. This 

shows a significant improvement in fit above using unbinned errors, where the fit for the P-wave data is R2 = 0.067 
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(a+rb where a = 0.01143, b = 1.06199, Figure 4.4e) and for the S-wave data is R2 = 0.052 (a+rb where a = 0.00934, b = 

1.88453, Figure 4.4f). Points with modelled error of >5 % are removed, resulting in the removal of 8.7% of the P-

wave data and 5.1% of the S-wave data. The P- and S-wave data are inverted using the SR manager module in 

pyGIMLi on the joint 2D mesh constructed from UAV topography. The P-wave model converges with a χ2 of 1.6 

and RRMSE error of 2.38% after nine iterations. The S-wave model converges with a χ2 of 1.14 and an RRMSE 

error of 2.27% after 11 iterations. 

 

4.4.5 Unsupervised learning for ground model development 

In order to produce an objective ground model that provides a robust interrogation of the modelled data with 

minimal a priori information or operator interpretation, an unsupervised learning algorithm is used to group areas 

of similar geophysical properties in the landslide subsurface. Unsupervised learning algorithms are a basic form 

of machine learning, which are more commonly used at the regional scale in landslide studies for the identification 

of slopes at risk of future failure across large geographical areas based on pre-conditioning factors (Merghadi et 

al., 2020). In near-surface geophysics, they are increasingly used for identifying data patterns in processing (Sun 

and Zhang, 2020, Xia et al., 2018), predicting petrophysical relationships between geophysical measurements and 

material states (Ihamouten et al., 2016, Moghadas and Badorreck, 2019), identifying time-lapse variations in 

monitoring scenarios (Audebert et al., 2014, Delforge et al., 2021, Xu et al., 2017) and identifying zones of common 

geophysical properties for characterising the subsurface (Doetsch et al., 2010, Ward et al., 2014). One form of 

unsupervised learning is clustering, in which the aim is to separate data in to groups with similar groups of 

characteristics (i.e., clusters) (Dinov, 2018, Rodriguez et al., 2019).  

For this exercise in rapid reconnaissance, a balance is required between a user-friendly algorithm (i.e., an 

algorithm with minimal hyperparameters to tune) and one that can appropriately identify trends and 

relationships in the geophysical data. An assumption in this approach is that the ER and SR measurements made 

within contiguous subsurface units of similar subsurface properties will display relationships unique to specific 

hydrogeological conditions. As no training data are available, an unsupervised clustering method is used which 

can assign data points as belonging to one of n numbers of clusters within an unsorted dataset that contains 

overlapping relationships between potential clusters.  

One such approach is the Gaussian Mixture Model (GMM), a probabilistic unsupervised learning algorithm that 

classifies data in to clusters. The GMM is an extension of the k-means algorithm, one of the most common and 

easiest to use unsupervised learning algorithms (Raykov et al., 2016). There are three stages to implementing k-

means clustering. The first is initialisation, in which a number of centroids (k) are seeded at random within a 

dataset. Next, all data points are classed as ‘belonging’ to one of these centroids based on the Euclidean distance 

from the centroids. Finally, the mean of the clusters are calculated, and the centroids moved to these positions 

(Dinov, 2018). The process is re-run, until the algorithm converges on a local optimum (i.e., when the locations 

of the centroids do not change). 

A major drawback in the use of k-means clustering is that using Euclidean distance to calculate cluster 

assignment results in concentric (i.e., isotropic) clusters. If the spread of data is anisotropic (i.e., not equal in all 
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directions) or there is overlap between data points of separate clusters, k-means can fail to identify correct cluster 

assignments, even if the correct cluster assignments are clear to the human eye (Figure 4.5). A GMM differs from 

k-means in two main ways; i) clusters in a GMM are defined by their means and variance which are modelled as 

Gaussian distributions, and ii) a GMM assigns data to a cluster probabilistically (Jung et al., 2014). Therefore, a 

GMM is better suited to overcoming these limitations of the k-means approach. 

 

 

Figure 4.5: Schematic showing a) a good candidate dataset for k-means clustering comprising separate, isotropic clusters, 
and a poor candidate dataset for k-means clustering due to b) anisotropic clusters and c) cluster overlap between an 
isotropic and anisotropic cluster. Data are assigned to one of two clusters (red and green) based on the Euclidean distances 
shown by grey lines, with the cluster centroids shown by squares. 

 

A GMM implements the Expectation-Maximization (EM) algorithm. EM is an iterative process that initially 

uses random components in the data and then switches between calculating the probability of a data point being 

generated by the Gaussian components of the model (i.e., expectation), and then maximizing the likelihood of 

the data given the classification (i.e., maximization). The result is a dataset that produces a series of classification 

labels identifying data points as belonging to one of a specified number of modelled Gaussian probability 

distributions present in the dataset. The dimensions of the modelled Gaussian probability distributions can be 

determined by assessing the variance (i.e., the spread of numbers away from the mean of the group) and 

covariance (i.e., the direction of the relationship between two variables). In a GMM, the covariance is expressed 

in a matrix, and determines the size and orientation of the modelled Gaussian distributions used in the clustering 

process (Pedregosa et al., 2011). The covariance types typically used in GMM clustering (Figure 4.6) are: 

 Spherical: Produces modelled Gaussian distributions that have the same shape with isotropic variances 

in all directions (i.e., spherical shape). 

 Diagonal: Produces modelled Gaussian distributions with different shapes, but that are orientated along 

coordinate axes. 

 Tied: Produces modelled Gaussian distributions that have the same shape, but with anisotropic 

variances in any direction 

 Full: Produces Gaussian distributions that can have any shape with no constraint on variance. 
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Using a full covariance matrix allows the Gaussian distributions to model data that contain strong but 

heterogeneous correlations between variables. The diagonal and tied covariance matrices assume strong but 

homogenous correlations between variables, and the spherical covariance matrix assumes no correlation between 

variables. 

 

 

Figure 4.6: The types of Gaussian distributions produced from using different covariance matrices including a) spherical, 

b) diagonal, c) tied and d) full. Darker red contours indicate higher probability. 

 

A GMM is used as i) it is unsupervised (i.e., requires no training data), ii) it assigns each point in the dataset to 

one of a specified number of clusters in a probabilistic manner, identifying potential areas of uncertainty (Doetsch 

et al., 2010), iii) it allows a range of covariance types in the data, allowing for identification of anisotropic, convex 

clusters in the parameter space (Delforge et al., 2021), and iv) it is easily implemented using the scikit-learn 

package, a collection of machine learning tools for predictive data analysis that is part of the Python based SciPy 

library (Pedregosa et al., 2011). 

Four geophysical variables are available for passing to the GMM algorithm, three geophysical variables 

(resistivity, P-wave velocity (Vp) and S-wave velocity (Vs)) and one spatial variable (depth in z from the ground 

surface). Two combinations of inputs to the GMM are considered; one using only the three geophysical inputs 

(i.e., a GMM without depth constraint) and one using the four inputs combining the geophysical and depth 

inputs (i.e., a GMM with depth constraint). An important hyperparameter to tune in a GMM is the number of 
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expected clusters  in the data. Given that only basic a priori information are assumed for the site, similar to that 

which might be obtained from a simple desk study, the number of expected clusters are determined using 

statistical analysis of the model inputs to the GMM and comparing this result with the a priori information 

available from a geological map.  

Firstly, the optimal number of clusters is assessed by considering the Bayesian Information Criterion (BIC) for a 

range of number of clusters (Schwarz, 1978). The BIC is a general statistical means of scoring a range of candidate 

models to identify the model with the highest probability of fitting the data (Neath and Cavanaugh, 2012). In the 

context of a GMM, the objective of considering the BIC is to identify the minimum number of clusters that can 

describe the heterogeneity of the model (Delforge et al., 2021). Bayesian statistics are used to calculate the 

conditional probability of an event (i.e., the posterior probability) based on information that may be relevant to 

the occurrence of the event (i.e., prior probability and likelihood) (McNamara et al., 2006). The BIC as proposed 

by Schwarz (1978) assumes that one model is a ‘true’ model that fits the data. According to Bayes’ theorem, the 

degree to which one model (𝑀𝑖) fits the data over another model (𝑀𝑗) is given by the ratio of the posterior odds 

to the prior odds as 

Pr (𝑀𝑖|𝑦)

Pr (𝑀𝑗|𝑦)

Pr (𝑀𝑖)

Pr (𝑀𝑗)

            Equation 4.1 

where Pr (𝑀𝑖) is the prior probability and Pr (𝑀𝑖|𝑦) the probability density of the data given 𝑀𝑖, and Pr (𝑀𝑗) 

is the prior probability and Pr (𝑀𝑗|𝑦) the probability density of the data given 𝑀𝑗 (Dziak et al., 2020). If the 

prior probabilities for each model are equal, this can be simplified to the ‘Bayes factor’ of two models (𝐵𝑖𝑗) as 

𝐵𝑖𝑗 =
𝑃𝑟 (𝑦|𝑀𝑖)

𝑃𝑟 (𝑦|𝑀𝑗)
  .        Equation 4.2 

Schwarz (1978) demonstrated that for many models the Bayes factor can be approximated by exp (−
1

2
𝐵𝐼𝐶𝑖 +

1

2
𝐵𝐼𝐶𝑗) where 

𝐵𝐼𝐶 =  −2ℓ + 𝑙𝑛 𝑛 𝑝   ,       Equation 4.3 

where ℓ is the log-likelihood of the entire dataset within the model, 𝑙𝑛 𝑛 is a function of the sample size 𝑛, and 

𝑝 is the number of parameters within a model (Dziak et al., 2020). Therefore, according to Equation 4.3, the 

lowest BIC value, or threshold at which increasing the number of clusters does not change the gradient between 

BIC values, can be considered the optimum number of clusters to use in the GMM algorithm. 

In the case of the GMM without depth constraint, the absolute BIC values decrease significantly above two 

clusters, and continue to decrease marginally with increasing cluster numbers, showing no obvious absolute BIC 

minima. However, the BIC gradient becomes asymptotic to 0 at four clusters, indicating that the gain in 

increasing the number of clusters is marginal above this value. Conversely, in the GMM with depth constraint, a 

sharp decrease in the BIC is observed at four clusters, above which the BIC increases again. Although the BIC 

marginally decreases again at seven clusters, given the objective of considering the BIC is to minimise the number 

of clusters to describe the data, four is identified as the optimal number of clusters for both models. 
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Figure 4.7: The Bayesian Information Criterion (BIC) and gradient of the BIC for a range of a number of clusters for a) 
inputs without depth constraint including resistivity, P- and S-wave velocity and b) inputs with depth constraint including 
resistivity, P- and S-wave velocity and depth. The lowest number of clusters above which adding additional clusters does 
not change the BIC or gradient of the BIC indicates the optimal number to use, in each case four clusters. 

 

Secondly, the use of four clusters is confirmed by considering basic a priori information about the site from maps 

and on site observations. The publicly available geological map of the site (Fox-Strangways and Howell, 1983) 

shows four stratigraphic units beneath the slope; the Dogger Formation (DF), Whitby Mudstone Formation 

(WMF), Staithes Sandstone Formation (SSF), Redcar Mudstone Formation (RMF) (Figure 4.1b). Within these 

four units, two distinct lithologies are present; mudstone (WMF and RMF) and sandstone (DF and SSF). The 

satellite images (Figure 4.2b and Figure 4.2c) show surface materials (derived from these parent lithological 

units) that are in the process of being reworked by creeping landslide processes, for example, as reworked WMF 

material forming the flow lobes at the site. Areas of very little deformation are observed, where the surface 

materials are assumed to be stable. Therefore, the a priori information confirms the use of four clusters in either 

GMM model, representing i) sandstones, ii) mudstones, iii) actively deforming (disturbed) surface material likely 

derived from the displaced WMF, and iv) relict (undisturbed) surface material likely derived from the SSF. In 

addition to deciding the number of clusters, some additional hyperparameters require tuning. For each cluster in 

both GMM models, the covariance type is set to full to allow for the identification of anisotropic clusters with 

different variances and Gaussian distributions. In addition, a random state is passed to the algorithm to allow for 

reproducibility between separate runs of the algorithm.  

 

4.5 Results 

4.5.1 Individual model results 

The inverted geophysical models are shown in Figure 4.8. Figure 4.8a, b and c show the data inverted using the 

individual meshes derived from the RTK-GPS positions of electrodes and geophones in the field. Figure 4.8d, e 

and f show the results of inverting the data using the joint mesh. The methods have varying depths of penetration, 

with the P-wave model reaching deeper parts of the landslide, and the ER model imaging shallower areas. The 

inverted ER model shows a small zone of intermediate (20 – 50 Ωm) resistivity at the top of the slope, above a 
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large unit of low resistivity (<20 Ωm) extending from the base of the section to the surface is identified at 20 – 60 

m horizontal distance. Downslope of this, the low resistivity layer is present as a shallow surface layer, extending 

to ~130 m horizontal distance along the profile. A zone of increased resistivity underlies this surface layer, 

containing some thin layers of high resistivity (>100 Ωm), which are identified at the surface from 120 – 170 m 

horizontal distance. At the base of the slope, an area of intermediate resistivity values underlie this higher 

resistivity area between 110 – 180 m horizontal distance, which also shows localised zones of lower resistivity. 

The P-wave model shows uniformly low velocity surface layer of 300 – 500 m/s, thickest in the central part of the 

slope (60 – 100 m horizontal distance) and thinning toward the surface both from 0 – 60 m horizontal distance 

and from 100 – 150 m horizontal distance. Units of increased velocity are present at depths of >15 m bgl at the top 

of the slope (between 10 and 50 m horizontal distance) and shallowing from ~20 m bgl to ~10 m bgl between 80 

and 150 m horizontal distance. This latter high velocity unit at the base of the slope has the highest P-wave 

velocities, in excess of 2000 m/s, while the former high velocity unit toward the top of the slope has reduced P-

wave velocities in the range of 1000 – 1500 m/s.  P-wave velocity should be sensitive to changes in bulk modulus, 

and will increase significantly as materials move from a highly- to fully-saturated state. However, it is not clear 

from the P-wave velocity alone whether this lower unit represents a change in lithology, or is a water table. 

 

 

Figure 4.8: The inverted geophysical models from the Hollin Hill Landslide Observatory. a) Resistivity model, b) p-wave 
model and c) S-wave model inverted using individual meshes derived from original survey geometry. d) Resistivity model, 
e) P-wave model and f) S-wave model inverted using a joint mesh created with interpolated sensor positions. Models of 
each method are presented on the same colour scale, with the more transparent areas showing where there is low data 
coverage in the model. 
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The S-wave model shows a smaller range of velocities, with a very uniform low velocity layer of 50 – 100 m/s from 

the surface to about 2 m bgl across the slope. An increased velocity boundary is identified between 30 – 70 m 

horizontal distance, rising from ~20 m bgl to the near-surface across this area. Similarly, a broadly horizontal 

increase in S-wave velocity is identified from 90 – 150 m horizontal distance, at ~60 m elevation asl. S-wave 

velocity is sensitive to variations in shear modulus, generally decreasing with increasing saturation, but with no 

rapid rise at the highly- to fully-saturated state (as with P-waves velocity). 

 

4.5.2 Geophysical model relationships 

After inversion of the individual geophysical datasets on the joint 2D mesh, a model is extracted with co-located 

resistivity, P-wave and S-wave velocity values. The points are extracted from the centre of cells that have 

overlapping coverage from all of the geophysical surveys, limiting the data to a shallow layer approximately 20 m 

thick (the maximum depth extent of the ER survey) and extending from 0 -  144 m horizontal distance along the 

survey profile (the maximum horizontal extent of the SR survey). The co-located model comprises 1937 data 

points with values of resistivity and P- and S-wave velocity (Figure 4.9). In each of the individual models, these 

points have full coverage by each method in each survey; reducing this threshold has the potential to produce a 

co-located model with a greater number of points, at the cost of increasing the uncertainty associated with the 

non-uniqueness of inverted measurements in the model. 

 

 

Figure 4.9: The 1937 data points (black dots) that have a co-located measurements of Vp, Vs and resistivity, and their 
position on the joint 2D mesh created from the separate topography of the ER and SR surveys (grey background). 

 

Cross-plots and simple statistics of the different data variables (resistivity, P-wave and S-wave velocity, and 

depth below ground level) are used to explore potential relationships in the co-located models. Combining these 

approaches, a ‘cross-plot correlation matrix’ is produced, in which each variable in the co-located model is plotted 

North South 
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against each other, shows the different relationships present in the data (Figure 4.10). A Spearman rank 

correlation test, measuring the statistical dependence between two variables described by a monotonic function, 

provides a simple means of identifying positive or negative correlations in multi-variate data. In the cross-plot 

correlation matrix, the background of each plot is coloured according to the Spearman rank correlation 

coefficient (rs), with dark red indicating strong positive correlations in the data, and dark blue indicating strong 

negative correlations. The Spearman rank correlation is a non-parametric means of evaluating the degree of linear 

association (i.e., correlation) between two variables, calculated by 

𝑟𝑠 = 1 −
6 ∑ 𝑑𝑖

2

𝑛(𝑛2−1)
           Equation 4.4 

where 𝑑𝑖  is the difference between ranks for each 𝑥𝑖 , 𝑥𝑦 pair, and 𝑛 is the number of data pairs (Gauthier, 2001). 

Data with perfect positive correlation have 𝑟𝑠 = 1, and data with a perfect negative correlation have 𝑟𝑠= -1. 

 

 

Figure 4.10: A cross-plot correlation matrix, plotting each variable from the co-located model (resistivity, P-wave 
velocity, S-wave velocity, and depth below ground level). The shading behind each panel corresponds to the Spearman rank 
correlation, printed above each panel, measuring statistical correlation between the variables. 
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For some cross-plots in the correlation matrix, rs is expectedly high. S-wave velocity is sensitive to increases in 

stiffness, which is increased by compaction, and therefore a very strong positive approximately linear correlation 

between S-wave velocity and depth (rs = 0.93) is identified. S-wave velocity is a function of soil density, void ratio 

and effective stress (L’Heureux and Long, 2017), all of which are expected to increase with burial depth, leading 

to the strong correlation shown in Figure 4.10. Similarly, P-wave velocity increases with bulk modulus and 

density, which is increased with compaction, and therefore has a strong approximately linear correlation with 

depth (rs = 0.76). Additionally, moisture variations within soil will induce significant changes in the P-wave 

velocity (Ilori et al., 2013), which points toward the greater spread of higher P-wave velocities with greater depth 

when comparted to the S-wave velocity (which remains comparatively unaffected by moisture variation). Due to 

the effect of compaction on both seismic velocities, the correlation between P-wave and S-wave velocity is also 

strongly positive and approximately linear (rs = 0.71). The approximately linear nature of the relationships 

between seismic velocity and depth indicate a simple relationship in which increasing depth results in increased 

seismic velocities; this is expected as greater compaction is experienced with the increasing volumes of material 

overlying deeper points.   

However, some variable pairs show rs closer to 0, even though the human eye can see patterns in the data that 

suggest non-random relationships. For example, resistivity and P-wave velocity (rs = -0.02) show no statistically 

significant correlation. This is not unexpected given the primary sensitivity of P-wave velocity to density and 

bulk modulus, and resistivity to moisture content and clay-content (Mreyen et al., 2021). However, overlapping 

non-linear relationships between certain sets of P-wave and resistivity variables are observed. This also appears 

to be true for the very weakly positively correlated resistivity and S-wave velocity (rs = 0.34) and resistivity and 

depth (rs = 0.35) variables. In an attempt to separate and classify these sub-relationships within the geophysical 

data, the unsupervised GMM algorithm is applied to the co-located model to objectively determine classifications 

of data based on these relationships. 

 

4.5.3 Clustered ground model results 

Two GMM outputs are assessed for producing ground models of the subsurface; one without depth constraint, 

in which resistivity, P- and S-wave velocity are passed to the algorithm, and another including depth constraint. 

The resulting classifications of the model values identify clusters of points with similar trends and ranges of 

measurements (Figure 4.11a and Figure 4.11c), rather than classifications based on generic reference values. 

Cluster 1 (blue) is characterised by lower resistivity, lower P-wave velocities and lower S-wave velocities, while 

cluster 2 (green) shows lower to medium resistivity values, with medium to higher P- and S-wave velocity ranges. 

Cluster 3 (orange) is characterised by lower to higher resistivity, lower to medium P-wave velocity and medium 

to higher S-wave velocities, while cluster 4 (brown) show lower to higher resistivity with low P- and S-wave 

velocities (see Table 4.2 for summary). 

When the clusters are plotted back to their locations in the landslide subsurface, the groups form highly 

contiguous regions (Figure 4.11), with clusters 3 and 4 each forming two separated units at depth, likely to 

indicate separate lithological units, and clusters 1 and 2 forming adjacent surface regions, indicating different  
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Figure 4.11: The results of the two GMM models; a) the data distribution and b) cluster ground model for the GMM with 
no depth constraint, and c) data distribution and d) cluster ground model for the GMM with depth constraint. 

 

 

Figure 4.12: The probability of each variable in the two GMM models being assigned the correct cluster. Using depth 
constraint reduces uncertainty in clusters 3 and 4, at the cost of introducing marginally higher uncertainties in to the 
assignment of cluster 1. 
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Table 4.2: The properties of the cluster assignments output from the GMM. 

 Resistivity (Ωm) P-wave velocity 

(m/s) 

S-wave velocity 

(m/s) 

Depth (m 

bgl) 

Interpreted lithology 

Cluster 1 9 – 34 Ωm;  

mean = 15 Ωm 

222 – 715 m/s;  

mean = 422 m/s 

52 – 213 m/s;  

mean = 115 m/s 

0 – 3 m Slipped surface material (derived from 

Whitby Mudstone Formation) 

Cluster 2 10 – 78 Ωm,  

mean = 27 Ωm 

 366 – 2220 m/s; 

mean = 1142 m/s 

174 – 691 m/s; 

mean = 367 m/s 

2 – 20 m Whitby Mudstone Formation (upper 

slope) / Redcar Mudstone Formation 

(lower slope)  

Cluster 3 14 – 153 Ωm;  

mean = 58 Ωm 

432 – 1367 m/s; 

mean = 751 m/s 

221 – 548m/s; 

mean = 349 m/s 

3 – 18 m Dogger Formation (upper slope) / 

Staithes Sandstone Formation 

(unsaturated, lower slope) 

Cluster 4 11 – 188 Ωm;  

mean = 67 Ωm 

206 – 676 m/s;  

mean = 378 

56 – 323 m/s; mean 

= 152 m/s 

0 – 5 m Stable surface material (derived from 

Staithes Sandstone Formation) 

 

states of surficial materials. The two GMM models show a similar pattern of cluster distribution; the main 

regions described above are present in both models, but with some areas of cluster 3 assigned to cluster 4 in the 

lower slope in the GMM model with no depth constraint. As the GMM algorithm assigns clusters based on 

probability, the probability of assignment for each point in a cluster can be used to assess the result of the model 

output (Figure 4.12) Using depth constraint in the GMM increases the probability of clusters 3 and 4 being 

assigned to the correct cluster, while the probabilities of cluster 2 remain broadly the same. There is a marginal 

reduction in the probability of cluster 1 being correctly assigned, but this reduction is much less than the gains 

made in clusters 3 and 4. Consequently, the GMM using depth constraint can be considered the more reliable of 

the two GMM outputs. A cross-plot correlation matrix showing the relationships between the various 

geophysical data variables with the cluster assignments shows the different properties of the clusters (Figure 

4.13). The clusters within the cross-plot correlation matrix highlight the relationships between the different 

geophysical properties of the various rocks and soils present at the site, and these distributions can be used for 

determining potential lithology based on the ranges of values present. 

 

4.6 Discussion 

Acquiring multi-method, co-located geophysical measurements can reduce uncertainty in ground model 

development, as different geophysical techniques are sensitive to different properties of the subsurface. Although 

increasing the number of geophysical techniques can reduce uncertainty, nonetheless, a qualitative, heuristic 

form of comparative interpretation can be open to operator bias (Niccoli, 2014), and requires both prior 

knowledge of the subsurface and of the sensitivity of the geophysical method to other similar subsurface 
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conditions to produce a robust interpretation. In some instances, ranges of reference values may be used to aid 

the interpretation of geophysical data (e.g., Bichler et al., 2004). With this approach, large assumptions are made 

regarding the validity of measurements acquired in one setting and used to interpret geophysical models acquired 

from another. Additionally, the typical ranges that are presented by such reference values are usually very large 

and tend to overlap between material types, therefore still relying on the judgement of an operator to use 

effectively. Over-confidence in interpretation may produce a detailed ground model with many (unknown or 

undisclosed) uncertainties, whilst under-confidence in interpretation may result in a conservative ground model 

that does not capture the heterogeneity of the subsurface. In either case, the resulting ground model does not 

reflect the true heterogeneity of the subsurface and may fail to map major subsurface discontinuities. 

Furthermore, the process of arriving at the final ground model is unlikely to be repeatable between operators. 

Therefore, rapid geophysical investigation and processing methods that can produce robust and objective results 

for informing ground model development are needed. Using co-located models shows that there exist 

relationships between geophysical variables that are more complex than can be described by simple statistics 

that consider the dataset as a whole. A GMM is able to identify overlapping relationships and trends in the co-

located dataset, and classify data according to these distributions. The resulting ground model, created by 

plotting the cluster assignments to their spatial location, has identified the major subsurface discontinuities 

present in the subsurface identified in prior ground models of the HHLO produced from joint geotechnical and 

geophysical studies.  

In previous studies of the HHLO, arbitrary values of geophysical measurements have been used to identify the 

boundary between lithological units. Chambers et al. (2011) used a resistivity value of 30 Ωm to distinguish 

between the clay-rich WMF and clay-deficient SSF at the site, based on visual inspection of inverted ER models. 

Uhlemann et al. (2016a) used rapidly increasing seismic velocity gradients to locate potential lithological 

boundaries between the WMF and SSF. This boundary was then later used in the processing of 3D ER surveys 

from the site, and was used as a boundary within the inversion process and to determine different zones of the 

subsurface for applying petrophysical relationships by Uhlemann et al. (2017). Similarly in the study by Whiteley 

et al. (2020b) considering time-lapse SR models from the HHLO, an arbitrary value from the Vp/Vs model (Vp/Vs 

>5) based on the judgement of the operator was used to identify the sliding layer at the HHLO. In all of these 

previous studies, different persons considering the inverted models may have produced different opinions or 

interpretations of the location of these discontinuities. That is not to say that these results are necessarily 

incorrect or inaccurate; the cross-section in Figure 4.1c is the result of these many studies, including information 

from other intrusive (Gunn et al., 2013) and remote-sensing observations (Merritt et al., 2013), and consequently 

uncertainties in interpretation are reduced with each additional data source incorporated. The discontinuities 

from this ground model have been transposed to the rapid reconnaissance ground model for comparison (Figure 

4.14). The approach presented in this study provides a means of identifying these discontinuities by interrogating 

the relationships present in the parameter space (see Figure 4.13), rather than based on judgement alone or by 

incorporation of many different geophysical, geotechnical and geodetic datasets. Crucially, this approach will 

yield repeatable results independent of the skill and experience of the operator. 
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Figure 4.13: A cross-plot correlation matrix of the inverted geophysical data, showing the cluster assignments from the 
GMM using depth constraint. 

 

The geophysical properties of each cluster are summarised in Table 4.2, and these geophysical properties 

characterise the materials of the landslide. The surface layers, cluster 1 and 4, which are located toward the mid 

to upper slope and lower slope respectively, share broadly similar seismic velocities (low to medium velocities) 

but have different resistivity ranges. The low seismic properties of both these groups indicate disturbed and 

unconsolidated material in this surface layer, consistent with other seismic investigations conducted by 

Uhlemann et al. (2016a) and Whiteley et al. (2020b). In cluster 1, which extends to ~2 m bgl from 0 m to 90 m 

horizontal distance before thinning out at the surface by 120 m horizontal distance, the low range of resistivity 

(<25 Ωm) points to a high clay content in the surface layer (high levels of saturation in this surface layer are 

unlikely due to the antecedent dry conditions that preceded the survey), similar to those observed by Chambers 

et al. (2011) and Uhlemann et al. (2017). The underlying Whitby Mudstone Formation (WMF) located in the 

upper slope has a high clay content and is the primary failing unit at the HHLO, and is also the parent unit for 

this disturbed surface layer identified by cluster 1. Cluster 4, underlying cluster 3 from 65 m horizontal distance 

and outcropping at the surface from 90 m, has a much higher range of resistivity (25 to >100 Ωm). This indicates 

a material with lower clay content, likely derived from the relatively sand-rich Staithes Sandstone Formation 
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(SSF) underlying this part of the landslide. The small zone of cluster 4 identified at the top of the slope is likely 

associated with the presence of highly fissured ground associated with the backscarp and rotated block in this 

area, with the presence of cracks leading to low seismic velocities and higher resistivity values. 

 

 

Figure 4.14: The rapid reconnaissance ground model, derived from the GMM approach described in this study, with the 
major boundaries from the working ground model of the Hollin Hill Landslide Observatory (Figure 4.1c) transposed to 
their referenced positions. The rapid reconnaissance ground model captures the broad scale heterogeneity of the landslide 
subsurface. 

 

Beneath these surface layers, areas of cluster 3 (located in a small area at the top of the landslide slope from 0 – 10 

m horizontal distance, and again from 45 m to the end of the survey line) and cluster 2 is intercalated in cluster 

3. The seismic properties of each unit are broadly similar, showing medium to high P- and S-wave velocities, and 

indicating more consolidated deposits. The high range of resistivity of cluster 3 indicate a material with variable 

clay content and saturation regime, whereas the limited, low resistivity of cluster 2 indicates a clay-rich and 

saturated material. Therefore, the large zone of cluster 3 located below 2m bgl between 45 m and the end of the 

survey line is likely to be the SSF, which is a relatively porous and a sand-rich unit. The small area of cluster 3 

located at the top of the landslide is likely a small section of DF, the sandstone and limestone unit capping the 

escarpment. The two zones of cluster 2 represent units of different materials but with similar properties. The 

upper area of cluster 2 is the WMF, as indicated by low resistivity and medium to high seismic velocities, and the 

lower area is most likely the RMF, a unit of clay-rich material situated within a location more prone to increased 

saturation at the base of the landslide, giving it similar properties to the clay-rich WMF in the upper slope. 
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The results of the GMM clustering can be compared with intrusive borehole data from the site, and acquired at 

the same time as the surveys (Figure 4.15). A borehole drilled at 52.85 m horizontal distance (and offset by 12 m 

to the east of the survey line) recovered a core including disturbed surface deposits, and underlying WMF and 

SSF materials to a depth of ~10 m bgl. The lithological transitions are identified by the changes in colour from the 

grey WMF to brown SSF, although the transition between these units is not well reflected by individual 

variations in the geophysical logs extracted from the borehole position. However, changes in the cluster profile 

reflect the changes from disturbed surface material (0 – 2 m bgl; cluster 1) to WMF (2 – 7.5 m bgl; cluster 2) and 

SSF (>7.5 m bgl; cluster 3), highlighting the use of the GMM in identifying subtle variations that may not be easily 

identified by individual visual inspection and comparison alone. 

It is important to note that the machine learning approach presented in this study does not remove uncertainties 

associated with the non-uniqueness of inverted geophysical data. For this, data integration at the inversion stage 

is required, which requires a different and more technically demanding approach, such as the use of petrophysical 

joint-inversions (e.g., Mollaret et al., 2020, Wagner et al., 2019). Neither does the approach presented in this 

study advocate the omission of individual evaluation of inverted geophysical models; although skills and 

experience may vary between persons, this does not preclude expert analysis of inverted models as has been the 

approach taken for many decades with great success in the field of near-surface geophysics. Rather, this approach 

unifies the interpretation of three individually inverted geophysical models in to a single model, which is easier 

to understand, rapidly identifies major subsurface discontinuities, and is compiled in a more rapid and objective 

manner than individual comparison between models. Because of the level of detail regarding major subsurface 

features acquired in comparison to the many more detailed studies preceding this one, this single unified model 

is termed a ‘rapid reconnaissance ground model’. Additionally, as the machine learning approach exploits 

inherent relationships within the co-located measurements, the rapid reconnaissance ground model contains 

lower interpretation uncertainties than that which may result from using, for example, comparison to generic 

reference values (e.g., Bichler et al., 2004). 

 

4.7 Conclusions 

Three sets of geophysical models are produced from electrical resistivity tomography and P- and S-wave seismic 

refraction tomography at a slow-moving clay-rich landslide. After data pre-processing to co-locate the surveys 

using topography acquired from a UAV, the geophysical data are inverted on a joint 2D mesh, producing co-

located geophysical models. The variables of resistivity, P-wave velocity and S-wave velocity are cross-plotted 

(Figure 4.10) revealing complex trends and relationships in the data, indicating the presence of multiple 

contiguous geophysical zones in the subsurface.  

Using an unsupervised GMM algorithm, points in the geophysical models are classified (resistivity, P-wave and 

S-wave velocity) as belonging to one of four clusters, with the number of groups being chosen based on statistical 

measurements of the data, alongside the expected lithological variations present at the site. The GMM algorithm 

identified four distinct areas of the landslide; a surface layer of low resistivity and low seismic velocity, thought 

to represent the failing Whitby Mudstone surface layer, and a second surface layer showing higher resistivity 

believed to be a sand-rich surface material derived from both the underlying Staithes Sandstone Formations.  
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Figure 4.15: Comparison between the photographic borehole log (stretched horizontally for visibility), cluster assignments 
and geophysical profiles. The borehole is located approximately 12 m to the east of the geophysical survey profile. 
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Beneath these surface layers, the GMM algorithm identified four discrete domains comprising two clusters, 

indicating areas of mudstones and sandstones with similar geophysical properties in the landslide. The cluster of 

low resistivity and increased seismic velocities is interpreted as the underlying Whitby Mudstone formation in 

the mid to upper slope, and the Redcar Mudstone Formation at the bottom of the slope. Another cluster with a 

high resistivity range and slightly decreased seismic velocities is interpreted as the Dogger Formation at the very 

top of the slope, and the unsaturated Staithes Sandstone Formation in the mid-slope area. 

The ground model produced by plotting these clusters back to their location within the landslide subsurface 

maps the major discontinuities identified in previous ground models of the HHLO constructed by qualitative and 

heuristic interpretations of geotechnical and geophysical data (e.g., Uhlemann et al., 2016a, Whiteley et al., 

2020b). Additionally, when compared to a borehole log from near the geophysical survey line, the extracted 

geophysical and cluster logs show good agreement with the main lithological changes identified in the 

subsurface. 

These types of ground models, acquired rapidly over large areas at the slope-scale using multi-geophysical survey 

approaches, and processed and interpreted using objective and automated methods, are a valuable tool in the 

rapid reconnaissance of landslide systems. Using unsupervised machine learning algorithms for these purposes 

is an emerging field in engineering geophysics, and one that shows much promise in overcoming the pitfalls 

associated with operator bias, overdependence on operator skill and interpretation, and conveying results 

objectively to other end users with clarity. This approach to producing rapid reconnaissance ground models gives 

broad stroke information about the subsurface with little prior knowledge, and can be crucial in disaster risk 

reduction scenarios and time-critical ground investigations, or for providing early stage design information for 

the establishment of slope-scale landslide early warning systems. 
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5.1 Introduction 

This thesis concerns the characterisation and monitoring of moisture-induced landslides (i.e., landslides that are 

prone to destabilisation due to increased saturation). Geophysical investigation methods, both to map the 

subsurface of a landslide as well as monitor changes therein, have become increasingly widespread in recent years 

(Whiteley et al., 2019). Geophysical imaging methods produce models of the subsurface at the slope-scale, 

overcoming the shortcomings of diffuse data from point sensor networks and limited penetration of remote 

sensing methods. Hence, geophysical monitoring plays a demonstrably important role bridging the gaps in scale, 

resolution and coverage between these existing landslide monitoring methods for the purposes of delivering early 

warning of landslide failure. 

Chapter 2 of this work identifies ER as an increasingly used method to monitor landslides. ER measurements are 

sensitive to variations in lithology (particularly the clay-content of soils and rock), porosity and moisture content 

(Merritt, 2014). In a monitoring context, where the lithology and porosity tend to remain the same over time, ER 

has proved an effective tool for imaging the movement of water through the ground in 3D, and has been used to 

monitor slopes at risk of moisture-induced failure (Holmes et al., 2020, Uhlemann et al., 2017). However, 

persistently identified shortcomings in the use of geophysics for slope monitoring include i) the impact that 

systematic and random errors can have on the reliability of results (Tso et al., 2017), and ii) the non-unique 

relationships between geophysical measurements and engineering properties of soils, giving rise to interpretative 

uncertainty (Fournier et al., 2013).  

Despite the rise of ER as a monitoring tool for imaging the subsurface, no other geophysical imaging methods 

have been adapted for long-term monitoring, despite the obvious candidacy of some techniques, such as SR. 

Consequently, long-term geophysical monitoring studies tend to rely more heavily on data translation 

techniques, such as the use of petrophysical relationships, to reduce interpretative uncertainty (Holmes et al., 

2022). There is therefore a demonstrable need to develop other geophysical monitoring methods for subsurface 

imaging to complement the advances in ER monitoring, and reduce interpretative uncertainty. 

To address this need, this thesis firstly aims to develop SR as a monitoring tool to complement ER (Chapter 3). 

Adaptation of SR for monitoring requires consideration of novel errors and uncertainties that may arise from 

implementing a time-lapse SR approach. In addition to the consideration of errors and uncertainties, the 

sensitivity of the measurements to relevant properties of the landslide system must also be considered, and how 

these sensitivities complement those of the ER approach. Secondly, this thesis uses machine learning to integrate 

ER and SR data in a quantitative manner (Chapter 4). This approach has an emphasis on semi-automated data 

classification to identify geophysically similar zones within a landslide system that represent contiguous 

hydrogeological units.  

This chapter (Chapter 5) synthesises the main findings of this thesis by identifying the interoperable concepts 

and results between developments in monitoring and integrated characterisation using geophysical imaging of 

landslides. Furthermore, this chapter considers the role of these developments within the broader context of local 

landslide early-warning systems (LoLEWS), and contextualises the nascent but critical role that geophysical 

monitoring systems play in these risk mitigations strategies. 
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5.2 The case for developing SR as a monitoring tool 

The literature review presented in Chapter 2 identifies only two examples of landslide monitoring using active 

seismic methods. Of these, one uses SR (Grandjean et al., 2009), and the other uses surface waves (SW) analysis, 

which requires an almost identical methodological setup to SR investigations (Bièvre et al., 2012). Both studies 

demonstrate the suitability of seismic methods to monitor relevant properties of the landslide system. Bièvre et 

al. (2012) use SW measurements recorded approximately 5 months apart to investigate the role of fissuring in a 

clay-rich landslide. They determine from spectral ratios and amplitude analysis that the fissures were open at the 

time of both surveys, but that the depth of fissuring may vary between the two dates. Notably, ER monitoring 

identifies widespread moisture content increases associated with rainfall infiltration, but does not provide 

additional information on the role of fissuring. Similarly, Grandjean et al. (2009) use P-wave velocity to 

characterise the fissure density of a landslide subject to a simulated rainfall experiment. Reduced P-wave 

velocities in the surface of the landslide over the course of the experiment are associated with increases in 

fissuring. However, P-wave velocity does not increase with increased saturation in deeper zones of the landslide. 

Instead, this is detected by ER measurements, which are acquired throughout the experiment. 

Both of these studies highlight the use of SR as a tool for monitoring mechanical properties of the ground, in both 

cases related to fissuring. Fissuring plays an important role in the hydrological – mechanical feedback of a 

landslide system, by creating preferential pathways for water infiltration (Krzeminska et al., 2012, Krzeminska 

et al., 2013, Rosone et al., 2018). Both of the studies by Grandjean et al. (2009) and Bièvre et al. (2012) note that 

SR is more sensitive to variations in seismic velocity caused by mechanical changes in the landslide material. In 

contrast, the ER measurements instead identify changes in ground moisture. These observations neatly 

summarise the necessity for multi-method approaches in landslide monitoring, and reiterate the importance of 

understanding both the hydrological and mechanical aspects of slope stability, both of which can be 

approximated from ER and SR measurements respectively. However, both of these studies are limited in scope 

when looking to understand the long-term mechanical behaviour of landslides, as both studies comprise short 

durations (from days to months), and employ a low number of repeated surveys. 

The lack of use of SR monitoring identified in Chapter 2 cannot be assumed to point to the unsuitability of SR 

for understanding landslide properties. On the contrary, there are numerous examples of SR being used to 

provide highly relevant information on the subsurface structure and lithological properties of landslides (e.g., 

Imani et al., 2021, Mreyen et al., 2021, Perrone et al., 2021, Samyn et al., 2012, Tomás et al., 2018, Uhlemann et al., 

2016a). In a recent review, Pazzi et al. (2019) note that SR is the third most used geophysical method to 

characterise landslides in both soil and rock environments; only microseismic (i.e., passive seismic) analysis, 

followed by ER investigations, are more prevalent. Furthermore, the number of studies identified using either of 

these three approaches are an order of magnitude larger than all other geophysical methods, suggesting that these 

methods are most successful in characterising landslides. A similar trend is observed in the review conducted in 

Chapter 2; passive seismic monitoring campaigns comprise 29 entries in Table A.1, followed by ER monitoring 

campaigns (20 entries). However, active seismic methods (SR and SW) have only two entries, which comprise 

the studies by Grandjean et al. (2009) and Bièvre et al. (2012) outlined above. Furthermore, almost all of the 
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passive seismic studies and nearly half of the ER monitoring campaigns were deployed for long-term monitoring 

purposes. The two active seismic studies comprised a controlled test lasting 2.5 of days (Grandjean et al., 2009), 

and a monitoring campaign of two surveys spaced 5 months apart (Bièvre et al., 2012), neither of which were 

designed to capture long-term variations in landslide properties. Therefore, it would seem that the limited 

number of case studies identified in Chapter 2  both i) using SR as a monitoring tool, and ii) in a long-term 

monitoring context, is driven by lack of development of SR as a monitoring tool rather than unsuitability of the 

approach to provide useful monitoring information. 

 

5.3 Developing SR for characterisation and monitoring of the HHLO 

5.3.1 Identifying and minimising errors in SR 

The underuse of SR as a landslide monitoring tool is related to practical difficulties in obtaining reliable time-

lapse measurements due to the unique sources of random error that need to be considered. These include 

previously known sources of random error associated with SR surveying (Dangeard et al., 2018, Khalaf et al., 

2018), but also novel random errors specifically related to monitoring landslides which tend to have dynamic 

surfaces. These errors are identified and explored in Chapter 3. Table 3.1 details these potential sources of 

systematic and random errors, and identifies them as falling in to one of three stages of the SR monitoring 

approach: i) data acquisition, ii) data processing and iii) data inversion. The potential sources of error identified 

in Table 3.1 are unique to the use of SR as a monitoring tool. However, many are closely related to more general 

and previously known sources of errors when SR is used in a characterisation capacity (see Table 1.2). These 

include obtaining correct locations of receivers, appropriate survey design to achieve sufficient coverage, 

inconsistent picking of first arrivals, error modelling in the inversion process, and using appropriate constraints 

for data inversion.  

Chapter 3 places a large emphasis on assessing and minimising random errors arising in the data acquisition stage. 

This is because the challenges faced in the data processing and data inversion stages of SR monitoring share 

similar challenges to non-landslide applications (Blazevic et al., 2020, Dangeard et al., 2021). The unique aspect 

of this thesis is the application of this approach to monitoring a dynamic landslide. In addition, random errors 

generated in the data acquisition stages are some of the most fundamental, and yet potentially overlooked, aspects 

of geophysical surveying (Maurer et al., 2010).  

A major question addressed by implementing SR as a monitoring tool was; what role do the topographic changes 

of an active landslide surface have on the modelled velocities of the time-lapse models? To explore this, the data 

were inverted using a static inversion mesh (i.e., no topographic change included across the monitoring period). 

When compared to the time-series incorporating topographic changes, 23% of the data points in the time-series 

showed velocities with variations of more than ±10% of the true velocity (Figure 3.8). This is a significant finding, 

for two reasons: firstly, it demonstrates the impact that error can have in creating uncertainty; by assuming no 

topographic changes across the monitoring period, only 77% of the data can be considered ‘reliable’ if a ±10% error 

margin is accepted. Secondly, the variation of these measurements, which is greater than ±10% of the true velocity, 

is within the range of naturally varying bulk velocities of the sliding layer at the HHLO. The average bulk P-wave 
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velocity for the siding layer is 411 m/s across the 16 inverted time-steps; ten of these time-steps showed variation 

in P-wave velocity of less than ±10% of this average (Figure 3.8). By not incorporating the topographic movements 

from the landslide surface, it is likely that the true variation in velocity of the sliding layer could be smaller than 

the errors introduced. 

In addition to identifying best practice (i.e., incorporating topographic variations across the time-series) to 

minimise errors introduced to the processing stage, two novel approaches to incorporating and reducing errors 

are developed in this thesis: i) using reciprocal SR measurements to estimate dataset error, and ii) using a two-

stage inversion process to provide a reference model for time-lapse SR inversion. The first of these adopts the use 

of reciprocal measurements as a means of estimating the errors of measurements within a dataset for the inversion 

stage (Binley et al., 1995, Mwakanyamale et al., 2012). Estimating individual measurement errors plays a crucial 

role in data weighting during inversion (Tso et al., 2017). Although reciprocal measurements in SR are not 

typically available for every field measurement, even using the subset of measurements that have reciprocals can 

improve estimations of error. In the P-wave survey presented in Chapter 4, 17.4% of the total dataset had 

reciprocal measurements, and in the S-wave survey, this was 22.4%. The resulting error model developed from 

binning the SR reciprocal measurements and fitting an error model to these bins (Figure 4.4) shows significant 

improvement over using unbinned data for estimating the errors, or by assuming an arbitrary level of error in the 

data, as is often used in SR processing (Rücker et al., 2017). Using reciprocal measurements to estimate errors is 

also used for the entire SR time-series presented in Chapter 3.  

The second approach developed in this thesis to reduce errors, this time specifically for time-lapse SR, is the novel 

methodology to constrain the inversion for time-lapse SR data (Figure 3.3) presented in Chapter 3. At the time 

of the study, there were no time-lapse SR inversion codes available, a further indication of the lack of development 

of SR as a monitoring tool. Hence, Chapter 3 develops a two-stage inversion approach, in which all of the time-

steps are inverted individually, and the ‘best’ model, assessed using model error (i.e., RMS error) and closeness of 

fit (i.e., χ2). This model is then used as the reference model against which the entire time-series could be inverted. 

This approach tended to reduce the model errors and improve the data fitting in the final inverted model (Table 

3.3). 

 

5.3.2 Investigating the structure and processes of the HHLO using SR 

The resulting time-series of seismic velocities, and in particular the Vp/Vs ratio of the sliding layer at the HHLO, 

provide an important insight in to the behaviour of the clay-rich WMF. Although Uhlemann et al. (2017) identify 

a link between increases in moisture content and occurrences of failure at the HHLO, they infer, rather than 

observe, a change in the mechanical state of the WMF. In Chapter 3, a time-series of Vp/Vs ratio from the sliding 

layer at the HHLO is produced (Figure 3.8). The Vp/Vs ratio is a measurement of the ratio of longitudinal to 

transverse strain, and indicates the degree of deformation experienced by a material (Raharjo et al., 2016). This 

therefore provides evidence that the mechanical state of the WMF changes because of increased moisture 

content. Furthermore, this change is observed at the unit-scale, indicating that the entirety of the shallow outcrop 

of WMF at the HHLO may be at risk of moisture-induced strain-softening and failure. 
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In addition to contributing to the understanding of failure processes at the HHLO, the time-series SR results 

provide fresh insight in to the structure of the landslide. By considering the variation in standard deviation of Vp, 

Vs and the Vp/Vs ratio over the entire time-series (Figure 3.7), the distinct lithological units at the HHLO are 

identified more clearly than if a single survey is considered (Figure 4.8). In terms of reducing the uncertainty in 

characterising units using SR velocities, considering how the velocity of a unit changes over time may be a better 

identifier of the lithology and engineering properties than identifying the bulk velocity of a unit at a single point 

in time. However, this long-term approach is impractical when looking to map subsurface structures rapidly and 

objectively, and so for these applications, others means of reducing uncertainty are required. 

 

5.3.3 Reducing interpretative uncertainty through multi-method integration 

The methodology developed in Chapter 3 deals with reducing the uncertainty of SR monitoring results by 

addressing potential sources of error arising in data acquisition and data inversion. However, the resulting models 

still contain uncertainty related to the sensitivity of SR measurements to variations in the engineering properties 

of soils and rocks. Comparison with other data, such as rainfall and soil moisture, highlight the link between 

variations in the hydrological system and changes in seismic velocity (Figure 3.8). However, there remains 

uncertainty regarding how the spatial variations in seismic velocity relate to landslide structure, and the non-

unique relationships between seismic velocities and material properties. Hence, Chapter 4 adopts the widely 

used practice of reducing interpretative uncertainty through the use of multiple geophysical methods (Pazzi et 

al., 2019). In particular, the study in Chapter 4 leverages the complementarity of SR and ER measurements to 

assess mechanical and hydrological properties respectively (e.g., Bièvre et al., 2012, Bièvre et al., 2021, Grandjean 

et al., 2009, Imani et al., 2021, Mreyen et al., 2021, Perrone et al., 2021).  

However, Chapter 4 also aims at addressing a further source of uncertainty arising from interpretative bias. Bias 

in geophysical interpretation typically arises from the process of knowledge-driven (i.e., heuristic) modelling, 

which heavily relies on expert opinion (Burkin et al., 2019). For example interpreting the structures and 

discontinuities in seismic velocities to produce an interpretative model of geological structure and lithology relies 

on expert opinion (e.g., Uhlemann et al., 2016a). In the hands of a different operator, the resulting model may have 

different positions of boundaries, or identification of material types. These biases can be related to a number of 

factors, including  operator assumptions of uncertainty and confidence  (Rowbotham et al., 2010), how data are 

presented (Alcalde et al., 2017) and what previous information is available to inform the current interpretation 

(Mulargia, 2001). These biases ultimately affect the reproducibility of an interpretative model; in an ideal 

scenario, the same model would be produced independent of the operator. There is therefore a need to identify 

approaches that can aid in increasing the reproducibility of geophysical interpretation (Church et al., 2020). 

Chapter 4 therefore looks to machine learning as a means of integrating SR and ER with reproducible results. 

The type of machine learning algorithm used, the Gaussian Mixture Model (GMM), is a probabilistic 

unsupervised algorithm, which classifies points in a dataset as belonging to one of a number of modelled Gaussian 

distributions in the dataset, known as clusters. The resulting ‘rapid reconnaissance ground model’ derived from 

applying the GMM to the SR and ER data (Figure 4.14) significantly reduces uncertainty in identifying 

boundaries between discontinuous units at the HHLO. This reduction in uncertainty arises from i) the 
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integration of the ER and SR data (Figure 4.11), and ii) the probabilistic information provided on cluster 

assignment which is itself a measure of uncertainty of the approach (Figure 4.12). 

The rapid reconnaissance ground model highlights the same landslide structure as identified in the variation of 

standard deviation in velocity plots presented in Chapter 3 (Figure 3.7). In turn, both of these results are 

confirmed by conceptual models produced by past studies at the HHLO using geophysical and geotechnical data 

(Gunn et al., 2013, Uhlemann et al., 2016a). The rapid reconnaissance ground model is validated against past 

studies, comparison with long-term SR results (Figure 3.7) and available intrusive information from the survey 

(Figure 4.15). This indicates that a multi-method geophysical approach using machine learning to produce 

repeatable results provides rapid results with lower uncertainties than other single-method approaches used at 

the HHLO. 

 

5.3.4 Future monitoring of landslide processes at the HHLO with SR 

The focus on minimising errors in SR monitoring in Chapter 3, and the integration of data using reproducible 

interpretation methods in Chapter 4 lay the groundwork for deploying ER and SR as long-term monitoring tool 

at the HHLO. It is clear from the results of Chapter 3 that there is utility in using SR to monitor moisture-induced 

changes in the elastic properties of landslide materials. In the absence of complementary geophysical data, the 

bulk Vp /Vs ratio of the sliding layer at the HHLO shows close relationships with ground moisture, highlighting 

the influence of moisture dynamics on the mechanical properties of the WMF. The importance of understanding 

ground moisture for accurate prediction and warning of landslide failure cannot be understated. Pecoraro et al. 

(2019) identified that the most commonly monitored parameter in slope-scale landslide early warning systems is 

rainfall (20 instances), although when taken as a whole, separate indicators of deformation (including 

displacement, velocity, acoustic emission, cracking, acceleration and strains) are more common (38 instances). 

However, monitoring deformation and/or rainfall alone can be problematic. Landslides may have already moved 

toward a critical state of failure at the point deformation becomes measurable, significantly reducing lead times 

from warning to failure. Additionally, using rainfall as a monitoring parameter at the slope-scale is subject to the 

same assumptions and simplifications as when used at the regional-scale (Guzzetti et al., 2020), particularly 

when considering the role of infiltration. Subsequently, in an early warning context, false alarms from using 

rainfall thresholds alone are high (Marino et al., 2020). 

Recently, measurements of ground moisture have been proposed as inputs for establishing intensity-duration 

thresholds based on physical properties of soils and rocks, rather than using duration of rainfall or a measure of 

antecedent or accumulated rainfall (Bogaard and Greco, 2018). In this approach, moisture measurements (or 

approximations thereof) are most commonly acquired using local sensors or remote sensing (Marino et al., 2020). 

However, networks of sensors provide diffuse measurements when considered across the scale of the landslide 

system, and satellite-derived measurements provide only very shallow, or low spatial resolution measurements 

of ground moisture. Neither approach alone provides the information required to consider the effects of ground 

moisture across different scales and coverage (Bogaard and Greco, 2016). ER monitoring, as identified in Chapter 

2, provides as means of monitoring precursory ground moisture conditions without the spatial limitations of 

sensor networks or depth limitations of remote sensing. However, to understand fully how these changes in 
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moisture affect the mechanical behaviour of a soil or rock, SR should be considered as a complementary tool to 

understand the impact that hydrology has on mechanics. 

The integration and interpretation approaches developed in Chapter 4 can be applied to time-series data (e.g., 

Delforge et al., 2021, Whiteley et al., 2020a). Implementation of a clustering approach, even on long-term single 

method data such as SR alone, would provide a means of assessing the probability of data point assignment to a 

given cluster (e.g., Figure 4.12). From here, it would be possible to assess in a more quantitative manner any 

improvement that introducing further geophysical methods could deliver. Given that considering the variation 

of standard deviation of velocities over time (Figure 3.7) provides higher certainty in subsurface structure than 

considering standalone survey results (Figure 4.8), implementing a time-series clustering approach should make 

structural contrasts more readily identifiable with lower uncertainty. This will allow for improved discretisation 

of the subsurface for assessing the time-varying bulk properties of individual units. For example, the 

identification of the sliding layer in Chapter 3 was derived from qualitatively assessing P- and S-wave velocities, 

and using best judgement regarding the threshold at which the material could be considered ‘displaced’, along 

with knowledge of the depth of the sliding layer form past studies (Uhlemann et al., 2016a). However, a more 

objective assessment of the thickness of the sliding layer are obtained from the machine learning approach used 

in Chapter 4 (Figure 4.15). Incorporating time-series data would make the identification of the sliding layer less 

uncertain given the variation of geophysical properties within this layer over time (Figure 3.8). 

The GMM algorithm could be applied to time-lapse monitoring data, clustering all data in a time-series in the 

same manner described in Chapter 4. The hyperparameters of the algorithm, of which the most important is being 

the expected number of clusters, depends on spatial, rather than temporal, a priori information. For this reason, 

the clustering approach is useful for identifying the spatial extents of units at the HHLO. The location of the 

boundaries between these units are unlikely to change over time. This is due to the range of geophysical values 

for each cluster group being highly distinct (Table 4.2). Additionally, as identified in Chapter 3, variations in 

seismic velocity associated with ground moisture can be <±10%. Hence, points are unlikely to be re-assigned to 

different cluster groups because the expected range in temporal variations of the distinct groups is small 

compared to the absolute mean values of each unit (Table 4.2). 

However, automatically classifying units through clustering provides a means of segmenting the landslide 

subsurface for time-lapse analysis of individual lithological units. Using a clustered cross-plot matrix (Figure 

4.13), individual relationships can be identified within the units identified at the HHLO. Producing these plots 

for each time-step in a monitoring campaign would provide an understanding of how ground moisture is affecting 

both SR and ER measurements simultaneously and at the slope-scale. Given the sensitivity of ER and SR 

measurements to hydrological and mechanical properties respectively, it may even by possible to determine 

thresholds based on the geophysical measurements at which failure conditions of the landslide are reached.  

However, a further step to integration of these data with LoLEWS would be the application of petrophysical 

relationships. Currently, relationships between resistivity and moisture content have been established for the 

HHLO (Merritt et al., 2016, Uhlemann et al., 2017) using Waxman-Smits modelling (Waxman and Smits, 1968). 

Exploring the use of laboratory measurements of seismic velocities and the shear strength of materials from the 

HHLO would provide an interesting avenue of future research stemming from this thesis. 
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5.4 The role of geophysical imaging in local landslide early warning systems 

This part of the synthesis will consider the wider context of how the concepts discussed and developed in this 

work can contribute to providing practicable early warning of failure at the slope-scale. Focusing on the concepts 

of geophysical characterisation and monitoring of landslides, Figure 5.1 presents a conceptual framework that 

highlights the role that geophysical imaging (supported by field and laboratory measurements) can play in 

establishing LoLEWS for landslides triggered by increases in ground moisture conditions. This framework uses 

a modified version of that proposed by Intrieri et al. (2013) for establishing generic LEWS.  

 

 

Figure 5.1: A conceptual framework highlighting the role that geophysics can play in the establishment and operation of 
local landslide early warning systems. 

 

The following sections provide a brief description and summary of the major contributions that geophysical 

imaging can make to the components (and sub-components) of LoLEWS presented in Figure 5.1, which include 

design (geological knowledge, risk scenarios, design criteria, choice of geo-indicators), monitoring (instruments 

installation, data collection, data transmission, data interpretation), forecasting (data elaboration, comparison 

with thresholds, forecasting methods, warning) and decision support (risk perception, safe behaviours, response 
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to warning, stakeholder involvement) (Intrieri et al., 2013). The conceptual framework (Figure 5.1) also indicates 

some of the sources of uncertainty that may arise from the inclusion of geophysical data and geophysically 

supported geotechnical measurements in LoLEWS.  

 

5.4.1 Geophysical imaging in LoLEWS 

Geophysical imaging, particularly geoelectrical and seismic tomographic methods, can conceptually contribute 

to establishing LoLEWS, with particular benefits to the design and monitoring components due to their ability 

to characterise and monitor slopes at high spatial resolutions. However, the imaging and visualisations provided 

by geophysics (in comparison to single point measurements from sensors or from surface-only observations) and 

their ability to be calibrated with laboratory geotechnical measurements bring benefits to other components of 

slope monitoring activities downstream, including forecasting and decision support. In the conceptual 

framework (Figure 5.1), information from any downstream stage can be used to refine information gathered in 

upstream stages. For example, monitoring data may provide useful information to be incorporated in a detailed 

ground model of the landslide. 

The framework also highlights the major sources of potential uncertainty that require consideration, including 

(i) laboratory testing of samples (e.g. quality of samples and how well samples reflect the heterogeneity of a 

geological formation) and issues scaling laboratory measurements to the slope scale; (ii) geophysical surveys, 

including the design of the survey (e.g. equipment used, data coverage and data resolution), the survey conditions 

(e.g. signal-to-noise ratio impacting measurement quality), uncertainties surrounding the inversion process (e.g. 

model sensitivity, non- uniqueness, fitting of geophysical models to measured data or the sensitivity of the 

inversion to regularisation constraints) and the presence of unfavourable conditions for geophysical surveying 

(e.g. buried low-velocity or high-conductivity zones inhibiting accurate seismic and geoelectrical measurements, 

respectively); (iii) the accuracy, precision and representativeness of non-geophysical point sensors used to 

supplement geophysical monitoring systems and issues surrounding scaling localised point-sensor 

measurements to the slope scale; (iv) the identification of geophysical thresholds at which critical slope 

conditions are reached; (v) the limitations, particularly in the ranges of co-sensitivity, of petrophysical 

relationships; and (vi) the confidence of end users to incorporate sources of geophysical data into decision making 

processes surrounding slope-scale early warning. In the following sections, the emerging opportunities for 

integrating geophysical imaging into LoLEWS are explored by summarising the contributions to the components 

in the framework (Figure 5.1). 

 

5.4.2 Design 

5.4.2.1 Geological knowledge 

Characterising the geological setting and identifying precursory conditions to landslide failure is an important 

initial step in establishing LoLEWS (Intrieri et al., 2013). Geophysical imaging can help inform this stage by 

contributing to a spatially complete geoscientific understanding of the subsurface in terms of the geological 
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setting, hydrological regime and geomorphological indicators of slope displacement. Characterisation and 

monitoring using geophysical imaging have a demonstrably important role in establishing LoLEWS owing to 

high-resolution spatiotemporal subsurface data acquisition and the sensitivity of different methods to properties 

and processes that form and destabilise vulnerable slopes, respectively (Whiteley et al., 2019). Geophysical 

measurements can be made at a range of depths and resolutions depending on financial and temporal constraints 

and study scope. The resolution of geophysical measurements made at the ground surface decrease with depth. 

Reconnaissance surveys, where measurements are acquired rapidly and at large measurement separations, offer 

low-resolution data giving a broad overview of subsurface variations. Chapter 4 presents an example of a 

reconnaissance survey, the results of which may guide the design of more detailed follow-up geophysical surveys 

or may inform the design of additional intrusive investigations. 

 

5.4.2.2 Risk scenarios 

Geophysical data are well placed to offer slope-scale inputs for a range of qualitative (e.g. conceptual site model) 

and quantitative (e.g. analytical and numerical) modelling approaches. Quantitative analyses of slope failures 

using physical- or process-based approaches are often required to model modes of failure, estimate potential 

mobilised volumes, predict landslide runout length and determine slope factor of safety, all of which will have a 

large effect on a given risk scenario. To mathematically model the stability of a slope, van Asch et al. (2007a) 

identified five key features on which information is required: 

 geometry (including topography), which can be obtained during geophysical survey deployment; 

 geomorphology, identified by geophysical variations indicating the presence of structural variations (e.g. 

slip surface(s), emplaced slipped material, surface fissures); 

 kinematics, such as landslide displacement rate and its controlling factors, which can be ascertained 

from geophysical monitoring; 

 geotechnics, where additional data from laboratory testing and the determination of petrophysical 

relationships (i.e. the estimation of a property such as porosity, density or moisture content from a proxy 

geophysical measurement) can provide appropriately discretised slope-scale geotechnical models (e.g. 

Uhlemann et al., 2017); and 

 geomechanics, which can be determined using outputs from the above step. 

All of these types of models can be produced on discretised subsurface meshes (e.g., Figure 3.7), which can form 

inputs to the quantitative monitoring of landslides. 

 

5.4.2.3 Choice of geo-indicators 

Commonly in LoLEWS, information on the environmental factors influencing or indicating displacement (or 

“geoindicators”) is gathered from the installation of surface or subsurface sensors installed in the landslide (e.g., 

Figure 3.8). Geophysical models can be calibrated to a particular site condition (i.e. through petrophysical 

relationships, joint inversion or comparison with thresholds), after which the local condition measured at a 
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sensor (or across a network of sensors) can be extrapolated and interpolated across a wide area at high-

resolution. It is recommended that measurement of one or several of a range of geo-indicators is made using 

associated instrumentation (Intrieri et al., 2013). This includes the direct use of geophysical measurements (in 

particular, geoelectrical measurements) as a geo-indicator of potential failure. The use of appropriate data 

elaboration techniques, typically linking geophysical and geotechnical measurements through laboratory-based 

petrophysical relationship development, can convert other geophysical measurements to proxies for several other 

geo-indicators (e.g. seismic velocity to elastic moduli). 

 

5.4.3 Monitoring 

5.4.3.1 Instruments installation, data collection and data transmission 

Geophysical monitoring applied to unstable slopes has advanced significantly in recent decades(Whiteley et al., 

2019). ER monitoring is one of the most developed geophysical methods for integrating into LoLEWS; however, 

recent developments in seismic acquisition systems, such as the use of nodal arrays of seismic sensors or 

distributed acoustic sensing (DAS) systems are becoming increasingly prevalent. Chapter 3 presents an example 

of a long-term SR monitoring campaign to monitor landslide processes. Several bespoke resistivity imaging 

systems have been developed for long-term deployment to unstable slopes, including ALERT (Kuras et al., 2009), 

GEOMON (Supper et al., 2014) and PRIME (Holmes et al., 2020) amongst others. In order to be suitable for slope 

monitoring, these systems have overcome several challenges, including the provision of off-grid power, the ability 

to automatically acquire scheduled measurements and the inclusion of telemetry for near-real-time transmission 

of data. For example, the PRIME resistivity monitoring system includes all of these elements, lending itself to 

integration with new and existing LoLEWS. The low-cost modular and robust construction of monitoring 

systems such as PRIME, combined with their low power consumption and optimised acquisition and data 

telemetry schedules, makes them adaptable for installing in harsh environments and difficult terrain, for example, 

where access may only be possible on foot (see Holmes et al., 2020; Whiteley et al., 2019, and references therein). 

 

5.4.3.2 Data interpretation 

Geophysical models require some specialist knowledge to interpret and are often interpreted with a degree of 

uncertainty, but integrating multiple data streams (e.g. other geophysical methods, geotechnical observations 

and remotely sensed deformation data) increases the accuracy of the interpretation and reduces uncertainties 

(Whiteley et al., 2021c). An example of quantitative data integration using machine learning is presented in 

Chapter 4. 

Error and uncertainty can be ameliorated further with the use of petrophysical relationships (Merritt et al., 2016, 

Uhlemann et al., 2017). With this elaboration of geophysical data, each cell within the geophysical model can 

emulate the function of a geotechnical sensor, giving localised information on subsurface properties and, in the 

case of geophysical monitoring data, time-series point information. As such, geophysical time-series data from 

individual model cells (emulating point-source sensors), collections of model cells with similar properties 
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(emulating geomorphological-scale features) or the entire model itself (considering the entire slope) can be 

incorporated with other sources of information collected at similar scales to identify thresholds at which failures 

may occur. 

 

5.4.4 Forecasting 

5.4.4.1 Data elaboration 

A powerful approach to elaborating geophysical images is to link geophysical and geotechnical measurements in 

a quantitative manner with petrophysical relationships. Examples of this include Archie’s equation (Archie, 

1942) (Archie, 1942) to determine porosity and saturation in clay-free rocks and soils or the Waxman–Smits 

model for clay-rich material (Waxman and Smits, 1968) to translate resistivity measurements to gravimetric 

moisture content (Uhlemann et al., 2017). Other translations of resistivity include the use of relationships 

between the soil water potential, saturation and geoelectrical properties (Fredlund and Xing, 1994, Vanapalli et 

al., 1996) of a material to ultimately derive unsaturated shear strength from field resistivity measurements 

(Crawford and Bryson, 2018). Similar approaches can be applied to seismic data, where estimations of density 

either from field observations or through laboratory measurements can be combined with seismic velocity models 

to derive field-scale measurements of elastic moduli including bulk modulus, shear modulus, Young’s modulus 

and Poisson’s ratio (Uhlemann et al., 2016a). Alternatively, shear-strength and shear-wave velocity can be 

measured in the laboratory (e.g. using direct simple shear testing and bender element measurements) or in the 

field (e.g. using shear vanes and field seismic measurements) to derive a relationship between the two properties 

(Trafford and Long, 2020). Petrophysical joint inversion, where two geophysical datasets are inverted together 

to provide quantitative estimations of subsurface properties, is also possible when considering multiple co-

located geophysical datasets, although this approach does not remove the need for non-geophysical observations 

to resolve some ambiguities arising in the resulting models (Wagner et al., 2019). 

 

5.4.4.2 Comparison with thresholds and forecasting methods 

Recently there has been a recognition that the use of subsurface data for establishing thresholds may improve 

LoLEWS due to the effects of surface runoff, evapotranspiration, preferential flow and heterogeneous soil 

properties. For example, remotely sensed near-surface ground moisture data may reduce the number of false 

alarms in LoLEWS compared to when only rainfall thresholds are used (Marino et al., 2020)Ma. Additionally, 

measurements of ground moisture content and/or deficit are increasingly being recognised by engineers as 

potential indicators of slope failure. Geophysical imaging, particularly when translated to geotechnical or 

geomechanical models through petrophysical relationships, provides the opportunity to incorporate data at a 

range of scales and positions within the subsurface of a slope, for example, from installed geotechnical sensors. 

Similarly, time-series geophysical monitoring data can provide inputs for machine learning algorithms used in 

the nowcasting and forecasting of potential landslide failures. 
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5.4.5 Decision support 

Using geophysical results for conveying complex spatial and temporal information is apt due to the scales and 

dimensions of the results in relation to the scale of unstable slopes. Geophysical data can easily be incorporated 

into 3D visualisation environments, where it can be displayed and manipulated alongside other sources of data 

in the development of integrated ground models (Whiteley et al., 2021c). An example of this is presented in 

Chapter 4. Furthermore, providing differential time-lapse images or time series of sub-sections of modelled data 

can be an important step in translating the information from the technical to nontechnical domain and form part 

of the visual basis for identifying slope instabilities or issuing warnings. 

 

5.4.6 The future of geophysics for LoLEWS 

The continued integration of geophysical imaging approaches into LoLEWS will be driven by developments in 

four areas: (i) further research into the petrophysical relationships between geophysical and geotechnical 

properties (in particular seismic velocity–stress state relationships) with improved consideration of uncertainty 

propagation through LoLEWS and with a view to providing inputs to geophysical–geotechnical models of slope 

stability; (ii) the maturation of technologies that allow the acquisition of passively acquired seismic data from 

fibre optic cables and large-n sensor arrays that can be deployed at the same spatial resolution as resistivity-

monitoring arrays; (iii) the continued development of increasingly robust, low-power and low-cost geophysical 

systems for deployment to vulnerable slopes; (iv) research into the automation of data processing, modelling and 

interpretation in order to streamline the ever increasing volumes of data being acquired from monitoring systems. 

In addition, the establishment of a network of geophysically supported LoLEWS within a catchment (or multi-

catchment region) can also feed information into TeLEWS, improving early warning at the larger scale. In this 

case, individual LoLEWS would be analogous to a network of sensors deployed within a single slope, each 

reporting the condition of their local area to establish a broader picture of landslide susceptibility based on near-

real-time, slope-scale data. 

Identifying appropriate slopes and research collaborators for the deployment of geophysics-supported LoLEWS 

is partly an issue of outreach but one that is addressed through the establishment of interdisciplinary 

organisations such as the recently established LandAware: the international network on LEWS (Calvello et al., 

2020). Additionally, the work undertaken at natural observatory sites, such as the Hollin Hill Landslide 

Observatory (HHLO), has established proof-of-concept geophysics-supported slope-scale early warning. This 

provides a blueprint for establishing similar monitoring approaches more rapidly at future sites, streamlining the 

application of geophysics for LoLEWS (Holmes et al., 2020). Additionally, resource availability may limit the 

investment into establishing all the aspects of geophysics for LoLEWS, in which case the HHLO case study 

provides a useful reference for which components may be suited to other sites with specific and unique 

requirements. It is clear that, as observed in currently operating LoLEWS, an interdisciplinary approach is 

necessary in order to understand, integrate and exploit the many data streams feeding into a monitoring system. 

Furthermore, research in the field of geophysical monitoring can benefit from developments in other areas of 

study, e.g. machine learning, equipment manufacturing, signal processing and smart sensor networks. 
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6 Conclusions and outlook 

 

“To acquire competence in the field of earthwork engineering one must live with the soil. One must love it and 

observe its performance not only in the laboratory but also in the field, to become familiar with those of its 

manifold properties that are not disclosed by boring records.” 

K. Terzaghi (1957) 

 

 

 

  

The backscarp of the Hollin Hill Landslide Observatory, North Yorkshire, UK as seen from the sky 
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6.1 Summary 

In recent decades, geophysical surveying has become a mainstay technique for characterising landslides, and has 

more recently emerged as a tool for monitoring slope processes (Hack, 2000, Jongmans and Garambois, 2007, 

Perrone et al., 2014, Schrott and Sass, 2008, Whiteley et al., 2019). Geophysical techniques are well suited for this 

purpose as they can acquire subsurface data across an entire slope concurrently. Consequently, they overcome 

the shortcomings in other monitoring approaches, including the surface-only observations acquired from remote 

sensing (Bovenga et al., 2018, Wasowski and Bovenga, 2014), and the highly local subsurface information of 

geotechnical point measurements and observations (Uhlemann et al., 2016b). Geophysical approaches have 

potential for providing data for the design and implementation of LoLEWS for mitigating landslide risk. 

However, their use as a tool integrated in to early warning is currently under-realised. 

For slope characterisation, multi-method geophysical surveys are often integrated with remote sensing and 

intrusive investigations. Using multiple methods provides increased sensitivity to different subsurface 

properties, and reduces uncertainties in the interpretation of data (Chávez-García et al., 2021, Cody et al., 2020, 

Francioni et al., 2019, Kannaujiya et al., 2019, Mreyen et al., 2021, Perrone et al., 2021). A qualitative interpretation 

of multi-method surveys, reliant on the skill and experience of the interpreter, is still the most common approach 

found in the literature, typically achieved by visually comparing individual geophysical models and incorporating 

the information in to a ground model. Quantitative approaches to data integration, such as machine learning or 

petrophysical- and other joint-inversion approaches, remain more technically demanding and therefore less 

common in practice (Delforge et al., 2021, Grandjean et al., 2009, Mollaret et al., 2020, Wagner et al., 2019). 

The field of geoelectrical monitoring, in particular electrical resistivity (ER), has undergone major developments 

and innovations, driven by advances in instrumentation, automated measurement scheduling, data telemetry and 

the linking of geoelectrical properties to geotechnical measurements (Holmes et al., 2020, Holmes et al., 2022, 

Loke et al., 2013, Perrone et al., 2014).  The development and uptake of ER for landslide characterisation and 

monitoring sets a clear template for how the high spatial (and more recently, high temporal) resolutions of 

geophysical data acquisition can monitor time-varying processes in highly heterogeneous environments. In 

particular, active-source seismic methods, specifically seismic refraction (SR) and surface-wave (SW) methods 

can emulate these developments in ER; both SR and ER measurements are acquired using similar sensor array 

configurations and produce models of the subsurface at comparable resolutions and dimensions. Additionally, 

the measurements made by each method complement each other in terms of their sensitivity to landslide stability 

parameters. In the soil mechanics theory of slope stability proposed by Terzaghi (1943), effective strength, which 

is equal to normal stress minus the effect of pore water pressure, is the main dynamic variable controlling slope 

stability over time (Equation 2.1). ER and SR measurements are sensitive to changes in these parameters, 

although they are unable to provide direct quantities. However, the use of petrophysical relationships to translate 

geophysical measurements to other geotechnical parameters, such as from resistivity to moisture content 

(Merritt et al., 2016, Uhlemann et al., 2017) and soil suction (Boyd et al., 2019), or from seismic velocity to shear 

strength (L’Heureux and Long, 2017, Trafford and Long, 2020), can aid in providing more useful assessments of 

slope stability from geophysical measurements. Hence, there is a clear scientific basis for developing SR as a 

monitoring tool for landslides. 
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Hence, this thesis adds to the knowledge surrounding geophysical characterisation and monitoring of landslides 

in three main ways:, i) by addressing the knowledge gap in the use of SR as a long-term monitoring tool for 

landslides by presenting a 33-month monitoring campaign comprising 16 repeat SR surveys, ii) by adding to the 

existing case studies integrating multiple geophysical methods through novel processing approaches, in this 

work by using a simple machine learning algorithm, to better understand the subsurface in a more rapid and 

objective manner and iii) summarising the contributions that these approaches make to the wider application of 

LoLEWS. 

In Chapter 2 of this thesis, the state-of-the-art of geophysical monitoring of moisture-induced landslides is 

summarised. The prominence of ER in the field due to developments in instrumentation and data processing is 

evidenced, and the case for integrating other approaches, in particular active seismic methods, is made. This 

chapter highlights three main strengths of geophysical monitoring which are, i) the high spatial resolution of 

measurements, ii) the high temporal resolution of measurements, and iii) the opportunities for calibrating and 

coupling geophysical data with other sources of environmental and geotechnical information. Challenges to 

future developments in geophysical monitoring identified in this chapter include i) the lack of developments in 

instrumentation (outside of the use of ER) required to realise remote time-lapse acquisition using other 

geophysical imaging methods, ii) the tendency of passive seismic monitoring approaches, which also show huge 

potential for landslide monitoring, to focus on retrospective analysis of past landslide failures rather than 

considering signals that may indicate the precursory conditions to slope failure, and iii) continued challenges in 

automatically acquiring, telemetering, processing and interpreting ever increasing volumes of data acquired from 

remote monitoring systems. The chapter concludes by highlighting the potential role that geophysical 

monitoring can play in LoLEWS. In response to the findings of this chapter, the remainder of the thesis is 

dedicated to exploring the development of active-source SR as  a monitoring approach, and integrating SR with 

ER as a tool for slope characterisation.  

Chapter 3 presents the results of a 33-month monitoring campaign, over which 16 P- and S-wave SR surveys were 

acquired along the same profile at the HHLO. This chapter considers three main aspects of the field campaign, 

including i) the practical considerations in acquiring standalone, repeated surveys in a dynamic environment, ii) 

developing a means of reliably inverting a time-series of SR data in the absence of true time-lapse inversion 

software, and iii) using the resulting dataset to explore the effects of changing moisture content on the seismic 

velocity of the active sliding layer at the landslide site. Analysis of the seismic velocities shows that without 

accurate incorporation of the topography and geophone positions for each survey in the time-series, nearly a 

quarter of the modelled cell velocities in a given model can have velocity errors of ±10%. The final processed time-

series of the bulk velocity of the active sliding layer at the HHLO shows variations in seismic velocity of a similar 

order, which may have been easily masked without considering the time-varying changes in topography. 

Additionally, the time-series Vp/Vs ratio of the sliding layer shows a strong relationship with the moisture content, 

demonstrating the potential for time-lapse SR methods to monitor moisture-induced variations in elastic 

properties. This latter finding further bolsters the case for continued research in to integrating SR and ER 

methods for landslide monitoring. 

In Chapter 4, SR and ER surveys are employed in a reconnaissance-style investigation of the HHLO, designed to 

emulate an initial survey that might be undertaken at a site with no prior knowledge from other forms of field 
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investigation, other than consultation with a geological map and on-site observations. The study addresses i) 

issues of data co-location, by using a common subsurface mesh to separately invert the individual datasets to 

provide co-located subsurface models, and ii) a means of producing a subsurface ground model less reliant on 

user input and more on identifying data relationships. To achieve the latter, the seismic and geoelectrical data are 

classified using a Gaussian Mixture Model (GMM), a form of machine learning that determines clusters of data 

with similar properties based on the distribution of the data in the parameter space. The resulting ‘rapid 

reconnaissance model’, shows strong structural and lithological similarities to the working conceptual model 

developed through several geophysical, geotechnical, geodetic and geomorphological surveys, but with the 

former costing only a fraction of the time spent in the field and with less reliance on user skill and expertise for 

interpretation. In addition, the clustered data correspond to variations in a borehole drilled on site at the time of 

the geophysical survey. Hence, this integrated approach provides both a means of undertaking a rapid 

reconnaissance assessment of the subsurface and objectively discretising the subsurface in to zones of contiguous 

properties. 

Finally, Chapter 5 synthesises the results of Chapters 3 and 4, within the context of the HHLO, and secondly by 

identifying the benefits that geophysical characterisation and monitoring can make to operating LoLEWS. This 

chapter highlights how high spatial resolution geophysics can provide relevant inputs to the four main activities 

of establishing a slope-scale early warning system, namely: design, monitoring, forecasting and education. A 

conceptual framework detailing the potential contributions of geophysics to LoLEWS is devised. 

In summary, this thesis demonstrates the benefits of SR characterisation and monitoring capability in the 

investigation of landslides. The integrated approaches in characterisation and monitoring presented here address 

the need to measure the processes that destabilise heterogeneous slopes at the appropriate (i.e., entire slope) 

scale. Geophysical investigations of landslides can provide insights to the subsurface at unprecedented 

spatiotemporal resolutions, bridging gaps in the current approaches taken to characterising and monitoring the 

subsurface. The research within this thesis lays the foundation for the development of active seismic methods as 

a tool to understand, monitor and mitigate the risk of slope failure. Such integrated geophysical monitoring 

approaches have a wide field of applicability to a range of natural landslide settings in which slowly evolving 

subsurface dynamics are a trigger for slope failure. Furthermore, these approaches have applicability outside the 

field of landslide monitoring, particularly for engineered slopes such as cuttings and embankments. 

 

6.2 Outlook 

It is clear from the research presented here, and from the numerous case studies preceding it, that seismic 

methods play a key role in the characterisation of landslide systems, and are particularly effective when integrated 

as part of a multi-method geophysical investigation (Hussain et al., 2019, Imani et al., 2021, Mreyen et al., 2021, 

Perrone et al., 2021, Rusydy et al., 2021, Zakaria et al., 2021). However, the pace of development in the transfer of 

ER from a characterisation to a monitoring technique has not been seen in the field of SR in recent years. 

Technical barriers to this development, such as how to deal with incorporating time-varying topography in to 

the processing stages, and producing a reliable, appropriately temporally constrained inversion scheme, have 

been addressed in this thesis.  Further overarching reasons for the lack of development are primarily logistical; 
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the source signal (i.e., current injection) required to measure resistivity can be easily generated by field-based 

equipment, and measurements made automatically across many configurations of electrodes within an array 

without the need for manual input. In order to achieve comparable high-resolution imaging from seismic 

surveying, an active seismic source is required, which still relies on the manual generation of signals (i.e., seismic 

waves), typically made by personnel using impact sources. The location of these sources must be manually moved 

throughout the geophone array to build the shot density required to produce a detailed subsurface image, and 

the number of shots at a single location stacked to enhance signal-to-noise ratio in poor environmental 

conditions, such as during periods of increased wind or rain. 

The research in this thesis highlights that the goals of such field campaigns (i.e., seismic wave velocity 

monitoring) are well-suited to monitoring landslides, but that the current field methodologies are not. The 

strength in ER monitoring lies partly in the remotely operated systems that allow for data to be acquired and 

system health to be monitored without the need to visit the field. In Chapter 3, the seismic field campaign consists 

of 16 individual visits to the HHLO, typically with a team of 3 – 4 people who would acquire seismic data over 

the course of 2 – 3 days in the field. The permanent ER system at the HHLO can acquire the same volume of data 

in less than an hour. Similarly, in the processing phase, the relationships between seismic velocities and key 

indicators of strength, such as shear strength, are still not well understood, whilst in the field of ER, the 

petrophysical relationships used to translate geophysical to geotechnical data have broadened the applications 

of the monitoring results to non-geophysicists. This has facilitated a wider acceptance and uptake of the method 

outside of the geophysical research community. Therefore, further research and development is needed in two 

main areas to bring the capability of seismic monitoring in line with current ER monitoring capability, which are 

i) seismic velocity – geotechnical relationships, and ii) remote seismic imaging development. 

 

6.2.1 Seismic velocity – geotechnical relationships 

In order to progress seismic velocity monitoring for landslide assessment and early warning, further research in 

to the relationships between seismic velocity and the geotechnical properties of rocks and soil is required. In a 

similar manner to the translation of resistivity to moisture content, expressing seismic velocity in terms of a 

parameter related to the mechanical stability of a slope, such as shear strength (L’Heureux and Long, 2017, Oh et 

al., 2017, Trafford and Long, 2020) or other geomechanical properties (Carrière et al., 2018), is needed. Such 

approaches make the data generated by geophysical monitoring more accessible and useful to fields beyond that 

of geophysics; as highlighted in Chapter 5, geophysical monitoring is unlikely to find significant support from 

non-geophysicists without this crucial data elaboration step, and this approach can only be fostered through an 

interdisciplinary approach to slope-scale monitoring.  

As with resistivity – moisture relationships, links between seismic and geotechnical properties will be site 

specific, but more useful for integration in to modelling and early warning activities than geophysical 

measurements alone. For example, co-located measurements of hydrological properties from resistivity and 

mechanical properties from seismics could provide unique cell values for mesh-based finite element modelling of 

slope stability, rather than extrapolating values from single-point laboratory sample analysis or on site 

geotechnical measurements. Time-lapse implementations of these approaches will be able to move modelling 
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approaches toward near-real-time analysis, reducing the time window from modelling to warning. Furthermore, 

producing co-located subsurface images of these geotechnical properties allows time-lapse implementation of 

the machine learning approaches (Delforge et al., 2021) explored in this thesis, which will aid in the automated 

analysis of time-lapse data for assessing changes in ground conditions preceding failure. However, in order for 

seismic measurements to be made at comparable spatiotemporal resolutions to ER, developments in field 

methodologies and equipment are first required. 

 

6.2.2 Remote seismic imaging development 

Advances in acquiring seismic data to image the subsurface will significantly boost the applicability of the 

approach to landslide monitoring, particularly when combined with ER monitoring. Passive seismics, which do 

not require an active-source, have been used extensively in the study of landslides, formerly as a tool for 

monitoring microseismic events (Brückl and Mertl, 2006, Brückl et al., 2013, Helmstetter and Garambois, 2010, 

Lacroix and Helmstetter, 2011, Palis et al., 2017a, Walter et al., 2013), where increases in their count often indicate 

the onset of slope displacement, and more recently using methods to analyse the properties of materials before 

failure (Fiolleau et al., 2020, Fiolleau et al., 2021, Mainsant et al., 2012). Typically financial cost precludes the 

density of sensors required to produce images at a comparable resolution to ER systems, which typically utilise 

arrays with metre-scale separation (Holmes et al., 2020, Uhlemann et al., 2017, Supper et al., 2014, Luongo et al., 

2012, Gance et al., 2016). In near-surface geophysical surveying, the multi-channel analysis of surface waves 

(MASW) technique is used to image the subsurface using passive seismic signals, although these passive surveys 

are less common than their active-source equivalents (Craig et al., 2021). However, the passive MASW approach 

is still more commonly found in standalone surveys rather than in semi-permanent deployments as a monitoring 

tool, as geophone arrays and their controllers are rarely designed to be deployed to the field for long periods. 

Despite the limitations imposed by equipment expense or a lack of design for long-term deployment, if the need 

for personnel to visit the field to generate seismic signals can be removed this will significantly reduce some of 

the logistical barriers to implementing SR and SW monitoring approaches. One solution is to utilise passive 

seismic (i.e., ambient noise) sources, which are increasingly used for investigating, monitoring and imaging the 

subsurface (Le Breton et al., 2021). However, long-term use of these approaches relies heavily on the presence, 

persistence and consistency of appropriate noise (Mainsant et al., 2012), with fluctuations in these parameters 

hampering monitoring capability. One alternative is to use permanently deployed seismic sources, which have 

the advantage of being specified in terms of their timing, duration and frequency-content when operating (Cheng 

et al., 2021, Ikeda et al., 2018). However, this adds expense and further considerations in terms of power 

consumption to the field deployment phase. 

Regardless of whether the sources utilised for imaging are generated by passive sources or by remote-active 

sources, use of either approach will significantly increase the temporal resolutions at which seismic images can 

be generated from weeks, as seen in this thesis, to hours or even near-continuously (Hanafy et al., 2021). Such 

approaches have also been made possible by moves toward lowering the cost and power requirements of 

seismometers in recent years, making a high-density deployment of sensors feasible. In addition, a particularly 

promising emerging technology is that of distributed acoustic sensing (DAS) systems which utilise fibre optic 
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cable to record seismic signals (in addition to strain and temperature measurements in some systems). Such 

systems have the capability to measure passive seismic signals at comparable spatiotemporal resolutions to ER 

systems, consequently making them a highly relevant technology for landslide monitoring (Ajo-Franklin et al., 

2019), and a potentially important tool for developing integrated geophysical monitoring systems in the future. 
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8.1 Appendix A: Supplementary tables detailing the case studies identified as part of the literature 

review (Chapter 2). 
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Table A.1: Published case studies utilizing geophysical monitoring of landslides since 2006, showing details of the landslide 

setting of the study. 
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Brückl and Mertl (2006) 

Gradenbach 

Schober Range, Carinthia, 

Eastern Alps, 

Austria 

  1.68x106 
Mountain slope 

deformation 

Brückl and Mertl (2006) 

Hochmais-Atemskopf Ötztaler 

Alpen, Tyrol, 

Eastern Alps, 

Austria 

  2.82x106 
Mountain slope 

deformation 

Brückl and Mertl (2006) 

Niedergallmigg- Matekopf 

Samnaun Range, Tyrol, Eastern 

Alps, Austria 

  2.64x106 
Mountain slope 

deformation 

Colangelo et al. (2006) 

Varco d’Izzo 

Potenza, Basilicata, Southern 

Apennine, Italy 

15 – 25 8 – 16 
1.82x105 – 

5.88x105 

Composite rotational-

translational -flow 

Friedel et al. (2006) 

Toessegg 

Banks of Rhine, Rüdlingen, 

Switzerland 

0.6 – 1.5 20 – 30 - Translational 

Amitrano et al. (2007) 

Super-Sauze 

Barcelonette Basin, Southeast 

Alps, France 

5 – 10 25 - Slide - flow 

Jomard et al. (2007) 

La Clapière 

Alpes Maritimes, France 

10 40 - 
Translational - 

rotational 

Bell et al. (2008) 

Lichenstein-Unterhausen 

Swabian Alps,south Germany 
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Walter and Joswig 

(2008) 

Heumoes 

Vorralberg Alps, Austria 

 - 9x105 Slide 

Grandjean et al. (2009) 

Laval 

Laval catchment, ORE, Draix, 

South French Alps 

5 30 4x103 Slide-flow? 

Walter et al. (2009) 

Super-Sauze 

Barcelonette Basin, Southeast 

Alps, France 

Helmstetter and 

Garambois (2010) 

Séchilienne 

Belledonne massif, French Alps, 

France 

- 35 - 40 - Rockslide 

Lebourg et al. (2010) 

Vence 

Alps Maritimes, South East 

France 

12 12 – 14 8.75x104 Translational 

Renalier et al. (2010a) 

Avignonet 

Trièves area, French Alps, France 

5 – 42 8 – 15 1.5x106 
Translational - 

rotational 

Gomberg et al. (2011) 

Slumgullion 

San Juan mountains, Colorado, 

United States 

20 - 1.17x106 Translational 

Lacroix and Helmstetter 

(2011) 

Séchilienne 

Belledonne massif, French Alps, 

France 

- 35 - 40 - Rockslide 

Walter et al. (2011) 

Heumoes 

Vorralberg Alps, Austria 

- - 9x105 Slide 

Bièvre et al. (2012) 

Avignonet 

Trièves area, French Alps, France 

5 – 42 8 – 15 1.5x106 
Translational - 

rotational 

Luongo et al. (2012) 

- 

Picerino region, Basilicata region, 

Italy 

- - - 
Translational - 

rotational 
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Mainsant et al. (2012) 

Pont Bourquin 

Switzerland 

“few 

metres” 

to 11 

- 

8x103 

(potentially 

3x104 – 4x104 

Active composite 

earthslide - earthflow 

Travelletti et al. (2012) 

Laval 

Laval catchment, ORE, Draix, 

South French Alps 

1 – 6 32 4x103 Slide-flow? 

Walter et al. (2012) 

Super-Sauze 

Barcelonette Basin, Southeast 

Alps, France 

5 – 10 25 - Slide - flow 

Brückl et al. (2013) 

Gradenbach 

Schober Range, Carinthia, 

Eastern Alps, 

Austria 

- - 1.7x106  

Lehmann et al. (2013) 

Controlled site 

Banks of Rhine, Rüdlingen, 

Switzerland 

0.7 – 5.6 38 

262.5 

 

Slide? 

Tonnellier et al. (2013) 

Super-Sauze 

Barcelonette Basin, Southeast 

Alps, France 

5 – 10 25 - Slide - flow 

Tonnellier et al. (2013) 

Valoria 

Northern Appenines, Dolo River 

Basin, Italy 

15 – 30? - 1.6x106 Translational slide? 

Walter et al. (2013) 

Heumoes 

Vorralberg Alps, Austria 

 - 9x105 Slide 

Walter et al. (2013) 

Slumgullion 

San Juan mountains, Colorado, 

United States 

 

Walter et al. (2013) 

Super-Sauze 

Barcelonette Basin, Southeast 

Alps, France 

Supper et al. (2014) 

Ampflwang-Hausruck 

Ampflwang, Hausruck Hills, 

Austria 

20 – 30 - 4.4x103 
Rotational-

translational 
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Supper et al. (2014) 

Bagnaschino 

Torre Mondovì, Casotto Valley, 

Cuneo/ Piedmont Province, Italy 

8 - 1.5 x 105 
Rotational-

translational 

Kremers et al. (2015) 

Badong 

China 

Jongmans et al. (2015) 

Pont Bourquin 

Switzerland 

Gance et al. (2016) 

Super-Sauze 

Barcelonette Basin, Southeast 

Alps, France 

~5? 

“a few 

metres” 

25 - Slide - flow 

Harba and Pilecki (2017) 

Just-Tegoborze 

Nowy Sacz, Southern Poland 

10 – 12 

and 14 - 

17 

- - - 

Xu et al. (2016) 

Bank of Zagunao River 

Lixian County, Sichuan Province, 

China 

30 – 70 25 -35 1.06x106 - 

Imposa et al. (2017) 

- 

Tripi, north-eastern Siciliy, Italy 

3 - 4 - 2.49x103 Translational? 

Lucas et al. (2017) 

- 

Canton of Valais, Swiss Alps, 

Switzerland 

1 - 3 33 - 43 - - 

Palis et al. (2017a) 

La Clapière 

Alpes Maritimes, France 

<100-200? 

(Jomard 

et al., 

2010) 

- >8x105 Rockslide 

Palis et al. (2017b) 

Vence 

Alps Maritimes, South East 

France 

10 - 15 12 - 14 8.75x104 

Translational 

(Lebourg et al., 2010) 
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Provost et al. (2017) 

Super-Sauze 

Barcelonette Basin, Southeast 

Alps, France 

~5? 

“a few 

metres” 

25 - Slide - flow 

Uhlemann et al. (2017) 

Hollin Hill 

North Yorkshire, UK 

2 - 3 12 3.9x104 
Composite earth-slide 

earth-flow 

Crawford and Bryson, 

2018 

Doe Run 

Kentucky, USA 

<8 - 2.5x103 Translational 

Crawford and Bryson, 

2018 

Herron Hill 

Kentucky, USA 

<3 - 3.75x104 
Composite rotational 

transational? 

Merritt et al., 2018 

Hollin Hill 

North Yorkshire, UK 

2 - 3 12 3.9x104 
Composite earth-slide 

earth-flow 



Appendix E 
 

 

 

 
174 

 

Table A.2: Published case studies utilizing geophysical monitoring of landslides since 2006, showing details of the 

geophysical monitoring campaign. ER = Electrical resistivity,  SW = Surface wave methods,  SP = Self-potential,  SR = 

Seismic refraction,  S-EDCL = continuous seismic monitoring, including use of event characterization, detection and 

location methods,  S-H/V = Seismic monitoring utilizing horizontal-to-vertical ratio methods,   S-CC = Seismic 

monitoring utilizing cross-correlation methods,  S-ANT = Seismic monitoring utilizing ambient noise tomography 

methods. 
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Brückl and Mertl 

(2006) 

S-EDCL 
Semi-

permanent 
 15 8*  

Detected, characterised and 

located seismic events on the 

slope-scale at a slowly deforming 

rock mass. 

S-EDCL 
Semi-

permanent 
 1 9*  

S-EDCL 
Semi-

permanent 
 10 8*  

Brückl and Mertl 

(2006) 

S-EDCL 
Semi-

permanent 
 ? 5*  

S-EDCL 
Semi-

permanent 
 19 2*  

S-EDCL 
Semi-

permanent 
 5 11*  

Brückl and Mertl 

(2006) 
S-EDCL 

Semi-

permanent 
 9 5*  

Colangelo et al. 

(2006) 
SP 

Controlled 

test 
2D 1 8 

1 x 50m profile (11 

electrodes at 5m 

spacing 

Only SP monitoring case study. 

Showed time-lapse SP 

tomograpic images indicating 

subsurface flow. The 24 hour 

monitoring period was part of a 

longer semi-permanent 

monitoring campaign. 

Friedel et al. 

(2006) 
ER Transient 2D 336 2 

1 x 24.5m profile 

(50 electrodes at 

0.5m spcaing 

Comparative analysis of ER 

tomographic images acquired one 

year apart showed influence of 

rainfall. 
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Amitrano et al. 

(2007) 
S-H/V 

Semi-

permanent 
1D 13 1* 1 seismometer 

H/V ratio from a single 

seismometer shown in response 

to landslide movement. 

Jomard et al. 

(2007) 
ER 

Controlled 

test 
2D 2 14 

1 x 141m profile 

(48 electrodes at 

3m spacing 

Time-lapse ER tomographic 

images showed moisture changes 

over period of controlled rainfall 

experiment. 

Bell et al. (2008) 

Walter and 

Joswig (2008) 

S-EDCL 
Semi-

permanent 
1D 7 8 

Two tripartite  

sensor arrays 

deployed in each 

period, 

comprising of 1 x 

3-component 

sensor 

surrounded by 3 x 

1-component 

sensors 

Two monitoring periods in rapid 

succession (nine days separation) 

showed increase in nanoseismic 

activity five to 26 hours after 

rainfall event. 
S-EDCL 

Semi-

permanent 
 7 8 

Grandjean et al. 

(2009) 

ER 

 

Controlled 

test 
2D 2.8 32 

1 x 47m profile 

(48 electrodes at 

1m spacing 

Controlled rainfall experiment, 

presented statistical time-laspe 

images produced from ER and SR 

data. Same experiment as in 

(Travelletti et al., 2012). SR 
Controlled 

test 
2D 2.8 23 

1 x 47m profile 

(48 geophones at 

1m spacing 

Walter et al. 

(2009) 

Helmstetter and 

Garambois (2010) 
S-EDCL 

Semi-

permanent 
1D 715 45 

3 x sensor arrays 

comprising of 6 

vertical and 1 3 

component arrays 

(all replaced by 

broadband 

sensors in 2009) 

and an additional 

24 channel 

geophone array 

installed in 2008. 

Two years of seismic event 

detection, classification and 

detection showed a weak, but 

significant, correlation of rockfall 

events with rainfall, with even 

1mm of rain showing an increase 

in seismically-detected rockfall 

events, although events still 

occurred in the absence of 

rainfall. 

Lebourg et al. 

(2010) 
ER 

Semi-

permanent 
2D 90 90 

1 x 115m profile 

(24 electrodes at 

5m spacing 

Used statistical analysis of 

resistivity data to correlate with 

rainfall. 
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Renalier et al. 

(2010a) 
S-CC 

Semi-

permanent 
2D 944 2* 

2 seismometers 

from larger array 

Cross-correlation between 

seismometer pair demonstrated 

landslide movement by using 

seismic arrival times. 

Gomberg et al. 

(2011) 
S-EDCL 

Semi-

permanent 
2D 9 88*  

Some issues with instrument 

batteries in achieving full 

monitoring coverage with 

complete networ, but at least 2 

days complete monitoring 

achieved. Determined movement 

occurs both seismically and 

aseismocally at the Slumgullion 

landslide. 

Lacroix and 

Helmstetter 

(2011) 

S-EDCL 
Semi-

permanent 
2D 425 45 

3 x sensor arrays 

comprising of 6 

vertical and 1 3 

component arrays 

(all replaced by 

broadband 

sensors in 2009) 

and an additional 

24 channel 

geophone array 

installed in 2008. 

Focuses on locating seismic 

events within the  Séchilienne 

rockslide asscoiated with 

rockfalls and basal movements, 

the latter causing 

microearthquakes. Some areas 

showed aseismic movements. 

 

Walter et al. 

(2011) 

S-EDCL 
Semi-

permanent 
 <28 8* 

Two tripartite  

sensor arrays 

deployed, 

comprising of 1 x 

3-component 

sensor 

surrounded by 3 x 

1-component 

sensors 

Extension of Walter and Joswig 

(2008). Monitoring periods of 

one to four weeks were 

undertaken in 2005, 2006, 2007 

and 2008. Showed continued 

increase of seimsic activity five to 

26 hours after rainfall events, 

presumed to be linked to 

moisture-induced failure. 

S-EDCL 
Semi-

permanent 
 <28 8* 

Two tripartite  

sensor arrays 

deployed, 

comprising of 1 x 

3-component 

sensor 

surrounded by 3 x 

1-component 

sensors 

S-EDCL 
Semi-

permanent 
 <28 12* 

Three tripartite  

sensor arrays 

deployed, 

comprising of 1 x 
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3-component 

sensor 

surrounded by 3 x 

1-component 

sensors 

S-EDCL 
Semi-

permanent 
 <28 20* 

Five tripartite  

sensor arrays 

deployed, 

comprising of 1 x 

3-component 

sensor 

surrounded by 3 x 

1-component 

sensors 

Bièvre et al. 

(2012) 

ER 

 

 

Transient 2D 

498 

 

 

4 

1 x 31.5m profile 

(64 electrodes at 

0.5m spacing 

Focused on hydrological 

infiltration through fissures. 

Fissures identified through time-

lapse ER tomographic images, 

and size of fissures over time 

assessed using SW methods. SW Transient 1D 198 2 

1 x 57.5m profile 

(24 geophones at 

2.5m spacing 

Luongo et al. 

(2012) 
ER 

Semi-

permanent 
2D 146 584 

1 x 47m profile 

(48 electrodes at 

1m spacing 

Preliminary study of time-lapse 

ER monitoring instrument on 

shallow landslide. 

Mainsant et al. 

(2012) 
S-CC 

Semi-

permanent 
2D 146 2* 2 seismometers 

Used cross-correlation of 

ambient noise records to detect 

relative decreases in landslide 

material strength before failure. 

Travelletti et al. 

(2012) 
ER 

Controlled 

test 
2D 2.8 32 

1 x 47m profile 

(48 electrodes at 

1m spacing 

Identified steady-state flow 

conditions in a controlled rainfall 

experiment using time-lapse ER 

tomographic images, and 

estimated steady-state flow from 

ER. 

Walter et al. 

(2012) 
S-EDCL 

Semi-

permanent 
 10 16* 

Four tripartite  

sensor arrays 

deployed, 

comprising of 1 x 

3-component 

sensor 

surrounded by 3 x 

1-component 

sensors 

Discriminated between seismic 

events associated with rock falls, 

and slide movement 

(‘slidequakes’). Slidequakes were 

able to be located within the 

moving body of the landslide, and 

the highest amplitude events 

associated with period after 

rainfall. Signifcant attenuation 
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linked to surface fissure 

development. 

Brückl et al. 

(2013) 
S-EDCL 

Semi-

permanent 

1D 

2D 

212 6* 6 seismometers 

Used seismometers to detect 

seismic events associated with 

movement, and located events, 

including events preceding slope 

failure. 

Lehmann et al. 

(2013) 

ER 
Controlled 

test 
2D 

0.625 

 

 

18 

1 x 47m profile 

(48 electrodes at 

1m spacing 

Two controlled rainfall 

experiments. Compared soil 

wetting as measured by sesnsors 

and ER measurements, and 

showed wetting front evolution 

through time-lapse images. ER 
Controlled 

test 
2D 3 77 

1 x 47m profile 

(48 electrodes at 

1m spacing 

Tonnellier et al. 

(2013) 

S-EDCL 
Semi-

permanent 
 14 7* 

One tripartite  

sensor array 

deployed , 

comprising of 1 x 

3-component 

sensor 

surrounded by 6 x 

1-component 

sensors 

First period (14 days) targetted 

small displacements, second (28 

days) targetted moderate 

displacements. Compared to 

measuremenst at Valoria (see 

below). Located quakes 

associated with moving 

inshearing zone. Potential slow-

slip seismic noise was identified. 

Low-correlation between 

increased seismic activity and 

landslide acceleration, but good 

corrleation between increased 

seismic activity and heavier 

rainfall. 

S-EDCL 
Semi-

permanent 
 28 7* 

Tonnellier et al. 

(2013) 
S-EDCL 

Semi-

permanent 
 10 14* 

Two tripartite  

sensor arrays 

deployed , 

comprising of 1 x 

3-component 

sensor 

surrounded by 6 x 

1-component 

sensors 

Targetted large displacements, 

and compared to measurements 

from Super-Sauze (see above). 

Identified events associated with 

material deformation.  Potential 

slow-slip seismic noise was 

identified. Correlated increased 

seismic activity with increased 

acceleration of slide. 

Walter et al. 

(2013) 
S-EDCL 

Semi-

permanent 
 700 12* 

Three  tripartite  

sensor arrays 

deployed , 

comprising of 1 x 

3-component 

sensor 

Comparison of slidquake 

generation at three different 

landslide settings. Two of the 

sites (Super-Sauze and 

SLumgullion) reproduced data 

from previous studies, but data 
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surrounded by 6 x 

1-component 

sensors 

from Heumoes is from long-term 

permanent array installation 

installed July 2008, following on 

from intermittent studies 

detailed in Walter et al. (2011). 

Study was able to determine 

conditions leading to brittle 

failure in several landslide 

settings. 

Walter et al. 

(2013) 

 

Walter et al. 

(2013) 

Supper et al. 

(2014) 
ER 

Semi-

permanent 
2D 275 1650 

1 x 60m profile (61 

electrodes at 1m 

spacing 

Showed time-lapse ER 

tomomgaphic images over 

periods of varying seasonal 

rainfall and snow melt. 

Supper et al. 

(2014) 
ER 

Semi-

permanent 
2D 239 1434 

1 x 224m profiles; 

varying electrode 

spacing (1m 

spacing in centre, 

increasing at 

edges 

Showed time-lapse ER 

tomographic images of a 

movement event. 

Kremers et al. 

(2015) 

Jongmans et al. 

(2015) 

Gance et al. 

(2016) 
ER 

Semi-

permanent 
2D 284 568 

1 x 113m profile 

(93 electrodes 

with varying 

spacings of 0.5m, 

1m and 2m 

Used time-lapse ER tomographic 

images to analyse response of 

subsurface to two natural rainfall 

events, highlighting importance 

of thermal exchange in ER 

monitoring. 

Harba and Pilecki 

(2017) 
S-ANT Transient 2D 167 12* 

12 seismometers 

along two profiles 

1 x 75m and 1 x 

95m 

Inverted ambient noise records to 

produce tomographic images of 

shear wave velocity. Comparative 

image analysis showed changes in 

slip surface and moisture content. 
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Xu et al. (2016) ER Transient 2D 274 6 

3 x 595m profiles 

(120 electrodes at 

5m spacing 

Presented time-lapse ER 

tomographic images to create a 

hydrogeological model of 

landslide mass. 

Imposa et al. 

(2017) 
S-H/V Transient 2D 1589 68 

34 H/V stations 

across profiles 

Compared H/V profile from a 

landslide 5 years apart to detect 

changes in sliding surface. 

Lucas et al. (2017) ER Transient 2D 62 6 

1 x 47m profile 

(48 electrodes at 

1m spacing 

Used time-lapse ER tomographic 

images to compare areas of 

increasing and decreasing 

saturation. Compared volumetric 

water content measured by ER 

and sensors, and showed slight 

over estimation from ER 

meausrements. 

Palis et al. (2017a) 

ER 

 

Semi-

permanent 
2D 

365 

 

365 

1 x 235m profile 

(48 electrodes at 

5m spacing 

Seismic monitoring focused on 

event classification. Apparent ER 

data clustered identified sliding 

mass. 
S-ECDL 

Semi-

permanent 
1D 365 1* 1 seismometer 

Palis et al. (2017b) ER 
Semi-

permanent 
2D 3510 3510 

1 x 115m profile 

(24 electrodes at 

5m spacing 

Clustered apparent ER data to 

look at long-term trends of 

different units in response to 

rainfall over 9.5 year period. 

Provost et al. 

(2017) 

S-EDCL 
Semi-

permanent 
 40 8* 

Two tripartite  

sensor arrays 

deployed , 

comprising of 1 x 

3-component 

sensor 

surrounded by 6 x 

1-component 

sensors 

Tested automatic classification 

methods for detection of events 

associated with movement. 

S-EDCL 
Semi-

permanent 
 21 8* 

S-EDCL 
Semi-

permanent 
 68 8* 

Uhlemann et al. 

(2017) 
ER 

Semi-

permanent 
3D 1369 658 

5 x 147.25m 

profiles (32 

electrodes at 

4.75m spacing and 

9.75m between 

profiles 

Presented time-lapse 3D ER 

tomographic images, and derived 

gravimetric moisture content 

from ER data, showing seasonal 

gravimetric moisture content 

changes. 
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Crawford and 

Bryson, 2018 
ER Transient 2D 350 5 

2 x ~56.7m profiles 

(64 electrodes at 

0.91m spacing) 

Presented relative changes in 

resistivity linked to rainfall, and 

resistivity results linked to shear 

strength parameters; shear 

strength plotted to produce shear 

strength profile. 

Crawford and 

Bryson, 2018 
ER Transient 2D 350 5 

3 x ~62.8m profiles 

(69 electrodes at 

0.91m spacing) 

Presented relative changes in 

resistivity linked to rainfall, and 

resistivity results linked to shear 

strength parameters. 

Merritt et al., 

2018 
ER 

Semi-

permanent 
1D 1740 695 

4 x time-lapse 

contact resistance 

points 

Contact resistances used, 

extracted from larger ER 

monitoring array (Uhlemann et 

al., 2017). 


