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Absolute sensitivity calibration of an extreme ultaviolet spectrometer for tokamak
measurements
R. Guirlef, JL. SchwoB, O. Meyef, S. Vartaniah
%CEA, IRFM, F-13108 St-Paul-lez-Durance, France

PRacah Institute of Physics, Hebrew University atidalem, Israel

Abstract

An extreme ultraviolet spectrometer installed oa Wore Supra tokamak has been
calibrated in absolute units of brightness in t#iege 10-340 A. This has been performed by
means of a combination of techniques. The range1B0A was absolutely calibrated by using
an ultrasoft-X ray source emitting six spectraknn this range. The calibration transfer to
the range 113-182 A was performed using the spditeintensity branching ratio method.
The range 182-340 A was calibrated thanks to ragiabllisional modelling of spectral line
intensity ratios. The maximum sensitivity of theespometer was found to lie around 100 A.
Around this wavelength, the sensitivity is fairllatfin a 80 A wide interval. The spatial
variations of sensitivity along the detector assgmiere also measured. The observed trend
is related to the quantum efficiency decrease astigle of the incoming photon trajectories

becomes more grazing.
Keywords: extreme ultraviolet; spectroscopy; tokksnabsolute calibration

1. Introduction

Extreme ultraviolet (EUV) spectroscopy is used egieely in various plasma physics
research fields such as astrophysics and inertéin@agnetic fusion. Its main interest resides
in the detailed information it provides on the vas species present in a plasma. It thus helps
determine the qualitative composition of a plasmahe observation and identification of the
spectral lines emitted by the ion species of tlesmpla. The density of the various emitting
ions can also be deduced from spectroscopic measuate provided certain experimental
conditions are fulfilled. One of them is that theestral line intensities must be measured in

absolute units. This necessitates that the specipasinstrument be calibrated in sensitivity.

! Corresponding author. Tel.: +33-442-25-38-85.
E-mail address. remy.guirlet@cea.fr
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A commonly used method is the so-called line intgrimanching ratio methof., 2].

It consists of selecting spectral line pairs erdittg the same ion from one given upper level
to two different lower levels and comparing theeasured intensity ratio with the theoretical
one. For this purpose, usually the spectrometbetoalibrated includes a visible line of sight
as close as possible to the EUV line of sight amdnected to a visible spectrometer (for
which an absolute calibration is relatively easyhe line of the pair is chosen in the visible
range, and thus the sensitivity of the EUV specatamat the second line wavelength can be
deduced. This method has been used already many aga on the TA 2000 tord3, 4] and

is still in use nowadays, for example at JET fa& 8PRED VUV spectrometer in the range
130-360 A[5]. Another way of calibrating an EUV spectrometeabsolute intensity units is
to compare the spectrometer signals with thosen@ir@ady absolutely calibrated instrument,
as was done if6] in the soft-X ray range.

In the present work, the Tore Supra tokamak ispmpd with a high resolution, duo-
multichannel grazing incidence spectromei{@i of the Schwob-Fraenkel type. Two
interferometrically aligned, ruled, concave grasingre mounted permanently on the
spectrometer. For most of the applications andaitiqular for the present measurements, a
600 g/mm grating blazed at 1.5° is used. It covbes 10-340 A wavelength range. The
spectrometer is supported by a mobile structurehvhllows to spatially scan the lower half
of the plasma at a frequency 0.5 Hz.

Detection on this spectrometer is performed by meaintwo double microchannel
plate (MCP) detector assemblies in chevron condigon mounted on two carriages moved
independently along the materialised Rowland cir€lee range of one detector is limited on
one end by the shortest wavelength mechanicallgsstole and on the other end by the
second detector assembly. It is thus called thert'stvavelength’ (or SW) detector.
Conversely, the other assembly is limited by the 8&tector and the longest wavelength
mechanically accessible, hence its name: 'long atlé (or LW) detector. The electrons
produced in the microchannels by impact of thedent EUV photons are converted into
visible photons by phosphor screens behind the M&iksrecorded by PDA (photodiode
array) cameras (one for either MCP assembly). Aamgate of a spectrum recorded on the

LW detector is shown ifig. 1.
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Figure 1: Spectrum recorded by the long wavelength detector with identification of the

most prominent lines.

This spectrometer is not built with a visible liogé sight so we could not use the
branching ratio method exactly as presentedlin For the short wavelength part of the
accessible domain we have used a combination diodstwhich are reported in this article.
Section 2 describes the use of an ultrasoft-X cayce for absolute calibration in the 10-113
A range. Section 3 describes the method used filrraton in the longer wavelength range,
which combines the branching ratio method with angarison of line intensity ratio
measurements with collisional-radiative calculasioa method already used|#]. Section 4
contains the results with a discussion on the waicgies and a study of the spatial variation

of the detector sensitivity. Section 5 presentsraraary and conclusions.

2. Sensitivity calibration in the short wavelengthrange

2.1 Experimental setup and method
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Figure 2: Absolute calibration setup with the ultrasoft-X ray Manson source

Target element Wavelength (A)
Mg 9.9
O 23.7
N 31.6
C 44 .4
B 67.0
Be 113.0

Table 1: List of emitting elementsin the various targets and wavel engths of the

corresponding spectral lines.

In the short wavelength range, an absolute caltbratvas performed in the
spectroscopy laboratory with the help of a Mansoad® 5 multi-anode ultrasoft-X ray
source[9]. The set-up is sketched &1y. 2. The source emits photons at a given wavelength
(the so-called K line) by electron beam impact on targets (playhmgrole of anodes for the
electrons) of various materials. A carousel oftaibgets allows to produce as many spectral
lines between 9.9 and 113 A (seeble 1).

A gas flow proportional counter (GPC) is placed %t from the electron beam axis (a
setup very similar to the one used[if]) to monitor the photon emission which can be as
high as 1& photons/(s.sr). The GPC is set up so that it h460%6 efficiency. In order to
preserve its operating pressure, which is diffefenh that in the source volume, a membrane

4



99 is placed in front of the counter as a separatromfthe source volume. The membrane
100 transmission factor dpc depends on the wavelength, as shownahnle 2.
101

Wavelength (A)] 9.9] 23.7] 31.6] 44.4] 67.0] 113.0
Torc (%) 55| 42 | 32 | 19| 50| 37

102
103 Table 2 transmission factor of the membrane in front of the gas flow proportional counter
104

105 In addition, we have used a grid filter (transnusasi: = 0.108) to attenuate the GPC
106 signal. The photon rate (ifsmeasured by the GPC is thus given by:

107 N (A) = Tepe (A) X T X Nipe (A) (2)
108

109  whereN'gpc(A) andN"spc(A) are the incident and measured photon rates résglgct

110 The spectrometer beam line is placed in a possyonmetric to the GPC with respect
111 to the electron beam to take advantage of the phetaission symmetry around the electron
112 beam axis. The ratio of the photon rate incidentrmwspectrometersbil()\) to the photon rate
113  N'gpc(4) incident on the GPC using a given target is etudhe solid angle ratio of the two
114  detectors:

115

NL(A) Q

Nire )~ Oore @)
116

117 Note here thaNspi(/]) represents the total number of photons withinwihele spectral line
118 width excluding the background in the same specttatval.

119 The spectrometer sensitivity at wavelenytis defined as the ratio of the measured count rate
120 to the incident photon rate:

N;(/\)

121 )= o

3)

122 whereNg,"'(A) is the count rate measured by the spectrometdpu¢a@and acquisition system
123 (expressed in counts/s in our setup). Due to tfg4 6fficiency of the gas counter and using
124 Eqgs. 1and2, one has:

. Q, Q, NI
125 NG () = 2 Nipe () = 2 _Nere ()
Q GPC QGPC TGPC (A )TF

126 and thus:



127

128
129
130
131
132
133
134

135

136
137
138
139
140
141
142

143
144
145
146
147

148

149
150
151

152

153
154
155

Ng(/]) Qgpc

"= e i) Q.

(4)

The spectrometer sensitivity can thus be deduaad the geometric parameters of the setup,

which are known, and the measurements of the desect

The tokamak plasma observed with the spectromeateani extended light source. The
measurement performed by the spectrometer is theisradiance (also commonly called

brightness) defined as:

B=(4m)" ><j£(| )l [photons / (crhsr s)] (5)

wheree (in cm’®sY), called emissivity, is the photon rate emittedpbgsma unit volume in a
given spectral line andis the abscissa along the line of sight. The raleig performed over
the whole line of sight path within the plasma. Tqweantity we aim at determining is the

brightness calibration coefficieRi(A) defined by:
B(4)=K{A)xNg (1) (6)

over the whole wavelength range of the spectromdteis quantity is crucial for plasma
applications since it is needed to relate the nredsgquantityN." (1) with the density of the

emitting ions. It can be obtained in the followimgnner. When a spectral line emitted in the

plasma is observed, the incident photon rate iddiition ofn(A):

_ N™(A)
N.(1)=—2 7
o)== 0 (7)
The spectral line brightness is thus given by:
N_ (A N2(A

(), 7()x(w),

where (R2)sp is the spectrometer geometric etendue (I&i® the entrance slit area). The

brightness calibration coefficient is thus given by

6
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and is expressed in [photons/(s%sn)]/(counts/s).

2.2 Results and comparison with a previous calibrain

The method exposed in the previous section has d&gglied to both the 'shorter wavelength’
(SW) and 'longer wavelength' (LW) detectors. Thghiness calibration coefficient has been
determined for the six wavelengths available wit ¢alibration source. It is shownhing. 3.

As the LW detector cannot be positioned to obserareelengths shorter than 77 A, only the
coefficient at 113 A could be obtained by this noethinterestingly, it has almost the same
value as for the SW detector at the same waveleigfis observation results from the fact
that the two detectors are practically identicdl. also denotes the accuracy of the
interferometric alignment of the spectrometéf and of the mechanical positioning of the
detectors along the Rowland circle to better th&mu@. In the following we will thus not

distinguish between the two detectors on the catiitan curves.
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Figure 3: Absolute brightness calibration coefficient as a function of wavelength. SW
detector: (red O and dashed line) previous calibration in the first order and (blue O and
solid line) latest calibration in the first and second orders. LW detector: (blue + and dashed-
dotted line) latest calibration in the first two orders.
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It can be seen from the slope of the calibratiowvethat on the short wavelength side
the spectrometer sensitivity (proportional t)l/decreases with decreasing wavelength,
which illustrates the difficulty to measure spektiae intensities below 10 A with this
600g/mm gold coated ruled grating. The comparisoth® latest calibration curve with the
previous one shows that the various improvementsth®s spectrometer (use of two
microchannel plates in chevron configuration fackedetector assembly, installation of a new
grating, better performance PDA camera) have emdthtie spectrometer sensitivity by about
a factor 30 over the whole calibrated wavelengtigeaexcept below about 20 A. The latter
feature is most likely due to the characteristitghe previous 600 I/mm holographic grating
which was platinum coated, while the new gratingaisuled one and gold coated with a
steeply decreasing efficiency toward the very shantelengths below 15 A.

As this new grating is not designed to suppresshilgeer diffraction orders, the
ultrasoft X- ray source lines at 44.4 A and 67 Ardalso been observed in the second order
and have been used for the calibration, as showigin3. They show that the spectrometer
sensitivity in the second order is poorer thanhia first order, but only by a factor of 5 to 8.
We have actually observed intense spectral linggerby the tokamak plasma in as high an
order as the "7 or the & Notice that the second order calibration is alnibs same for the
SW and the LW detectors, another indication thattébo detectors are practically identical.

3. Sensitivity calibration in the long wavelength ange

3.1 Use of the branching ratio method

The mechanical design of the spectrometer presesglypped with two detector
carriages sets a lower limit of about 77 A to theddral range accessible to the LW detector
(this limit is actually reached when the SW detectriage is itself positioned at the shortest
possible wavelength position). The only line eedtby the ultrasoft X-ray calibration source
above this limit, and thus the only available ooethe LW detector calibration in the first
order, is at 113 A. Therefore, another method lmbe used in order to calibrate the
spectrometer up to its maximum wavelength, whiccihes 340 A with the routinely used

600 g/mm grating.
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The first additional method we use here is theated branching ratio methad, 2],
which we will now describe briefly. The emissivitatio of two spectral lines of a given ion
emitted by transitions from the same upper levéhio different lower levels depends only on
atomic constants and not on the plasma conditiomgokamak plasmas the emission is
completely dominated by spontaneous decay (rakf@er ¢ollisional de-excitation) so that the

ratio can be written as:

DU I B (10)

where n; is the population density of the upper levehnd A; and A are the Einstein
coefficients for spontaneous decay from levels levelsj andk respectively. This relation
holds as long as neither spectral line is self-diEb by the plasma, i.e. when the plasma
optical thickness can be neglected, which is thee deere since the impurity ion density is
always far below the main plasma ion density ofuat®x10'° m™. The effect of radiation
trapping on the line brightness has been calculasety a mean transmission factor approach
[2, 11] and the predictions were confirmed by measuremamthie TA2000 torugt|. It was
found that for an optical thickness of the plasmetow 0.1, the self-absorption is less than
3.5%. It is thus negligble in the present experitakeconditions.

Using Eq. (5) it is easy to show that the sametioglacan be used for the brightness
ratio B;j/Bix measured by a spectrometer along a line of sigbtigh the plasma. The relation
between the measured signal ratio and the brightreg® can be deduced froaus. 6 and
10:

KUINS _ B, _ A

- =_1 =1 (11)
K(Aik)Nik Bik Ak
This leads to the relation:
KA) N A (12)
K(h) NI A,

This relation shows that the ratio of calibratiooefficients at two different

wavelengths can be deduced from line intensity nreasents, which can be performed using
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the tokamak plasma itself as a calibration souaoe, from Einstein coefficients, which are
well known atomic constants in our case. This retatcan thus be used foeative
calibration for the two wavelengthls; andAy. This is particularly useful to determine the
absolute calibration factor at either wavelengthewtfit is already known at the other. As
already said, the latter application is often u$ed VUV spectrometers using a visible
spectrometer having the same line of sight,5].

As we did not have such a setup, we took advanéglee absolute calibration over
the SW range described in the previous paragraphliorate the longer wavelength range by
using spectral line pairs with one line below 113ndeasured in absolute units with the SW
detector) and the other at a wavelength to be reaétd above this value (measured with the
LW detector). This procedure relies on the asswnpthat the two detectors have the same
sensitivity at any given wavelength, an assumpsigpported by their identical design and by
the identical absolute calibration coefficient fduat 113 A in Section 2.

In our case, the plasma emits few pairs of linesyoty the constraints imposed by the
branching ratio method and the spectrometer wagtieroverage (two lines emitted from the
same initial level of the same ion with a suffigiemensity, the wavelength of one between
10 and 113 A, the other between 113 and 340 A)y @ suitable pairs were found, emitted
by Carbon, the dominant impurity in Tore Supra plas. They are shown ihable 3. The
calibration coefficients at 28.5 A and 27.0 A asdcalated by a linear interpolation between

the two closest calibration points obtained in Bec?, namely 23.7 A and 31.6 A.

LW spectral line SW spectral line Theoretical irsiéyn
Transition | A (B) | Aj (s") | Transition | A (A) | Ak (sY) ratio A/ Ai
n=3 - n=2| 182.2| 5710 | n=3 - n=1| 28.5 | 7.23x10'° 0.79

(C VI) (C VI LyB)
n=4 - n=2| 134.9| 1.0%10" | n=4 - n=1| 27.0 | 1.66x10" 0.66
(C VI (C VI Lyy)

Table 3 Pairs of spectral lines and theoretical intensity ratios which have been used for
relative calibration of the spectrometer above 113 A.

This method provides invaluable information in thaallows to link the absolute

calibration in the shorter wavelength range witle ttelative calibration in the longer

10
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wavelength range. Nevertheless it is clearly ndfigent to calibrate the whole longer

wavelength range of the spectrometer coverage mptamentary method is presented below.

3.2 Collisional-radiative modelling of line intensitgtios

The results of the branching ratio method exposethé previous paragraph do not
depend on the experimental conditions such asl#sena parameters and their time evolution
or the spectrometer line of sight geometry. Howgwasrit has just been shown, there are in
general very few pairs of spectral lines which banused in a given experimental situation.
Relaxing the constraint of an identical upper lefogl the spectral line pairs used for the
calibration, we find many groups of lines emittegl & given ion in the plasma within the
relevant wavelength range. The drawback is thatdhative intensities of the lines within a
group depend not only on atomic physics but alsdhenplasma parameters. They can be
calculated in the frame of a collisional-radiatmedel (CRM).

This calibration method, less accurate than thendiiag ratio method, has been
applied on the SPRED VUV spectrometer at JET ferdB0-980 A range using spectral lines
from mostly low ionisation stages]. In the present work, we aimed at calibrating artgh
wavelength range (130-340 A) than at JET. We alsoted to avoid using spectral lines
emitted near the plasma edge, where the plasmanptees are not so well known (in
particular the electron temperature). For both éhemsasons we did not select very low

ionisation stages, as can be seerfiainle 4.

Emitter Wavelength &) Transition

CIV 222.8 182s°S - 185p“P°
244.9 182s°S - 184p°P°
259.5 182p“P° - 1s5d“D
262.6 182p°F° - 15s°S
289.2 182p?P° - 1§4d°D
296.9 182p“P° - 154s°S
312.4 182s°S - 183p“P°

C VI 27.0 1-4(Lyy)
28.5 1-3(Lyp)

11



134.9 + 135.0 2 — 4 (Balmerp)
182.1 + 182.2 2 — 3 (Balmera)

oV 151.5 252pP° - 2s4d°D
192.8 + 192.9 2521 - 2s3d°D

o VI 129.8 + 129.9 1ep“P° - 1s4d“D
150.1 1825s°S - 183p“P°
172.9 + 173.1 f8p“P° - 1£3d°D
183.9 + 184.1 T8p“P° - 153s°S

Fe XXIV 192.0 182s5°S - 182p°P);
255.1 162s°S - 182p°Py

291

292 Table 4: Spectral lines used in the branching ratio method for absolute calibration transfer
293 (inbold) and in the CRM line ratio method for relative calibration.

294

295 In the collisional-radiative modelling, instead eXpressing the line emissivity as a
296 function of the population density of the initi@vel of the transition (as iag. 10), we use
297 the total densityy, of the emitting ion. The emissivity of a givendimetween levels andj
298 can be written as:

299

300 &; =n,n,PEC; (n,,T,), (13)

301

302 wherene and T, are the electron density and temperature respdgtithe PEG quantity,
303 called photon emission coefficient, is calculatathva collisional-radiative model (CRM). It
304 depends in a complex way on the collisional andatag atomic processes in the plasma,
305 namely transitions between excited levels of thdttemg ions, recombination onto and
306 ionisation from excited levels. The PEC dependemtea, is generally weak and will be
307 neglected here. In the present case the PEC valers obtained from the ADAS data and
308 model[12].

12
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FromEq. 13it can be deduced that the emissivity ratio of timesij andkl emitted
by the same ion is equal to the PEC ratio. Forbtightness, which is the quantity actually
measured by the spectrometer, the situation ibthlighore complex:

_ [nen,PEC, (T,)d

1]

~ [n.n,PEC, (T,)d

5 (14)

Bkl

where the integration is done along the line ohsighe exact calculation requires that we
know the spatial distribution of all quantities time integrals, in particular the emitting ion
density profile along the line of sight. The mostcarate way to obtain this is from a
dedicated transport stud¥%3], a sophisticated and somewhat lengthy procednstedd, we
make here the rougher assumption that the PECestddepend on J This is verified in our
case because the emitting layer of the selected iorthis study is very narrow. As an
additional precaution, we have rejected lines WRECs depending strongly on the
temperature in the ¢Trange where the emitting ion is abundant (e.g. @0\8 A, 1§ 'S; -

1s2p*P.°). As a consequence, denotiid" the electron temperature of the emitting layee, th

measured brightness ratio will thus be approxinyaggual to the PEC ratio:

B, _PEC,(T.")

B, PEC, (") )

An accurate determination afs™" would require either a full transport study, as
already mentioned, or enough lines of sight to rieitee experimentally the position of the
emission layer. The weake Tependence requested from the PECs retained snsthdy
allowed to estimatd@,™" witout loss of accuracy from the position of thmiing layers as
calculated by a local ionisation balance calcufatio

Denoting againN;™ the measured signal ar(4;) the corresponding calibration

coefficient, one gets by definition of the caliboat coefficient Eq. 6):

B _ KNy

B, KA )NJ

(16)

13
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Provided the calibration coefficient is known aeomavelength, say;, the coefficient at the

other wavelengtiAy can be obtained by usiig). 15

Nj" PEC
K(Ag) =KW, ) —— (17)

Comparing the calculated and measured C VI linghbness ratios, we have
calculated the absolute calibration coefficientd24.9 A and 182.2 A. Note that at 134.9 A
the Balmem line is blended with the fourth order of the CIMi o line at 33.7 A. In order to
subtract the latter contribution it was necessargstimate the grating efficiency in the fourth
order. This was done by measuring the intensitthefwell resolved C V 34.97 A line in the
first and fourth orders in identical pulses desdyf@ the calibration described here (see next
Section). This allowed us to deduce that the ggaifficiency in the fourth order with respect
to that in the first order is about 10% at this elangth. The contribution of the fourth order
C VI Ly a line to the measured 134.9 A intensity was thdoutated using the measured first
order C VI Lya line intensity and the fourth order efficiencywlas then subtracted from the
measured intensity at 134.9 A before the calibratioefficients were calculated.

Then we interpolate the calibration coefficienttioé 150.1 A line of the O VI group
between the values at 134.9 A and 182.2 A. Fromethee use=q. 17 with the O VI line
group to obtain the calibration coefficients at 228, 173 A and 184 A. Then with the same
hypothesis we obtain the 151.5 A (O V group) caliian coefficient, and this allows us to
obtain the calibration coefficient at the second/@ength of the O V group, 192.9 A. With
the same reasoning, we obtain the calibration wiefits at 192.0 A and 255.1 A (Fe XXIV
group) and at the six wavelengths of the C IV grdupas been checked that the final result
(the curve which will be fitted to the data pointsinains within the error bars if the order in

which the line groups are added is changed.

4. Results and uncertainties

4.1. Results

A series of identical, ohmic pulses have been peréd to record the useful spectral

line brightnesses (Tore Supra pulses TS#31512 #8T1%19). The plasmas are found to be
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very stationary and reproducible so there was rexdrie perform a multi-pulse statistical
study of the line ratios. The spectrometer was usétd spatial scanning mode, which means
that the whole spectrometer was rotated aroundredmtal axis located in front of the
apparatus. In this mode of operation, the lowef bélthe plasma (se€ig. 4) could be

scanned at a period of 0.5 Hz.

08r
06
04r

0z

02+
-0.4dr

06k

08+

Figure 4: Poloidal cross section (solid line) of the tokamak vessel, (dashed-dotted
line) of the plasma last closed flux surface and (dashed line) of the extreme positions of the

line of sight.

Both the spectral line shapes and the radial m®fiVere used to reject blended lines.
In the case of the Fe XXIV lines, observed to bented in[5], the analysis of the radial
brightness profiles allows to distinguish them frblended light species lines.

The calibration coefficients obtained with this @l have been added to the results
obtained in Section 2.2. The overall calibratiomveuis shown in=ig. 5. It shows a broad
minimum (corresponding to a maximum in sensitivaypund 100 A over a range of about 70
A. The spectrometer sensitivity decreases steeplyboth sides, although in the long
wavelength direction the slope tends to become dowhis indicates that with the same
grating a modified spectrometer with a longer meda range for the detector would be
sensitive enough to provide information over a devavavelength range. This has been done
for the Schwob-Fraenkel spectrometer installedhenBerlin EBIT experimenitl4, 15] On
the contrary, in the short wavelength direction slape is steeper and steeper. This indicates
that extending the mechanical range to shorter lgagéhs would not provide additional

useful information below 10 A.
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Figure 5: Absolute brightness calibration in lab (solid line with O), calibration transfer using
the branching ratio method () and relative calibration using the CRM of line ratios with
plasma (the symbols are explained on the figure). The grey dashed lineis a spline among the

points and is adopted as the final calibration curve.

4.2. Uncertainties

In the wavelength range absolutely calibrated whih ultrasoft-X ray source (9.9 -
113 A), the main uncertainty is that associatedh wite spectral line intensities measured with
the spectrometer. It is mostly due to the uncetyaon the background estimate, which can be
difficult for the weaker lines of the calibrationwgce. The uncertainty on these intensities is
at maximum 10% (it can be as low as 5% for thengfeo lines). In addition, we estimate an
uncertainty of 10% to take account of the geometpierture uncertainty. The uncertainty on
the proportional gas counter measurements is nblgligompared to those associated with
the spectrometer measurements. We have thus d glotertainty of 20% for the calibration
coefficients up to 113 A.

For the calibration points using the branchingoratiethod, we must take into account
the time fluctuations of the two spectral line mgities used for each point. These fluctuations
are not negligible even during the stationary phafsthe plasma. They are actually much
larger than the statistical error (which is theaguoot of the time average signal if a Poisson
distribution is assumed). The total uncertaintghiss estimated to 40% at 134.9 A and 32% at
182.2 A.
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For the CRM calibration method, a part of the utaiaty associated with the
reference line (at wavelengilg) of a given line group is determined from the tifluetuation
of the measured signal as discussed in the prepatagraph. To this fluctuation uncertainty,
an uncertainty of 30% is added, corresponding t itlterpolation of this reference line
between two already calibrated wavelengths. Forahgr line (wavelength) of the group,
the uncertainty is deduced frdaa. 17

A( PEC(/]))

AK(A) _ BK () .\ PEC(4)))  AN"(A)  AN"(4,)

K(A)  K(A) PEC(4) N™(A)  N™(4)
PEC(A,)

(18)

The relative uncertainties on the signdl$1) andN™(Ao) are calculated from the time
fluctuations of the measurements, as said above.uhigertainty on the PECs themselves is
difficult to assess and not always available in literature. It seems that a global value of
30% for all PEC ratios reflects satisfactorily bate accuracy of the atomic physics

calculations and the residual PEC ratio dependenc&S™ (see above the discussion about
Eq. 15.

For a practical purpose, a curve has been fittedhenpoints inFig. 5. The most
satisfactory result was obtained with a splineoBel20 A the 20% uncertainty estimated for
the absolute calibration points can be retainedwBen 120 and 180 A, where line intensity
branching ratios were available, an uncertaintyabbut 35% is estimated. Above this
wavelength, a value of 50% reflects satisfactotitg spreading and uncertainties of the
relative calibration points. In this range, the emainty might be an underestimate of the

actual uncertainty due to the use of the CRM, fhbichy the uncertainties are not well known.

5. Spatial variations of the detector response

The tolerances of the spectrometer design andseg@ln are very tight, so that most
mechanical pieces are positioned to less thanu®5 Nevertheless, the response of the

detector assembly along its length (i. e. along Wwavelength direction) is not perfectly
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uniform. It can be due to several reasons suchhassmall inhomogeneities of the
multichannel plate and phosphor screen resportsestansmission of the fiber optics bundle
or the quantum efficiency dependence on the phoimdence angle on the MCP input face.

As the non-uniformity and the spatial variationtloé detector response play a role in
the estimate of the spectral line absolute brigikes, it has been measured for the LW
assembly. The simplest way of doing this measuréimsdn select a spectral range containing
well isolated spectral lines and perform severahsneements, moving the detector by small
position shifts between measurements in such a tialy the spectral lines would strike
different parts of the MCP.

Due to programme constraints, this method couldoeoapplied in the spectroscopy
laboratory. Therefore we have used the same safridentical discharges on the Tore Supra
tokamak as for the calibration. During this serigge detectors were moved in a limited
number of positions. As a result of this proceduarany spectral lines could be measured at a
few positions on the detector. By comparing thecspeneter measurements of a given
spectral line in the various positions and synghegdj the results for all lines, we were able to
deduce the non-uniformity and spatial variatiorthef detector assembly response. The list of

the lines used for this procedure is giveff@ble 5.

Wavelength (A) Emitter

129.9 o VI

132.9 Fe XXIII

134.9 C VI 2-4 (+ Lya 4™ order)
135.8 Fe XXII

238.5 Oolv,CIv

2415 C V (40.3 A8 order)
244.9 Clv

281.9 cvVv

284.1 Fe XV

289.2 ClIv

292.0, 291.3 Ni XVIII, C IlI

Table 5 List of spectral lines and corresponding emitters for the evaluation of the non-

uniformity and spatial variation of the detector response.
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The synthesis of all these measurements is presenteig. 6. The results show that
the intensity response is a decreasing functioth@fspectral line position in the direction of
increasing pixel number (corresponding to increasiavelengths) on the MCP detector in
the useful range (between pixels 70 and 900 forLivMedetector). The measurements show
that the response at both ends of the detectooybeixel 70 and above pixel 900) is
substantially degraded with respect to the major giathe detector range. This is due to the
fact that the size of the PDA is slightly largearnhthe fiber optics bundle size. One notices
that the unuseful portion on the large pixel numéadremity is wider than that on the small
pixel number extremity. This indicates that the dienis not perfectly centred on the
photodiode array. Both ends of the detector haus bieen excluded from the study.

A straight line has been fitted to the data andcttreection factor curve thus obtained
has been normalised so that it is 1 in the middlehe detector (pixel 512 here). The
spreading of the points around a given position wagelength in~ig. 6 indicates that the
measurement fluctuations are dominant over theaspahomogeneities along the detector.
The response decrease along the detector seenasmodily related to the varying response
of the MCP with the photon incidence angle. Indée known that the MCP quantum
efficiency decreases as the incoming photon angle the grating plane becomes more
grazing.

In Fig. 6, the average slope for the group of lines aroudd A does not show a
significant difference with that for the group etrange 240-292 A (it would correspond to a
response difference of less than 3%). Therefore cae consider that the wavelength
dependence of the detector response spatial varieéin be neglected. As no data in the short
(10-70 A) wavelength range are available for tkilbcation campaign, the average decrease
of Fig. 6 was used to correct all the line intensity measergs performed for the Manson
source and the branching ratio methdds(re 5 includes these corrections.) As the intensity
response curve introduces a maximum correctionboita20%, which is small compared
with the global uncertainty estimated in Sectio, 4t was not necessary to make this

correction for the CRM calibration above 200 A.
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Figure 6: Intensity response of the LW detector assembly as a function of the line position on
the detector (measured in pixels). Each symbol represents a different spectral line (seelist on
Table 4). Dashed line: final correction factor.

6. Summary and conclusion

The grazing incidence spectrometer operated on $apra with a 600g/mm grating
blazed at 1.5° has been absolutely calibrated mast of its wavelength coverage, i. e. 9.9-
312 A. For the lower part of this domain (9.9-118we have used an ultrasoft-X ray source
calibrated against a gas flow proportional coustgrup with a 100% efficiency. For the rest
of the wavelength domain we have used the branafasitig method for absolute calibration
transfer and collisional-radiative modelling ofdimtensity ratios for relative calibration.

The results show that the spectrometer sensithaty improved with respect to the
previous setup thanks to the new grating and th&bldomultichannel plates in chevron
configuration. The spectrometer is most sensitivihé 50-200 A range, with a steep decrease
below 50 A. On the long wavelength side the serijtilecrease is not as steep. In fact, after
the present calibration procedure we have exchatige@00 g/mm grating with a 300 g/mm
one and obtained useful measurements up to 680 A.

The uncertainties have been calculated for eadkichal calibration wavelength. Due
to the variety of methods used for the whole wawglle range, it is not straightforward to
determine a precise global uncertainty. We estiraa2®% uncertainty below 120 A, where
direct absolute calibration was obtained with thieagoft-X ray source, and 35% in the range
120-180 A where the line branching ratio method wsed. In the range above 180 A where
only the relative calibration procedure (collisibradiative modelling of line intensity ratios)
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was available, the uncertainty is estimated to 5% ven more. This reflects the larger

uncertainties and the spreading of the individadibcation points in the LW range.
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