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Abstract—This paper presents a novel energy-efficient and
Dynamically Reconfigurable Computing Circuit (DRC2) concept
based on memory architecture for data-intensive (iaging, ...)
and secure (cryptography, ...) applications. The prmposed
computing circuit is based on a 10-Transistor (10T3-Port SRAM
bitcell array driven by a peripheral circuitry enabling all basic
operations that can be traditionally performed by an ALU. As a
result, logic and arithmetic operations can be entely executed
within the memory unit leading to a significant reduction in power
consumption related to the data transfer between nmories and
computing units. Moreover, the proposed computing iccuit can
perform extremely-parallel operations enabling theprocessing of
large volume of data. A test case based on imageqggessing
application and using the saturating increment funton is
analytically modeled to compare conventional and DR2-based
approaches. It is demonstrated that DRC2-based appach
provides a reduction of clock cycle number of up t@x. Finally,
potential applications and must-be-considered chams at
different design levels are discussed.

Keywords—in-memory computing,
programmable logic

computing architectyr

|. INTRODUCTION

The growing speed gap between memories and congpunits
in Von Neumann architecture, also known as the “prgm
wall”, has led to many research on associative mgmiocuits
and alternative computing architectures [1][2]. Reg-heavy
solutions were one of the approaches developedderdo
overcome this bottleneck without any fundamentangfes in
processor architecture. The well-known GraphicalcPssing
Units (GPU) are a good example of computing ciscuging a
register-heavy memory hierarchy (few Mb of regisfiées
compared to few Kb in a mainstream CPU) includingegy
large number of registers files (RF), which allogtthy-parallel
computing. Moreover, the architecture of SRAM-basties
itself is also optimized and multi-port bitcellseaintroduced
offering simultaneous read (RD) and write (WR) @piens
[3][4] to further increase the computing speed. ldoer,
parallelization of many computing units and theut@sg high
throughput of the data leads to a high power copsiom [5].
Indeed, with the increase of wire parasitic elemabieach new
technology node (due to the shrink of the metatingupitch),
the power dissipated by the large amount of dataimgo
between memories and computing units across thiggdyh
parasited wires becomes more and more criticak fésulting
high power consumption is seen as one of the pahci
constraint in contemporary embedded circuit desiiys.an
example, fetching operands in a 28nm nVidia GPUs$scmore
than computing the operation itself. Thus, thigoraan rise up

to 1000x depending on the location of the dataetdeliched in
the on-chip memory hierarchy [6][7]. As a resudléecreasing
data-transfer related power has become a hot cEseapic.
Shortening the physical distance between memoried a
processing elements thus appears as a relevatibadureduce
the total wire length and thus the overall powarstonption.

Processing-in-Memory (PIM) concept [8] has beerothticed
for this purpose to bring the processing elemanits the same
die as DRAM, thus addressing primarily to off-chigmories.
PIM concept, which limits both the latency betweeamory
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Figure 1 a) Conventional computing architectureysn-memory computing
architecture. Moving into In-memory computing shiballow speed increase,
total area saving and less power consumption sihgsical distance between
memory and computing unit is drastically reduced.
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Figure 3 Proposed Dynamically Reconfigurable Corngu€ircuit (DRC?)
based on 3-Port SRAM bhitcell. Instead of deliverihg stored content, the
output bus delivers computed metadata.

and processing unit and the resulting dissipatedepdas been
reborn recently thanks to the 3D stacking [9]. Sevneks, as in
[10], investigated similar approach for on-chip/M circuits,
which are used as processor caches due to theificagtly
higher speed (compared to DRAM). With the rise mkeging
NVM technologies, memristor-based material implmat
(IMPLY) function is proposed to perform Computing-i
Memory (CiM) [11][12], enabling same physical Idcat for
both storage and computing. However,
IMPLY results in destructive operations meaningt titze
initially stored data is lost after computing.

Another way to drastically increase the computipgesl, while
not increasing overall power (and area), is tcali&enative non-
Von Neumann architectures [13]. A suitable arahitee for an
energy-efficient computing also requires re-confidpility

since rising chip development costs make worklogecific

chips very expensive products [14]. At this endkellannounced
that the latest version of their Xeon server chif) nave an

and, therefore enables non-destructive computidgtorage in
the same unit. Owing to this approach, we expaptifstant
gains in power consumption and thus pave the wayhéw
opportunities in computing, in particular by usithg dynamic
reconfigurability since operations are computeditn; without
using “frozen” dedicated computing circuits based logic
gates.

The paper is structured as follows: The sectionttbduces the
concept of proposed DRC?2. The section Il pres#res3-port
10T bitcell used in the SRAM array and how différeagic and

arithmetic operations can be performed. Then aesgmtative
test case based on DRC? for imaging processingdsissed in
section IV. Perspectives for the proposed conceptbaefly

discussed in section V. Finally, section VI conésidhe paper.

Il. DYNAMICALLY RECONFIGURABLECOMPUTING CIRCUIT
(DRC?) CONCEPT

Figure 3 presents the DRC? concept. It is based &RAM
bitcell array in which multiple rows can be selecite the same
time during the same clock cycle for performing situ
operations between selected rows [15]. The operdyipe is
chosen and controlled slice-wise (using a dedicatedroller,
as shown in Figure 3), thus different operations dze
performed on different slices of the same arragroffy highly-
parallel operations. For the rest of the paperte¢ha “memory
slice” is used to describe a memory column with s@elected
bitcells and the associated column peripheral itiscuThe
results coming from a given memory slice can bd e=ain any

memristordbaseconventional memory circuit, or can be written-b&aKB) into

the memory in the same or next clock cycle.

Table 1 presents the list of 19 basic operatiomas tan be
performed by the proposed DRC2. It enables to perfinese
operations inside the memory, thus limiting intgesidata
transfert. Operations like RD, RD_NOT, RD_0 and R[are
natively present in a conventional memory circoit ¢an be
added without any complexity), unlike to the othés shown
in Figure 3, the SRAM bitcell array is accessedtigh multiple
rows in the same time in the same clock cycle, wisdndeed

integrated FPGA to boost performance under worldoadprohibited in a conventional memory circuit to eresa proper

requiring optimized processing. An important point the

literature is that SRAM circuits are discarded|forg time and
spared from any modification, while solutions aoaight in

high-level design. This is probably because SRAtddiarrays
are designed with the most aggressive design milasgiven

technology and suffer from stability issues duegh® process
variability. Thus, any change in the array can lead highly

complex manufacturability issues. However, the rfeednore

optimizations to significantly increase the compgtspeed at
the same time with re-configurability encouragedesign of
SRAM macros with novel features such as in-memogicl

function operations [15].

In this work, the CIM concept is pushed one stethir and a
novel computing circuit is proposed enabling in-noeyriogic
and arithmetic operations exploiting the architeetof SRAM
macro, thus lowering data transfer between memorg a
computing unit (i.e. ALU), as shown in Figure 1.€Tproposed
Dynamically Reconfigurable Computing Circuit (DRGcan
perform the same logic and arithmetic operatiorestzssic ALU

read. The multiple row access being the key for maing
inside the memory circuit, it is worth to say tta intelligence
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Figure 2 10-Transistors (10T) SRAM bitcell inclugione Write-Port
(WP) and two Read-Port (RP), False (F) and TrueEagh RP is formed
by its pas-gate (PG) and its prdown (PD) transistor



TABLE |

Operation Description # of operands | # of cycle| Operation Type
RD/BUFF Read the content of selected bitcell 1 1 mdey
RD_NOT/IN | RD the complementary content of selected bitcell 1 1 Memory

\Y

RD 0 Read as “0” the selected bitcell 1 1 Memory
RD 1 Read as “1” the selected bitcell 1 1 Memory
XOR/ Exclusive OR if #of operands =2 N 1 Logic
COMP Comparison if # of operands >2

NXOR NOT Exclusive OR N 1 Logic
NOR NOT-OR N 1 Logic
NAND NOT-AND N 1 Logic

OR OR N 1 Logic

AND AND N 1 Logic

IMP Materiel Implication N 1 Logic
SHIFT Shift the bitcell content to left or right 1 2 Logic/Arithmetic
ADD Addition 2 3 Arithmetic
SUB Subtraction 2 4 Arithmetic
INC Increment by 1 1 3 Arithmetic
DEC Decrement by 1 1 3 Arithmetic
GT Greater than 2 2 Arithmetic
LT Less than 2 2 Arithmetic

Table 1 List of operations, their description, n@mbf maximum operands, number of minimum cycles th needed to perform these operations and

operation family that they are belonging.

comes from both the bitcell array access and tlseciated
peripheral circuitry.

I1l. DESCRIPTION OFOPERATIONSENABLED BY DRC?2

Figure 2 presents the 10-Transistors (10T) SRAMeliused
in the array. It is composed of one 6T write-pdR) and two
2T read-port (RP). Internal nodes BLTI (stores Hatad BLFI
(stores complemented data) of WP are connectedPté-ddse
(RPF) and RP True (RPT), respectively, allowindaton of
read and write operations. Both RPs are connedetiheir
proper read bit-lines (RBLF and RBLT, respectivetyirough

pass-gate (PG) transistors RPF_PG and RPT_PG. RPRRIT
are connected through pull-down (PD) transistor RFB and
RPT_PD to ground line GND.

This 10T SRAM bitcell is accessed through three &Mdne
(WL) signals, as shown in Figure 2: Write WL (WWIRead
WL True (RWLT and Read WL False (RWLF). WWL allows
accessing internal nodes of 6T WP, thus used fibe wperation
(WR). WR is performed as in any conventional SRAM b
activating corresponding WWL and driving WBLs a thalues
to be written in the bitcell. RWLT allows selectiRPT, thus
reading the stored data through BLFI without a rigkan

WWL_A=0
RWLT_A =0 WWL_A=0
RWLF_A=1 RWLT_A =1
RWLF_A=1
1 1 1
1 1 1
1 1 1
1 1 1
L
WWL_B=0 !
_B=( WWL_B=0
e RWLT B=1 1
B= RWLF_B=T
A |B |A+B| AB u
‘g - olof 1 0 @
o« 2 of1] o 0
= = example»( 10| O 0 e =
. 1]1] o 1
VDDZ->0 V[;) >0 VDD -> 0 VDD -> 0
A+B A+B=AB

a) RD(INV(A)) and RD(B) in the same cycle
conventional 2R mode

b) NOR(A,B) and AND(A,B) in the same cycle
Multiple-row access

Figure 4a) Dual access to memory slice (through RPF and RRowing to perform RD(NOT(A)) and RD(B) on RBland RBLT, respectively. b) Multiple
access through RPF and RPT allowing to perform N®R) operation on RBLF and AND(A,B) operation oBRT. For the sake of simplicity, only NOR
and AND operations with two operands are shownhBpeerations can be performed with up to M operavitere M is the column length.



unwanted data flip inside the WP (read disturb pihegna [17]),
while RWLF allows reading the complemented dataubgh

BLTI and RPF. The used nomenclature for RPT and ¢dpfes
from following: BLTI stores the true data and BLd$tbres the
complemented data, i.e. false data. The valuetteadgh RPF
is data stored in BLFI, while the data read thro®RT is data
stored in BLTI.

In this work, the 10T SRAM bitcell is chosen siee consider
that it is the most efficient bitcell for the prageml computing
circuit. However, any other bitcell allowing diffatial read
(single-port 6T, dual-port 8T, etc.) can be usedtfe same
purpose at the expense of not being able to perfarite and
read in the same clock cycle, which impacts thealveumber
of cycles depending on the desired operations.

A. RD, NOR/OR and AND/NAND operations

Figure 4.a illustrates a conventional dual RD opemnain 10T
SRAM memory slice through both RPs: RBLF and RBLE a
pre-charged to VDD prior to the operation. The dilt& is
selected by activating (from 0 to 1) RWLF_A and Htiteell B

is selected by activating RWLT_B, while other RWdre kept
low. Which means that all pass-gate transistadCdF in the
relevant memory column except RPF_PG of bitcell Wd a
RPT_PG of bitcell B. In this example, bitcell Ats a ‘1’

(BLTI=VDD, BLFI=GND), and bitcell B stores a ‘0
(BLTI=GND, BLFI=VDD). As a result, RPF_PD of bitdeA
and RPT_PD of bitcell B are both ON and lead todiseharge
of RBLF and RBLT, respectively through RPs. In otherds,
the final voltage level of RBLF is equal4p while the final
voltage level of RBLT is equal to B.

Figure 4.b illustrates the same memory slice bthwmultiple
row access in which only two bitcells, A and B, shewn. Like
a conventional read operation, RBLF and RBLT aesgirarged
to VDD. Then, bitcells A and B are accessed throthggir

respective RPF and RPT (RWLF_A = RWLF_B = RWLT_A=

RWLT_B=1), while RWLs of other bitcells RPs (notosin in
Figure 4) are kept low. The final voltage levelRBLF depends
on stored data in bitcell A and in bitcell B (vatalevel of
BLTI_A and BLTI_B); if at least one of two bitceligores ‘1’,
RBLF will be discharged to ‘0, if both stores a(BLTI=GND,
BLFI=VDD), only RBLF will be kept at VDD. This opation
reproduces the truth table of a N-input NOR logiteg The final
voltage level of RBLT is dependent on the complenwoérihe
stored data in A and B (voltage level of BLFI).oifie of two
bitcells stores a ‘0’ (BLTI=GND, BLFI=VDD), RBLT is
discharged, which reproduces the truth table ofiadit AND
logic gate. Therefore, OR and NAND truth tables beanalso
reproduced by inverting RBLF and RBLT signals.

It is worth to say that while this example show® tselected
bitcells, up to M cells (M is the column length whiis equal to
the number of rows in the memory array) can becsadein the
same column to perform operations with M operanitge the
Boolean algebra is associative.

Proposed 10
circuitry

Matrix
column

Periphery

Access Mode ADDEN o1 02 03 Comment
Multi-row dual port: 0 Always ‘1’ NXOR XOR

Both RPs of N selected bitcells dre

ON 1 Don’t Care

Multi-Row single-RP: 0 mixOP Don’t care

Only one RP is ON for each of the

N selected bitcells. 1 Don’t Care

Two-Row one Read-Port: 0 A-B=BOA|A-B=ADB| A @ B |Subtraction
Only one bitcell on each RBL is —
selected. 1 |A'B A4-B=A+B| A® B |Addition

Figure 5 Periphery control and resulting outputserndifferent access
modes

details of arithmetic operations, ADD and subti@ct{SUB),
are presented later in this section.

B. XOR/NXOR, COMP, Material Implication
(IMP), Less than (LT) and Greater Than (GT)

Bitcells in of a given memory slice can be accegss&tifferent
ways depending on which operation(s) is (are) tedye
Multiple row selection with dual access to eacltdiitallows
reading all selected bitcells on both RPs as ajrelaghicted in
Figure4.b. In this access mode, if signal ADDEN=0, perigher
outputs O1, 02, O3 are equal to always ‘1’, NXOR AOR,
respectively. If more than two bitcells in the sasiliee are
selected, XOR output yields to a comparison opamati
(COMP) ; O3 is ‘1’ if at least one among all segetbitcells
stores a different data, and NXOR output O2 leadshe
opposite test giving ‘1’ if all selected bitceltoe same data.

The second access mode is as follows: Multipleebitdn a
given memory slice are selected but each one igsaed
through only one RP. Supposing that bitcells settcn RPF
areFo, F1...F and bitcells selected through RPT &&€l.... Ty,
a NOR is performed betweén,F:...F , an AND is performed
betweerly, T1.... k. The output O1 is in this case equal to:

Fo+ Fy ot F.Tp.Ty . Ty = Fo+ Fy+. Fy + To Ty Ty
=Fy+F o Fot To+ Ty + Ty

This operation is named as “mixed operation” (dedoas

mixOP in Figure 5). Moreover, if one bitcell isseted on each
RP, for exampléo and T, output O1 givesT; + F, , which is

equal to material implication (IMP) denotedTas— Fo.

Furthermore, a Boolean expressibr- B is the equivalent of
Less Than (LT) operator (A < B). Therefore, LT dBceater
Then (GT) operations can be also performed wor@-wisthe
proposed memory circuit with some additional gatdke array

Figures presents the proposed periphery circuitry of memoryperiphery; they are not detailed in this paper iuthe space

slice. A cascaded NAND gates architecture togettigr the
MUX control signal ADDEN allow us enabling differelogic
and arithmetic operations. In detail, ADDEN is tgetl’, only
when an addition operation (ADD) has to be perfatmEhe

limitation.
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ADD operations, else it performs SUB operationsPipelined operations in DRC?, different cyclesnuilti-cycle ADD/SUB operations can be pipelined

together with single-cycle operations like OR, ANGDR.

C. Addition / Subtraction

The last access mode denoted as two-rows-singlis REed for
arithmetic operations in the proposed circuitryRipple-carry
adder/subtractor, which is based on a full-addbtfaator is
implemented in the memory slice periphery allowing to
perform addition and subtraction between two K-bitsd that
is previously stored in the memory. A schematicafventional
a full adder/subtractor is shown Figure 6.a, whichomposed
of XOR, AND and OR logic gates.

A full adder can be therefore reproduced by propagaarry
to columns storing LSBs of tow K-bit words. Figufeb
presents how a ripple-carry adder is reproduceadamory slice
allowing addition of two K-bit words. A single ADEan take 3
clock cycles for high-frequencies (>GHz). In thestfcycle,
half-additions are executed; the output cargy &and sum Sof
memory slicej are latched. In the second cycle,G is
propagated to the next slice (from LSB to MSB) alltg
updating Gut j+1, and the updatedof: j+1 is latched. This carry
propagation is illustrated in Figure 6.b as theuinparry G..

Assuming bitcell4 is selected through RPF thus final RBLF Figure 6.c presents how a ripple-carry subtraistoeproduced
value is equal td, and bitcellB is selected through RPT thus in memory slice and borrows are propagated asiine svay as

the final RBLT value is equal t8. If ADDEN equals to ‘1, a
half-adder, which consists of an AND gate to coraparry (C)
and a XOR gate to compute summary (S) of the iaddit
between operands A and B, is realized in one clogle.
Setting ADDEN to ‘0’ allows reproducing a half-stdottor; this
time the carry output becomes the borrow output @lich is

a ripple-carry adder but setting ADDEN to ‘0'.

Figure 6.d presents our pipelined ADD/SUB appradackhich
successive ADD/SUB area added in pipeline deptle @aw
operation can be added in the pipeline at everycieck cycle
without any latency thanks to the 2R1W 10T SRAM it

equal tad. B. We modified the full-adder equation in order to Finally, increment (INC) and decrement (DEC) operat can

replace the series of AND and OR gates by two NAJdERs, as

also be performed, since they correspond to ADRALSLUB 1,

depicted in Figure 6.Im the circled area. This has the following respectively.

benefits: Overall nhumber of transistor decreasesimizing
periphery area in the same time increasing spéstk aumber
of stages to cross are reduced from 4 to 2. Thexefoe carry
(borrow) of the current slice, C (B), has to bedreaC (B)),
which corresponds to a NAND between operands @asdé the
AND as in a full adder). The following part deseib
implementation of a full-adder; the same is valat full-
subtractor by replacing C (carry) with B (borrow).

D. Shift Operation

Shift operation can be implemented in the propasednory
circuit by adding latches in the array peripheryoirder to
implement a conventional CMOS shifter circuit. Tpat is not
detailed in this paper.
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IV. RESULTS IMAGE PROCESSING APPLICATION

In modern robotic applications, the environmentriedeled
using occupancy grids [20]. Such grids encode cafooip
information using signed binary words (e.g. 8-bdrds) [21].
The occupation data is then manipulated by theiegipn as a
simple mono-channel image buffer. To perform obstac
detection and velocity estimation, Bayesian occupdiiters
are used. Such filters allow to estimate and pteaticupancy
over time. To do so, prior state (image bufferiatett-1) is
mitigated then fused with current state (image dyudt time t).
The mitigation can typically be implemented by loakat the

sign of the data. If it is positive (bit 0) the dahs to be
decremented (by 1 or another constant value).isf itegative
(bit 1), the data has to be incremented (by theesaaiue).

Figure 7 presents on the top left a conventionstiesy using a
processing unit and a dedicated SRAM array forlgk@rage,
in which we can assume that the saturating incrénigen
performed as following: Pixel values which are voasly
converted into signed 8-bits words are stored imemory
array. The processing unit reads sequentially gaecbl and
check the sign bit. Depending on the sign bit, lpwadue is
incremented or decremented and the new value teewitback
to the memory. In order to store the entire imagétgtively
large SRAM arrays are required which results iedates while
reading from and writing to the memory dependingtba
addressed memory bank location. In this work, wauee 1
latency cycle for both read and write as an avelatEncy
which may be seen as an optimistic approach. AssymilRW
6T SRAM bitcell, as usually used in many microcolérs, 1
clock cycle for read, 1 clock cycle for sign tektglock cycle
for increment/decrement, 1clock cycle for write band 2
clock cycles due to latencies are required, in tetading to an
overall of 6 clock cycles for one pixel. Figure §eesents
pipelined operation flow using 1RW 6T SRAM bitceih
which read and write operations cannot be perforinethe
same clock cycle. 6 clock cycles are needed togsone
pixel, and each new pixel would add 3 more cyclethe end
of the pipeline depth. The overall number of cyadepends on
the number of pixels in the picture, Np, and isadqo 3*Np+3.

Figure 7 also presents the proposed system basddRGH
architecture coupled with a Binary Content Addréssa
Memory (BCAM) [15]. BCAM circuits are hardware-base
search engines allowing to perform search of thenamg
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based conventional
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Figure 8 Pipeline stages for performing saturaiticgement in a pixel array using different mentidisgstems. a) Conventional system using 1IRW 6T SRAM
b) DRC-based system using 1RW 6T SRAM bitcell, c) BR@sed system using 2R1W 10T SRAM bitcell.



6T-based DRC? vs. 6T-based conventional

3,5 B 10T-based DRC? vs. 6T-based conventional
3
2,5
2
1,5
1
0,5
0

speed factor
(x nb of cycles)

Figure 9 Clock cycle reduction factor between avemtional (using 6T
SRAM bitcell) and the proposed DR®ased system (using 6T and 10T
SRAM bitcells).

content, and to match specific data in a singlelckycle. In
the proposed system, MSB of each pixel is storederBCAM
array and the rest of bits of each pixel is starethe SRAM
array. Positive signed pixels are detected by s#agc'l’ in
BCAM, while negative signed bits are detected bgrceing
‘0’. The hit detection bloc outputs lines of BCAdfray storing
the searched sign bit, i.e. having a search hitiiérity encoder
together with the memory controller would allow to
sequentially read hits and increment/decrementetiages
using the DRE&increment/decrement function. In other words
given signed pixels are identified in one cycle tekar the
image resolution. Priority encoder encodes onadiiress and
transfers the encoded address to memory contrivllesne
cycle. The encoded hit line is discharged to ‘GYemory
controller sends address of the pixel that has ®
incremented/decremented by 1 to the SRAM array.sHnee is
repeated for the opposite signed bits.

As mentioned before, the SRAM array in DRCan be
designed with any SRAM bitcell that offers diffeti@hread at
the expense of overall time depending on the désiperation.
Figure8.b presents the pipeline stages for a BR&sed system
using 1IRW 6T SRAM bitcell, in which one search ey(6R)
is performed at the beginning and match line enmap(ncode)
is performed before each 4-cycles
operation. Since computing takes place in-memabmste is no
data transmission from the memory array to an aater
computing unit removing all latency cycles. TheTbased
system using 6T SRAM bitcell does not allow perforgn
simultaneous WR and RD operations, and thereform-a
operation (NOP) cycle has to be inserted betwéemrid 2¢
cycles of an INC/DEC, which leads to an overall temof
2*Np+3 cycles..

As shown in section Ill.C, increment function takegycles
using 2R1W 10T SRAM bitcell and it can be pipelined
described in Figure 6.d. Figure 8.c presents pipeditages of
saturating increment in the DR®ased system using 2R1W
10T SRAM bitcell, in which one search cycle is penfied at
the beginning and the match line encoding is peréat before
each 3-cycles increment operation. The total nurobefock
cycle is Np+8 (versus 2*Np+3).

increment/deanéme

Figure 9 presents the comparison in terms of speegeen the
conventional system and the DRIGased system for a given
picture resolution. In order to have a fair comgam, DRC-
based system is considered with both bitcell-basedhory
arrays. It is shown thatyx1.5 speed factor is reached with
DRC?-based system using slow-but-small 1IRW 6T SRAM
bitcell. On the other hand, if 2R1W 10T SRAM bitdelused

in DRC-based systenmyx2 speed factor is reached w.r.t the
conventional system (since 2R1W 10T SRAM bitcelbwab
simultaneous WR and RD operations reducing overathber

of cycles in the pipeline depth).

In overall, DRC-based systems help reducing total number of
clock cycles in saturating increment/decrement tioncsince
latencies due to read from and write to memory baale
canceled by moving computing inside the memory macr
Moreover, although we are not able to quantifyghin at this
stage, the suppression of the intensive data wafmEtween
different memory banks and the computing unit, efee
suppression of all flip-flops, buffers and wiregadl to a
significant power consumption reduction. In othesrds, the
in-memory computing architecture enabled by the BR&sed
system can offer improvements in power consumptod
speed, while replacing the conventional computithitecture
by a configurable memory based computing circuit.

V. DISCUSSIONS ANDPERSPECTIVES

The Von Neumann programming model, where data and
instruction memory accesses are interlaced, has begy
successful and a lot of technologies and tools dode
generation was build using this model. More speaily,
compiler are based on instruction scheduling, mgmaodel
(variable in memory, in register, in cache, ettata layout, etc.
New parallel models such as pipelined instructiamstyuction
level parallelism (ILP), data parallelism (SPMD) @PU or
asynchronous multicore was already challenging as a
programmer point of view and has been a very actigearch
domain. But specific languages such as CUDA for Gteols
such as OpenMP or OpenACC or specific librariesshaied

to help programmers in this difficult task to extraifferent
parallelism level. As said in the introduction, ORwill change
dramatically the traffic between memory and proitgssore
and the programming model. To the best of our kedge,
there is no specific tools or language able to gerea so high
level of parallelism. We can only try to imagindfeient tasks

on how to use this new computing in memory paradigm

We could revisit the work already done on the latatlel

machines from the 90. The Connection Machines &i#] the
MasPar was successful machines in term of parsitelisage.
It supported *LISP parallel language [19] and thHdRortran

which was specific languages. It was in the 90keren if the
available parallelism was important, the programgninodel
was restrictive and difficult to exploit. Maybe vkocould be
done in this direction.



Another analogy come from the "SQL view" notion in As a result, it is well-suited for data-intensiygohcations. An

databases. The SQL view allow to "see and explthit
database through a view, which is a transformatiom the
initial database without modifying the initial datse. The
transformation can be table join or
transformations. We could imagine to use BRECa similar
way: the physical memory could be duplicated onaié
memory map; each duplication corresponding to awVi A

simple computing core with a large memory systeutl{sas
the 128 bits memory from the RISC-V http://riscgfrcould

use asingle view to differentiate the operatigt@R, NAND,

NOR, ADD). Thus, the program become a set of DMéesases
leading to a complex treatment on big data sets.

We could imagine to add special instruction in SRIV
processor to implement these "special DMA" insinrct
working on large memory ranges. Of course this kafd
memory should not implement a full instruction bet the
compute core could also implement control operatimisual.
Many applications can benefit from such a memorgires
Immediate idea are:

* Cryptography which are easily implemented as bérafions:
For example, systems that are memory intensive sisch
“OneTimePad”, could be easily implemented with aRXO
between two memory locations. The DRC? could imgem
those algorithms with a great energy efficiency.

NOSQL Data bases which need a high level of pdistte
These databases need to scan datasets and setebinma
results. We could imagine a global selection meigmanising
binary masks applied on large memory page.

Image filtering implemented at bit level: is alsogaod
candidate. Section IV shown an initial example of a
algorithm that take advantage of the DRC2, we coukine
that many pixel level transformation implementedyiaphic
card (Shadows under windows, mouse cursor maskiay,
could be easily implemented.

Work are under progress to give more realistic gtaemof
algorithms taking advantage of this DRC2.

Finally, demand for reconfigurable circuits is deer since
modern applications should be able to adapt toemdifit

operating environments that may require loading o#&auits

on board. DRE offer high flexibility for reconfigurable
computing, since logic and arithmetic operatiors executed
where the data is stored but not using hard-codsdsg A

potential application can be in cellular networkirg which

circuits should adapt to different network standasdch as 3G,
4G and 5G.

VI. CONCLUSION

In this paper, we have presented a novel concepbroputing
circuit called DRC?, exploiting the architecture 8RAM
macro. This circuit is able to perform logic andtranetic
operations with very limited data transfer to otlwncuits
enabling a veritable in-memory computing. It shoaltbw
overcoming the well-known memory wall bottleneckdan
reducing data transfer-related excessive poweruopsgon.

imaging processing test case based on saturattrgnient
function is presented using both a conventional Menmann
computing architecture and a DREased system. The results

more complexshow a significant speed gain (up to x2) by usimgriovel in-

memory computing architecture. Furthermore, we ekjze
drastic power consumption reduction. DRZchitecture paves
the way for novel computing algorithms that willnedit at
maximum from its features, not only for power camgtion
but also for high reconfigurability and increaspeexd.

REFERENCES

[1] Wm. A. Wulf, S. A. McKee, “Hitting the memory walimplications of
the obvious”, ACM SIGARCH Comp. Arch. News, Vol 23), pp 20-
24,1995.

[2] M.V. Wilkes, “The memory wall and the CMOS end-gbinACM
SIGARCH Comp. Arch. News, Vol 23, (4), pp.4-6, 1995

[3] S-F.Hsiao etal., “Design of Low-Leakage Multi-PBRAM for Register
File in Graphics Processing Unit”, ISCAS, pp 218184, 2014.

[4] G.Burdaetal., “A45nm CMOS 13-Port 64-Word 41liy\-Associative
Content-Addressable Register File , ISSCC, pp.286-2010.

[5] M. Horowitz, “Computing’s Energy Problem (and wha can do about
it)”, ISSCC, pp 10-14, 2014.

[6] W. Dally, “Power Programmability, and Granularity’keynote
presentation in IPDPS, 2011.

[7] HIPEAC Vision 2015 —www.hipeac.net

[8] M. Gokhale etil., “Procesing in memory: the Terasys massively firal
PIM array”, IEEE Computer, vol 28 (4), pp. 23-3995.

[9] Zhuetal., “A 3D-Stacked Logic-in-Memory Accelerator for Algation-
Specific Data Intensive Computing”, 3DIC, pp 12D13.

[10] P. Jain etal., “Intelligent SRAM (ISRAM) for Improved Embedded

System Performance”, in proceedings of DAC, 2003.

[11] S. Kvatinsky atal., “Memristor-Based Material Implication (IMPLY)
Logic: Design Principles and Methodologies “, TVL.Sbl 22 (10),
October, 2014.

[12] S. Hamdioui et al., “Memristor based computation-in-memory
architecture for data-intesive applications”, DATp,1718-1725, 2015.

[13] P. Dlugosch etal., “An Efficient and Scalable Semiconductor
Architecture for Parallel Automata Processing”,EEETPDS, Vol. 99,
pp. 3088- 3098, 2014.

[14] Mai etal., “Video-Active RAM: A Processor-in-Memory Architege
for Video Coding Applications”, ISCA, pp. 161-172010.

[15] Jeloka etal., “A 28 nm Configurable Memory (TCAM/BCAM/SRAM)
Using Push-Rule 6T Bit Cell Enabling Logic-in-MengigrJSSC,Vol 51
(99), pp 1009-121, 2016.

[16] Shibata etl., ,“A 0.5V 25MHz 1mW 256kb MTCMOS/SOI SRAM for
solar-power-operated portable personal digital mgent-sure write
operation by using step-down negatively overdribiHine scheme”,
JSSC, Vol. 41 no.3, pp.728-742, 2006.

[17] Mukhopadhyay etl., “Modeling of failure probability and statistical
design of SRAM array for yield enhancement in naatei CMOS”,
IEEE TCAD, Vol. 24, no. 12, pp.1859-18880, 2005.

[18] W. D. Hillis, “The Connectino Machine”, publishegt MIT Press, 1989.
[19] Guy L. Steele. Jr.al., “Connection Machine Lisp: Fine-grained Parallel

Symbolic Processing”, Proceedings of the 1986 AGMfCon LISP and
Functional Programming, pp 279-277.

[20] A. Elfes, “Occupancy grids: a stochastic repregantgor active robot
perception”, Sixth Conference on Uncertainity in A990.

[21] T. Rakotovao eal., “Multi-Sensor Fusion of Occupancy Grids based on

Integer Arithmetic”, IEEE ICRA, 2016.

C. Coué, et al. “Bayesian Occupancy Filtering farlfitarget Tracking:

an automative application”, Intl. Journal of RolbstiResearch, SAGE
Publications, Vol 25 (1), pp. 19-30, 2006.

[22]



