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Abstract

The multiphase Whitham modulation equations with N phases have 2N character-
istics which may be of hyperbolic or elliptic type. In this paper, a nonlinear theory
is developed for coalescence, where two characteristics change from hyperbolic to
elliptic via collision. Firstly, a linear theory develops the structure of colliding charac-
teristics involving the topological sign of characteristics and multiple Jordan chains,
and secondly, a nonlinear modulation theory is developed for transitions. The nonlin-
ear theory shows that coalescing characteristics morph the Whitham equations into
an asymptotically valid geometric form of the two-way Boussinesq equation, that is,
coalescing characteristics generate dispersion, nonlinearity and complex wave fields.
For illustration, the theory is applied to coalescing characteristics associated with the
modulation of two-phase travelling wave solutions of coupled nonlinear Schrodinger
equations, highlighting how collisions can be identified and the relevant dispersive
dynamics constructed.

Keywords Lagrangian - Averaging - Wavetrains - Jordan chains - Multisymplectic

Mathematics Subject Classification 37K58 - 70H33 - 35P30

1 Introduction

The theory of modulation, particularly Whitham modulation theory, takes the existing
nonlinear waves, such as finite-amplitude periodic travelling waves, and provides a
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framework for studying the dynamical implications of perturbing the basic proper-
ties of the nonlinear wave. In classical modulation, the properties of the basic state
(wavenumber, frequency, mean flow) are allowed to depend on space and time, and
partial differential equations (PDEs) are derived for these parameters. Study of these
PDE:s then provides information about the evolution of the basic state under perturba-
tion.

Given a basic state, there are several strategies for deriving modulation PDEs (aver-
aging the Lagrangian, averaging conservation laws, geometric optics ansatz, other
ansitze). In all cases, the governing equations produced by Whitham modulation the-
ory (WMT), for a simple one-phase periodic travelling wave, can be expressed in the
canonical form

ad ad
gr = Qx and ﬁﬂ(w+9,k+q)+a7%(w+9,k+q)=O. (1.1)

They are a pair of nonlinear first-order PDEs for the two unknowns Q (X, T'), the mod-
ulation frequency, and ¢ (X, T'), the modulation wavenumber. The parameters (w, k)
are representative of the wavetrain from which the Whitham modulation equations are
obtained, and X = ex and T = et are slow time and space scales. The first equation
is called conservation of waves and the second is called conservation of wave action
(Whitham 1974). When the governing equations are the Euler-Lagrange equations
associated with a Lagrangian functional, the scalar-valued functions .« and % are
related via

A =Ly, B=%. (1.2)

The function .2 (w, k) is obtained by averaging the Lagrangian evaluated on the peri-
odic travelling wave with frequency @ and wavenumber k.

The pair of quasilinear first-order equation (1.1) can be classified based on their
characteristics. The Whitham modulation equations (WMESs) can either be hyperbolic
(real characteristics) or elliptic (complex characteristics) and the transition signals a
change of stability of the underlying periodic waves (Whitham 1965, 1974; Bridges
and Ratliff 2017, 2018). It is this change of type, and its generalization to multiphase
wavetrains, and its nonlinear implications, that are the main themes of this paper.

To identify the structure of coalescing characteristics, first consider the one-phase
case where only two characteristics exist and so coalescence is elementary. The lin-
earization of the one-phase WMEs (1.1) about the basic state, represented by (w, k),
is

gr = Qx and ,Qr + Giqr + Box + PBrgx =0, (1.3)

or, under the assumption <7, # 0, they can be written in the standard hydrodynamical

form,
Q) ’ Q) 0/’
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with

1[0 -4,
F(w, k) = 7 [% o +%w} . (1.5)

Here, o/ and A are evaluated at Q2 = g = 0. The characteristics (eigenvalues of F)
are

P 1
ot = L%j:—‘/—AL, (1.6)

where

1.7)

AL = Ay By — B, = det [%w f“’k} ,

gkw c%’ck

using (1.2) in the latter equality. The sign of the determinant Ay, called the Lighthill
determinant (Lighthill 1967), signals whether the characteristics are real or complex,

A < 0= hyperbolic WMEs
Ap > 0= elliptic WMEs.

At the transition, when Ay = 0, the two characteristics are equal, the Whitham
modulation equations degenerate, and a new modulation strategy is needed. In Bridges
and Ratliff (2017), a nonlinear modulation theory is developed for the above case
within the WMESs in the case of one-phase wavetrains. It is valid near the transition
from hyperbolic to elliptic, showing that the WMEs (1.1) are replaced by

gr = Qx and ,Qr +xqqx + X qxxx =0, (1.8)

where T = &%t, X = e(x — cgt), and ¢ is a nonlinear group velocity at the transition.
The coefficients <7, and « are obtained from derivatives of the components of con-
servation of wave action, and the dispersion coefficient #" arises due to a symplectic
Jordan chain argument. Differentiating the second equation of (1.8) with respect to
X and using the first equation reveals that it is a variant of the two-way Boussinesq
equation for ¢,

1
Lo qTT + (516612 + «/”i/qxx) =0. (1.9
XX

The coefficients in (1.8) and (1.9) are universal in the same sense that the Whitham
equations are universal—they follow from abstract properties of a Lagrangian. Exten-
sion of the derivation of (1.8) to two space dimensions and time appears in Bridges and
Ratliff (2018). The emergence of Eq. (1.9) shows that coalescing characteristics gen-
erate nonlinearity, dispersion and wave fields of greater complexity. The complexity
is due to the wide range of known localized, multi-pulse, quasiperiodic, and extreme
value solutions of the two-way Boussinesq equation.
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In order to generalize this nonlinear theory for coalescing characteristics to the case
of multiphase wavetrains, several new results are needed. The first results on non-
generic Whitham modulation theory, in the multiphase case, considered the case when
the generic WMESs have a single or double zero characteristic. In Ratliff and Bridges
(2016), it was shown that a zero characteristic in WMT leads, under re-modulation,
to Korteweg—de Vries (KdV) dynamics on a longer time scale. In Ratliff (2018a), a
double zero characteristic is re-modulated leading to dynamics governed by a two-way
Boussinesq equation.

The motivation for re-modulation, in both cases, is that a zero characteristic in the
generic WMESs suggests no dynamics, but in fact the dynamics is moved to a slower
time scale. The time scale f ~ ¢!, in generic WMT, is replaced by t ~ ¢ 2 in
Ratliff (2018a) and is replaced by 7 ~ £~3 in Ratliff and Bridges (2016). The double
zero characteristic is a special case of coalescing characteristics. It does not require the
theory of coalescing characteristics with nonzero speeds such as the sign characteristic,
and it is codimension two.

In this paper, we are interested in the nonlinear theory near coalescing character-
istics with nonzero speed. This case is codimension one and so more likely to occur
in applications, and it requires the theory of the sign characteristic to track collisions
of characteristics. It was discovered in Bridges and Ratliff (2019) that every charac-
teristic in the Whitham theory carries a topological sign, and this sign is an important
diagnostic as only coalescing characteristics with opposite sign can change type from
hyperbolic to elliptic. In addition, several facets of the linear theory, such as inter-
twining Jordan chains, that generate the coefficient 7", bring in new challenges. For
the nonlinear theory, we find that the form of the two-way Boussinesq equation (1.9)
carries over to the case of coalescing characteristics with nonzero speed, but there
is a discrepancy between the fact that (1.9) is scalar-valued but the WMESs in the
multiphase case have 2N equations. Hence, a secondary reduction of the nonlinear
equations is required. Showing that the coefficients are universal is also an order of
magnitude more difficult in this case.

The mathematics of how characteristics coalesce and change type is addressed as
follows. Firstly consider the one-phase case. The change of type of the characteristics
signals an instability of the basic state, and this linear instability is made apparent by
taking the normal mode ansatz

q(X,T)\ _ G\ AT +ivX
(Q(X, ) = Re o e , (1.10)
and substituting into (1.3) to obtain
A + B, 1
A = Fictv= +iv (%{U“’iz,/—m). (1.11)

There are four A-eigenvalues for fixed v # 0 since ¢ and Q are complex-valued.
An unstable exponent (Re(A) > 0) with modulation wave number v exists precisely
when Ap > 0. As Ay changes sign, the eigenvalues (1.11) change from four purely-
imaginary eigenvalues to a complex quartet as shown schematically in Fig. 1. This
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AL <0 A =0 AL >0

Fig. 1 Collision of purely imaginary eigenvalues in the Whitham equations

type of stability transition is familiar from the theory of linear Hamiltonian systems,
as it is precisely the Hamiltonian Hopf bifurcation (van der Meer 1985), and in that
setting the collision and resulting instability occur since the eigenvalues have opposite
Krein signature (Howard 2013; van der Meer 1985). However, as shown in Bridges
and Ratliff (2019), there is no obvious symplectic structure in the Whitham theory,
and it is the sign characteristic of Hermitian matrix pencils that is operational here.
The sign characteristic has a central role in the theory of Hermitian matrix pencils
relative to an indefinite metric (see Gohberg et al. 2005 for a history and references).

The Hermitian matrix pencil structure of (1.3) is evoked by multiplying the conser-
vation of waves by .<7,,, assuming <%, 7 0, and combining the two equations in (1.3)

as
0 Q —, 07(Q\ _ (0
] (), 20,26 o

The two coefficient matrices are symmetric. Now the modified normal mode ansatz

QX,T)\ _ Q\ ivxrer)
(50) =R (5) =}

generates the following Hermitian matrix eigenvalue problem

(2]l )@-0). o

The theory of Hermitian matrix pencils shows that each eigenvalue of (1.13) has a sign
characteristic and a necessary condition for instability is that eigenvalues coalesce and
have opposite sign characteristic (Bridges and Ratliff 2019). In the one phase case, with
just two characteristics, the sign characteristic is less interesting, and indeed trivial.
In the multiphase case, with many characteristics, the coalescence of characteristics
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may or may not lead to instability, and so the sign characteristic becomes an essential

diagnostic tool. The principal case of interest in this paper is when all the characteristics

are real, with only one pair, having opposite sign, undergoing a transition to instability.
The generalization of the dispersionless WMESs (1.1) to the multiphase case is

ad d
qr = @y and ﬁA(w—l—SZ,k—i-q)—l—ﬁB(w—i—Sl,k—l-q):O, (1.14)

where @, k € RV are given parameters representative of the basic state, and
q, 2 € RY are the vector-valued unknowns, the modulation wavenumber and fre-
quency, which depend on T = ¢f and X = ex. This general form of the WMEs (1.14)
covers not only multiply-periodic waves, but quasiperiodic structures, and WMEs on
pseudo-phases which model mean flow (this latter case is discussed in Sect. 3.1).
When the governing equations are the Euler—-Lagrange equation associated with a
Lagrangian functional, the mappings A and B are again variations of the average
Lagrangian % (w, k) with the properties,

A+ 2. k+q) =DpZL(w+ L, k+q), (1.15)
and
Bw+ 2 k+q =DZ(w+ 2 k+q). (1.16)
Cross-differentiating shows that the Jacobians satisfy
DkA = (D,B)" . (1.17)

This symmetry will be important for generalizing the Hermitian property of (1.13) to
the multiphase case.

Given a smooth averaged Lagrangian ., the pair of Eq. (1.14) is a closed first-
order system of PDEs for €2 and q with up to 2N characteristics. This formulation of
vector-valued WMESs was introduced in Ratliff (2018a, 2017a). However, multiphase
Whitham modulation theory has arich history. Multiphase WMESs were first introduced
and studied by Ablowitz and Benney (1970), in the context of scalar nonlinear wave
equations, where the appearance of small divisors was noted. For integrable systems
small divisors disappear: multiphase averaging and the Whitham equations are robust
and rigorous, and a general theory can be obtained (e.g. Flashka et al. 1980 and its
citation trail). WHITHAM [Whitham (1974), Sect. 14.7] includes potential variables
as additional phases (“pseudo-phases” which are included in the theory here; see
Sect. 3.1) and generates a form of multiphase modulation and applies it to wave-
mean flow interaction of Stokes water waves (Whitham 1967). Willebrand (1975)
takes multiphase modulation theory to a new level by deriving the N-phase WMEs,
for Stokes wave solutions of the water wave problem, with N arbitrary and he takes
the limit N — oo. This theory is formal and the series are divergent and have small
divisors, but the leading order terms are instructive (see comments on this later in
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Sect. 9.7). The theory of Willebrand (1975) is now used in ocean wave forecasting
(e.g. Chapter 9 of Olbers et al. 2012).

On the other hand, when the system is not integrable, but there is an N-fold symme-
try, a theory for conservation of wave action can be developed without small divisors
and smoothly varying N-phase wavetrains. This strategy is implemented in Ratliff
(2018a, 2017a), where multiphase wavetrains are characterized as relative equilibria
with smooth dependence on parameters.

Going back to the abstract multiphase WMEs (1.14), with the symmetry property
(1.17) and the gradient properties (1.15), the linearization of (1.14) can be cast into
the form of a Hermitian matrix pencil,

—DpA 0 0 D,A ) (0
|:|: 0 DkBi| +c I:DwA DA +DwB:|:| (fi) - <0> > (1.18)

assuming that D, A is invertible. The Jacobians Dy A, DxB, D, B, and DA, are N x N
matrices, with the first two symmetric and the latter two are the matrix transpose of one
another. The 2N x 2N linear eigenvalue problem (1.18) can be reduced, by eliminating
Q,

€ =c§, (assuming det[DyA] # 0), (1.19)

toan N x N quadratic Hermitian matrix pencil,
E(0)§:= [DwA ® + ¢(DgA + D,B) + DkB] G=0. (1.20)

A parallel theory can be developed for the sign characteristic in this context (Gohberg
et al. 1980; Mehrmann et al. 2016; Tisseur and Meerbergen 2001). Suppose ¢y is a
simple real eigenvalue satisfying det[E(cg)] = 0 with eigenvector £, so that

E(co)t =0. (1.21)
Then, the sign characteristic of ¢y is
S(co) = sign ((¢, E'(c0)¢)) (1.22)

where (-, ) is an inner product on R¥, and the prime denotes differentiation with
respect to ¢. A discussion of the history and various formulations of the sign charac-
teristic is given in Bridges and Ratliff (2019). The sign characteristic is invariant under
congruence transformation, E(cp) — PTE(co)P, for any invertible P (Gohberg et al.
1980). The quadratic formulation (1.20), rather than its linearization (1.18), turns out
to be the most efficient in applications and arises naturally in the modulation theory.

Starting with the quadratic Hermitian matrix pencil (1.20) a theory for the sign
characteristic in the context of Whitham modulation theory is developed by Bridges
and Ratliff (2019). The 2N characteristics of the linearized problem satisfy

A(c):=det[E(c)] =0. (1.23)
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Double non-semisimple characteristics, which characterize coalescence, and define
the nonlinear group velocity c,, satisfy

Acg) = A(cg) =0 but A”(cg) #0, (1.24)
with a single geometric eigenvector
E(cg)¢ =0, (1.25)
and generalized eigenvector

E(co)y = —E/(co)¢ . (1.26)

Solvability of (1.26) defines c,. All these properties follow from the structure of the
linear operator E(c) with ¢ € R and are studied in Bridges and Ratliff (2019) and the
details required here are recorded in Sect. 4 and their role in the Jordan chain theory
is developed in Sect. 6.

When multiphase modulation is introduced for the nonlinear problem, with an
appropriate scaling, the vector-valued conservation of wave action (1.14) will be mor-
phed into another form with dispersion. It will however still have dimension N, so a
further reduction is necessary in order to obtain a generalization of (1.9). The strategy
is to split RY = span{¢}®RY~!. The geometric eigenvector ¢, defined in (1.21), pro-
vides a preferred direction in q-wavenumber space associated with the coalescence.
This preferred direction is an essential part of the nonlinear modulation theory. It
provides a projection operator so that the vector-valued conservation of wave action
(1.14) can be reduced to a scalar equation, and this scalar equation, which also requires
a rescaling of the slow variables, and extension of the analysis to fifth order in ¢, is a
geometric form of the scalar-valued two-way Boussinesq equation

1
nUrr + Exwzm + X Uxxxx =0, (1.27)

where p and « are determined by the geometry of the averaged Lagrangian . (w, k)
and % is determined by a twisted Jordan chain argument.

The geometry of .Z (@, K) is discussed in Sect. 2.2. The most remarkable outcome
of the geometry is that the coefficient « in (1.27) has the simple formula

d3
K;:ﬁz(erscg;,kJrs;) . (1.28)

The coefficient u is determined by a Jordan chain associated with the linear operator
E(cg) in (1.25). Indeed, u # 0 is the condition required for termination of the Jordan
chain (¢, ) in (1.25)—(1.26). A different Jordan chain, associated with the lineariza-
tion of the Euler—Lagrange equations [denoted L in (2.9)], determines the dispersion
coefficient . This latter Jordan chain argument is similar to the case of multiphase
modulation associated with zero characteristics in Ratliff (2018a, 2017a); Ratliff and

@ Springer



Journal of Nonlinear Science (2021) 31:7 Page9of45 7

Bridges (2016) but here the Jordan chain intertwines two different chains generated
by L. The nonlinear modulation theory where (1.28) arises naturally and feeds into
the emergence of (1.27) is developed in Sect. 5.

The starting point for the theory is a general class of nonlinear PDEs generated
by a Lagrangian, and this class is introduced in Sect. 2. Given a basic multiphase
wavetrain 2(0, ®, k), with phase # = kx + wt + 0 and vector-valued frequency and
wavenumber , k, satisfying the Euler—Lagrange equations, the dispersionless vector-
valued WMESs (1.14) are derived by modulating the basic state with a geometric optics
scaling (Ratliff 2017a, 2018a; Bridges and Ratliff 2019). The appropriate modulation
ansatz is

Zax,)=20+¢ 'p 0+ k+q +eWO +e ¢, X, T,e), (129

where ¢, ® and q, depending on 7 = ¢f and X = ex, are the modulated phase,
frequency and wavenumber, and W is a remainder. Substitution of (1.29) into the
Euler—Lagrange equation and solvability requires q and €2 to satisfy (1.14) to leading
order (Ratliff 2017a, 2018a).

When two characteristics, of opposite sign characteristic, coalesce and transition
to instability, the geometric optics modulation ansatz

0 |—>0+s_1¢, oo+, k> k+q,
(with T = et and X = ex) in (1.29) must be replaced. The altered form utilized is
00 +e®, kiok+e’®x, wr 0+ec,by+e30r,  (1.30)
where @ is a function of the slow time and space variables,
X =e(x+cgt), T=¢t, (1.31)

with ¢, determined as part of the analysis, and &€ measuring the distance in (@, K)-space
from the singularity (1.24). The new ansatz at coalescence is

Z,1) =Z@0 +e®, 0+ &2c, By + 307, k+®x) + WO, X, T, ¢).
(1.32)

Finer detail on the ansatz, including definitions of q and £ and their relation to ® y and
@7 is given in Sect. 5. Substitution of this ansatz into the governing Euler—Lagrange
equations, expanding everything in powers of ¢, and setting order by order to zero,
results, by imposing a solvability condition, in a vector-valued two-way Boussinesq
equation induced by conservation of wave action. The projection operator, defined
using Ker(E(cy)), is then implemented to split the conservation of wave action into two
parts, one generating the two-way Boussinesq equation (1.27) with the complementary
part carrying over to higher order.

@ Springer



7 Page 10 0of 45 Journal of Nonlinear Science (2021) 31:7

The paper has four parts: the Lagrangian (geometry, analysis, and Euler—Lagrange
equation), the linear theory (for both operators E(c¢) and L), the nonlinear modulation
analysis [implementing the ansatz (1.32)], and an illustrative example.

In Sect. 2 a class of Lagrangian functionals and a class of basic states is introduced.
In Sect. 2.2 the geometry of the mapping (@, k) — Z(w, k), where .Z(w, k) is the
Lagrangian evaluated on a basic state, is studied. Remarkably, many of the features
of the linear problem as well as the nonlinear modulation are determined by the
geometry of this scalar-valued function. We end this discussion by reviewing the
Whitham modulation theory from a geometric perspective in Sect. 3 to demonstrate
how the characteristics and their coalescence may be formulated using these notions,
as discussed in Sect. 4. In Sect. 3.1, we show how the theory of pseudo-phases, and
their relation with mean flow, fits into the theory of this paper.

The linear theory has two parts: the structure of the linear operator E(c) in (1.20),
including the Jordan chain theory in the setting of the quadratic eigenvalue problem
(1.20). This theory is developed in Sects. 2.2 and 6, and appeals to the theory of sign
characteristic for Hermitian matrix pencils developed in Bridges and Ratliff (2019).
The second part of the linear theory is the linearization of the Euler—Lagrange equation,
which is needed to develop a secondary Jordan chain needed for constructing the
dispersion coefficient .#" and the nonlinear modulation theory, and this theory is
developed in Sect. 6.

The nonlinear theory is developed in Sect. 5. Although the ansatz (1.32) with
(1.30) is new, once the ansatz is identified the strategy is similar to our previous
papers, particularly Bridges and Ratliff (2017) and Ratliff and Bridges (2016), and so
only the key new features are highlighted. The theory is illustrated by application to
the two-phase travelling wave solutions of a class of coupled nonlinear Schrodinger
(CNLS) equations. In Bridges and Ratliff (2019), it was shown that these travelling
wave solutions have coalescing characteristics with transition to instability. Here, the
theory is applied to show the emergence of a geometric two-way Boussinesq equation
atthese singularities. Potential generalizations are discussed in the concluding remarks
section.

2 The Lagrangian and Governing Equations

The theory is built on a general class of Lagrangian functionals

15 X2
LV)= f / LV, V;, Vy,...)dxde,
n X1

where V (x, t) is a vector-valued smooth field defined on the rectangle [x1, x2] x [#1, 2].
The lower dots indicate that the Lagrangian may also depend on higher derivatives of
V, and the subsequent theory can be adapted for these cases. Potential variables are
included by letting some components of V appear in L(-) with derivatives only (see
discussion in Sect. 3.1 of pseudo-phases associated with potential variables).
Normally a non-degeneracy condition on derivatives of L with respect to V; and
V, is assumed, but here these conditions are circumvented by assuming up front that
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the Lagrangian has been transformed to standard multisymplectic form
orvr 1
L(Z) =/ / [—(MZn Z)+ -2, Z) — S(Z)] dxdr, 2.1
n o Ja L2 2

where Z € R", M and J are skew-symmetric matrices, S : R” — R is a given smooth
function, and (-, -} is a standard inner product on R". For definiteness, n is taken to be
even and

det[J+cM] #0, Vce% CR, (2.2)

where ¢ is some open set of real numbers. Examples with n = 4 for M and J
include the dispersive shallow water equations (Bridges 2017, 2013),

0 -1 0 0 00 —1 0
1 0 00 00 0 -1

M=1y 0o o0 ol ™ I=11 o 0o ol
0 0 0 0 01 0 0

which has ¥’ = R, and the coupled-mode equation (also massive-Thirring equa-
tion),

0 -1 0 0 0 01 0
1 0 0 0 0 0 0 —1
M=1s o o 1| ™M JI=1_1 0 0 o
0 0 —1 0 0 1 0 0

with an appropriate choice of S(Z) in both cases. The latter case has ¥ = R\{%1},
since det[J + ¢cM] = (¢* — 1)%. These examples and others can be found in Bridges
and Derks (2001), Bridges et al. (2010), Bridges (2013, 2017).

The Euler-Lagrange equation associated with (2.1) is

MZ, +JZ, =VS(Z), ZeR". (2.3)
The theoretical developments to follow are based on this abstract form of the Euler—

Lagrange equation, with M, J general skew-symmetric matrices satisfying (2.2), and
n even with n > 2N.

2.1 Symmetry, Relative Equilibria and the Basic State

The easiest way to generate smooth families of multiphase wavetrains is to consider a
Lagrangian that is invariant under the action of a Lie group. Here, and henceforth it is
assumed that the Lie group is abelian, and some combination of ' (associated with
periodic wavetrains), and affine translations. Affine translations, which are associated
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with pseudo-phases, are captured in the formulation (2.3) by
(ej,VS(Z2))=0, j=1,...,P,

where P is the dimension of the affine symmetry group, ande; € R" are the generators.
The theory will be developed for the case of the N-torus, which is appropriate for
periodic N-phase wavetrains, as the affine translation group is much simpler and the
necessary changes will be recorded when needed.

Assume that (2.3) is equivariant with respect to an N-torus, TV = (SN, with
matrix representation Gy (an n x n orthogonal matrix) and 0 = (01, ...,0y). The
infinitesimal generators are

9 .
gi(Z)=—GyZ| , j=1,....N. (2.4)
30, 90

Since Gy is orthogonal the action of g ; on Z is a skew-symmetric matrix. Equivariance
of (2.3) then follows from the requirements

GoM =MGy, GoJ=JGy, and S(GyZ)=S(Z), VGQETN. 2.5)

The basic state, namely the solution that will be modulated, is taken to be a family
of periodic N-phase wavetrains of the form

Zx,t) =20,k @), 6=kx+wt+00, (2.6)

with the basic state (2.6) 2 -periodic in each component of 6, 00 c RN 4 constant,
and

01 k1 w1
On kn WN

Substitution of Z into (2.3) admits the governing equation for the N-phase wavetrain

N
Z M +k;3)6,Z = VS(Z). .7)
j=1

In the absence of symmetry, solutions of this problem may encounter small divisors.
The advantage of the T" -symmetry of (2.3) is that multiphase wavetrains are smooth
functions with no small divisors: the wavetrain is a multiparameter family of relative
equilibria. The relative equilibrium structure of the basic state (2.6) then gives

Z(0.0.k) = Goi(w, k) with Zy, = Geg;@. j=1,....N. (2.8
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All the dynamics is in the group action. The vector Z(w, K) can be thought of as the
reference point along the group orbit, and satisfies

N
D (oM +k))gj@ =VS@).

j=1
2.1.1 Linearization About a Multiphase Wavetrain

Associated with (2.7) is the linear operator

N
LV =D?S(Z)V — > (w;M+k;J) s,V . 2.9)
j=1

This operator is formally self-adjoint with respect to the inner product

1 N 2 2
<<~,~>>=<2—> / / <-,->de1---deN:=/ (yde. (210
T 0 0 TN

Differentiation of (2.7) with respect to each 6; and each of the four parameters k;, w;
leads to the equations

LZy =0,
LZi, = JZg . (2.11)
LZ, =MZs, i=1,...,N.

The first of these equations highlights the fact that the kernel of L is at least N-
dimensional, and in this paper, it is assumed no larger, so that

Ker(L) = span {Zg,, ..., Zoy} - (2.12)

The other equations in (2.11) will become significant when the Jordan chain theory
in a moving frame is developed. The assumption (2.12) along with the formal self-
adjointness of L give the solvability conditions for an expression F to lie within the
range of L as

LW=F & (Zy.F)==(Zoy.F)=0. (2.13)
2.1.2 Multisymplectic Noether Theory

In the Lagrangian setting, the symmetry induces conservation laws via Noether theory.
Transforming to a multisymplectic formulation then induces multisymplectic Noether
theory which relates the structure operators J and M to the components of the induced
conservation laws. Although these conservation laws may have other physical signif-
icance, they play the role of conservation of wave action in the Whitham theory and
so the components will be called wave action and wave action flux.
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There is a conservation law associated with each phase of the wavetrain, and mul-
tisymplectic Noether theory implies the existence of functions A, B; satisfying

Mg;(Z2) =VA;j(Z), Jgj(Z)=VBj(Z), j=1,...,N, (2.14)
and so
Aj(x,t) = /TN(ngZ, Z)d#, Bj(x,t) = /TN(Jng, Z)de,
where Z(x, t, 0) is a function of (x, #) and the phases § = (61, ..., 8y) which are here

interpreted as ensemble parameters. Direct calculation verifies that the conservation
laws are

»Aj+dB; =0, j=1,...,N, (2.15)

whenever Z satisfies (2.3).

The components of the conservation laws can also be deduced directly from the
averaged Lagrangian. The Lagrangian (2.1), evaluated on the N-phase wavetrain and
averaged, is

N
PO -
.i”(w,k):/TN ;[ij(Z,MZQj)—i—Ekj(Z,JZQj)]—S(Z) do. (2.16)

The wave action vector evaluated on the wavetrain is

o L (MZg,, Z))
A(w, k) = i | =DpZ = = , (2.17)
Ay Lo (MZgy, Z))

NN

and the wave action flux vector is

B “, (3Zo,. Z))
B(w,k) = D | =DZ = == . (2.18)
By Lin (I Zoy. Z)

By definition, we have the following

3k1£{l 3kN»‘271
I e
OGN -+ Oy
Ny - Oy B - B
pa=| :o | =D wapm=| o: oo
N Oy BN -+ Oy BN
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The entries of these tensors are related to solutions via

B, = (MZg,., Zoy,) . (2.192)
O ; A = (MZg,, 2k, N, (2.19b)
o, B = (IZ,, Zi,) (2.19¢)
Ok ik Bi = (JZ IZo1,,» ch)) (3 Zs,, ’Z\k_fkm», i,jym=1,...,N. (2.19d)

The definition of the wave action and wave action flux in terms of derivatives of the
averaged Lagrangian induces symmetry of the Jacobians,

8 B; = (V2o Zi)) = (LZi;. Zi) = (Zi; LZi ) = (Zi;. IZ4)) = Ok, %
(2.20)

and
o, = (MZo,. Zi,)) = (Zay, JZi,) = 00, Bj . i, j=1,....N

The key property in both (2.17) and (2.18) is that the left-hand side is in terms of the
functions of (@, k) only and the right-hand side is expressed in terms of the properties
of the Euler—Lagrange equation (2.3), namely through the structure matrices J and M.
It is this connection that is the essence of multisymplectic Noether theory, and it feeds
into the nonlinear modulation theory.

2.2 Geometry of the Averaged Lagrangian

Many of the properties needed in the modulation theory can be deduced from the
abstract mapping

(0,K) = Z(w, k), (2.21)

where .Z : RY x RY — R is the averaged Lagrangian (2.16) and is assumed to be a
smooth function.
The wave action and wave action flux emerge from . via

d
d—.,i”(w + su, k + sv) o = (A(w,k),u) + (B(w,k),v), foranyu,ve RN ,
S §=

where (-, -) is an inner product on R". The second derivative can be used to generate
the linear operator E(c). First set u = cv in the above expression and look at the

@ Springer



7 Page 16 of 45 Journal of Nonlinear Science (2021) 31:7

derivative

2

d
ﬁf(w+scv,k+sv) = —(A(® + scv,k + sv), cv)
s

s=0 ds

§=
+—(B(®w+sv,k+sv), V)
ds s=0

= (DpA(w, K)cv, cv) + (DkA(w, K)v, cv)
+(DpB(w, k)v, v) + (DkB(w, k)v, v)

_ <(DwAc2 + (DkA + DyB)c + DiB)v, v>
= (E(c)v,v), foranyve RV .

Hence,

d
E(c)v = o [cA(w + csv, K+ 5sV) + B(w + csv, K + sv)] (2.22)
s

s=0

The most remarkable result following from derivatives of .Z is the expression for
K, the coefficient of nonlinearity in the emergent two-way Boussinesq equation (1.27).
Introduce the one parameter path in .Z (o, k),

F(s) = Z(w+scg, k+58),

with ¢ here considered as fixed, and ¢ € Ker(E(c,)). Then, differentiating and using
(1.15) and (1.16) gives

F'(s

= (A(@+scgl K +58),cl) + (B(@+5¢8. K +58), 8)
F”(S —

(DoA(@ + scg8, K+ 58)ce8, cgt) + (DkA(@ + scgl, K+ 58)E, ¢8)
+(DoB(@ +scg8, kK +58)ces, &) + (Br(w +scg8, k+58)8,8) .

(2.23)

)
)

Evaluating F"(0),
F"(0) = (c;DwAL. &) + (cgDKkAL. &) + (cgDuBE. &) + (BiL. £) = (E(cy)E. £) = 0.

However, it is the third derivative of F(s) that is of most interest. The formula for
F"(s) suggests that F"”(s) is a derivative of a path through the linear operator E(c,),
considered as a function of (@, k) with ¢, fixed. Differentiating,

d3
F"(0) := Fﬁ(w +sce8, k+58)
s=0
<<;, (DEB + cg(2DkDyB + DfA) + c; 2DkD,A + DB) + ;D A) (¢, c>>
K.

(2.24)
At this point, this expression is just a formula, but the inner product in the second

row will emerge naturally in the modulation theory in a solvability condition, giving it
relevance as the coefficient of the nonlinear term in the emergent modulation equation.
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In a similar way, the coefficient © in (1.27) can also be represented in terms of
derivatives of .Z as in

d2 2
W= Eﬁ(w +s5¢,k) o + miﬂ(w +scgy, kK +5p) Y (2.25)

However, a more interesting characterization of x is as a termination condition for the
Jordan chain (¢, y) in (1.25)—(1.26) [see Egs. (4.9) and (4.10)].

3 Generic Multiphase Whitham Equations

In this section, a construction of the generic (distinct characteristics) multiphase WMEs
is sketched from the paper’s geometric perspective. It serves as a touchstone for the
modifications needed for the non-generic (coalescing characteristics) case, and the
generic theory is needed to define c,, the frame speed at coalescence.

Given the basic state Z in (2.6), with N phase variables 6;, the generic WMESs are
obtained using the geometric optics ansatz (Ratliff 2017a, 2018a),

Zax,)=20+¢ 'p 0+ k+q +cWO+e ¢, X, T, ¢) (3.1

with X = ex and T = ¢t, and the N-dimensional vectors ¢, 2, and q depending on
X, T and satisfying conservation of waves qr = Rx. Expand all terms in a Taylor
series, e.g. W = W + O(e), substitute into (2.3) and solve the equations at each order
of €. At zeroth order the governing equations for the basic wave Z are recovered and
at first order an equation for W is obtained

N
LW =) [aTsz MZo; + 31, MZy; + 0x 3 Z0, + axq,»Jfk,.] :
j=1
Applying the solvability conditions (2.13), and using the connection between the
resulting expressions and the components of the conservation law (2.19a)—(2.19c),
ie.
(Zo MZoy, ) = =00, . (Zoy, IZu,) = —0k, % ,
«Zé),, szl» _8kw_/<%)i P «ZQ[v JZk/» = _ak_,*@i B ia J = 1a ceey N,

then gives the generic WMEs,

N
0= Z |:8T9jaw_,-JZ{i + 37‘(]13](1&7,‘ + 3x§2j8wj<%’i + 3qu3k_j@ii| , i=1,...,N.
j=1

Taking into account that Z is a function of k + q and @ + 2, averaging over the phase
eliminates the e‘lqb terms, and using the vector definition of wave action (2.17) and
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wave action flux (2.18), these two equations are the vector conservation equation
07Ak+q, w4+ R)+0xBk+q, 0+ 2) =0, (3.2)
which, when combined with conservation of waves and the symmetry condition
orq=09x® and DyA = (D,B)", (3.3)

give the generic WMEs in vector form. Further details of the above derivation can
be found in Ratliff (2017a, 2018a). A proof of validity of these multiphase WMEs,
when the original equation is coupled NLS, covering both the cases of elliptic and
hyperbolic characteristics, in the context of coupled nonlinear Schrédinger equations,
is given in Bridges et al. (2020).

Consider the linearization of (3.2) and (3.3) at (w, k)

DyA Q7 +DkAqr +DuBRx + DkBqxy =0 and Ry =qr. 3.4

Characteristics about any state (@ + 2, k 4 ) can be obtained the same way, but here
the main interest is in characteristics in the neighbourhood of the basic state. Differ-
entiating the first equation and using the second results in a second-order equation for

q,
DA qr7 + (DkA + DoB) q7x + DkBaxx = 0.
With the normal mode ansatz
(2. q) = (@, @e“FT),
the second-order equation results in a quadratic equation for the characteristics,
E(0)§:= [DwA 2 + (DkA + DyB)c + DkB] G=0. 3.5)

It is a Hermitian quadratic matrix polynomial, and there is an extensive literature
on the properties of these matrices (e.g. Gohberg et al. 1980; Tisseur and Meerbergen
2001; Mehrmann et al. 2016 and references therein).

A key property that we will need is that a simple root, say cg, has a “sign charac-
teristic”. A necessary condition for two characteristics to coalesce and transition from
hyperbolic to elliptic is that they have opposite sign characteristic. A study of the sign
characteristic in the context of the linearized multiphase WMEs is given in Bridges
and Ratliff (2019), and the basics of the theory needed here is given in Sect. 4.

3.1 Pseudo-Phases and Affine Symmetry

The basic states considered in Sect. 2.1 are 2 -periodic in each phase (2.6). There are
also pseudo-phases. In this section, it is shown that pseudo-phases can be treated the
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same as phases associated with periodic motion, noting only that no averaging over
pseudo-phases is required. A group-theoretic interpretation of pseudo-phases is also
given.

The concept of pseudo-phases was introduced by Whitham in his first papers on
modulation (e.g. Whitham 1965, 1967) and discussed in more detail in Sect. 14.6 in
Whitham (1974). The associated pseudo frequencies and pseudo wavenumbers play
arole in mean flow.

Consider one of the most well-known examples of pseudo-phases; that is, mean
flow in the water wave problem, using the simplified model,

hy +uhy +huy =0 and u; + uuy + ghy = ohyxy, 3.6)
where h(x, t) is the fluid depth, u(x, ¢) is the horizontal velocity field, and o is a

parameter. Let u = ¢,, and then the Lagrangian variational principle that generates
(3.6) is

n X2
8/ / L(¢17¢X7ht,hx,h)dxdt=0,
11 X1
with

1 1 1
L(r, Prs hes s ) = hepy + 5h¢§ + Eth + Eah,% : (3.7)

The key property is that the Lagrangian is invariant if a constant is added to ¢. This
is an affine symmetry, the abstract group is the group of real numbers, and the action
is

s-(h,p)=(h,¢+s), VseR.
This affine symmetry is reminiscent of “cyclic variables” in classical mechanics.

When we introduce a pseudo-phase associated with this group, s = Bx + y1, the
pseudo-phase does not appear explicitly in the Lagrangian and so averaging is not

required. However, we will see that a modulation equation is still generated of the
same mathematical form. Let

¢ =pBx+yt, (3.8)

and substitute into (3.7),

1 1
ZL(h, B):=L(y, B,0,0,h) = yh + Ehﬂz + Eg;ﬂ . 3.9)

Although no averaging is required, Whitham modulation theory proceeds in the
same way. Suppose f(X, T) and y (X, T) are taken to depend on slow time and space
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variables. Then, the WME:s associated with the single pseudo-phase are

B R e S S T RO
=yx and — — =0, an =0. @G
=X o \ oy ) T ax \op oh

Differentiating .# and substituting gives

0 0 1
= d — (h)+— (Bh), and B +gh=0.
Pr=yx and = (h) + = (Bh) . and y +p"+¢
Substituting the third into the first, we get two equations

Br +PBx +ghx =0 and hr + Bhx + hfx =0. (3.11)

The upshot here is twofold, the introduction of a pseudo-phase does not require
averaging, and the resulting modulation equations are mathematically the same as the
case of modulation of periodic waves.

Here, we have the added outcome that Whitham theory applied to the pseudo-phase
(3.8) results in the classical shallow water equation (3.11), with 8(x, t) representing
the horizontal velocity. If we add in a periodic phase as well, replacing (3.8) with

d(x,t)=pBx+yt+®O), 0 =kx+ owt,

where ® is 27 -periodic, and substitute into the Lagrangian, then averaging would be
required but only over the periodic phase. Modulating w (X, T') and k(X, T), leads to
the WMEs associated with the periodic phase

ky = a2 (L2 (N wa L0, Ga
r=ox M T \Ge ) Toax \ak )T M g T Y

where E is representative of the amplitude. Combining (3.10) and (3.12) results in
coupled multiphase modulation equations with the same mathematical form as if both
phases were periodic. Indeed, this is precisely what was done in Whitham (1967).

By eliminating the amplitudes in (3.10) and (3.12) and relabelling y = wy, B = k1,
w = wy, and k = k», the coupled multiphase modulation equations associated with
pseudo-phase or phase take the same canonical form as (3.2) and (3.3). Hence, the
theory of this paper for multiphase Whitham modulation theory, including the theory
for coalescing characteristics, applies to both periodic phases and pseudo-phases.
Henceforth, the results will be stated for the periodic case and can easily be adjusted
for pseudo-phases.

4 Defining Characteristics and Coalescence

In this section, the algebraic structure of the quadratic Hermitian matrix pencil E(c)
in (3.5) is discussed. Characteristics of the linearized WMEs (3.4) are the values of ¢
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that are roots of the polynomial
A(c): = det[E(c)] =0. 4.1

When there are N-phases, this polynomial has degree 2N. The linear algebra of
quadratic Hermitian matrix pencils can be found in Gohberg et al. (1980), Mehrmann
et al. (2016), Tisseur and Meerbergen (2001) and references therein. Here, a theory
for the sign characteristic of simple roots and the theory of double non-semisimple
roots is required.

For definiteness, we assume that all the characteristics are hyperbolic and one pair
transitions from hyperbolic to elliptic at some parameter value. It is not essential to the
nonlinear theory for the other 2(N — 1) characteristics to be hyperbolic at coalescence,
although if they are not hyperbolic then the basic state is already unstable.

A characteristic is double when

Alcg) = A'(cg) =0 and A"(cy) #0, 4.2)

where A(c) is defined in (4.1). The value of c at the collision is denoted by ¢ = ¢,
in anticipation of the connection with the concept of group velocity.

The conditions (4.2) tell us that the algebraic multiplicity of ¢, is two. For Hermitian
matrices the geometric multiplicity would also be two. However, Hermitian matrix
pencils, in the indefinite case, can have non-trivial Jordan chains (Gohberg et al. 2005).
This property also carries over to Hermitian quadratic matrix polynomials (Gohberg
et al. 1980). Here, we are interested in the case where the geometric multiplicity of
E(c,) is one

Ker(E(cg)) = span{¢{}. 4.3)

To establish a Jordan chain, first look at the condition A’(cg) = 0 in terms of the
properties of E(c),

d
A(cy) = - det[E(c)]

C=Cg

= Tr(E(c)#E’(c))

)

c=cg

where E(c)* is the adjugate (Magnus and Neudecker 1988). Now use the fact that

E(c,) has rank one and the nonzero eigenvalue is Tr(E(cg)),

Tr(E(cg))
I¢1?

This formula can be verified by direct calculation (see also Magnus and Neudecker
1988). Then,

E(co) = —==¢¢”

_ Tr(E(cy))

A’(cg)zTr(E(c)#E’(c)) =

(¢, E'(co)t),
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and so with the assumption (4.3),
Acg) =0 < (£, E(c)¢)=0. 4.4
Now look at this condition from the viewpoint of solvability, as that is how it will
arise in the nonlinear modulation theory. In the case of algebraic multiplicity two and

geometric multiplicity one, a Jordan chain for a quadratic Hermitian matrix polynomial
has the form

E(cg)¢ =0 and E(co)y = —E'(cp)¢ ., 4.5)

for some y € RY, if it exists (Gohberg et al. 1980). Since E(cg) is Hermitian (in

this case real and symmetric), the solvability condition is (£, E'(cg)¢) = 0 confirming
(4.4). Writing out this condition,

0= (. E(cg)¢) = (£, (2¢,DwA + (DB + DA))¢) . (4.6)

gives a defining equation for c,

1 (¢, (DkA + Dy,B)¢)

Cp=—= 4.7
2 ({¢.DuA?)
Noting that D,B = (DxA)”, this formula simplifies to
, DkA
- _ 8. DkAl) (4.8)

T T L. DuAL)

The notation ¢ is used as the derivative with respect to k over a derivative with respect
to @ is reminiscent of the classical definition of group velocity.
Termination of the chain (4.5) at length two is assured if the following equation

1
E(ce)Y = —E/(co)y — EEN(Cg); , (4.9)

is not solvable; that is

1 1
w=(, E'(cg)y + EE//(Cg)§> = 5@’ E"(cg)¢) — (¥, E(co)y) #0, (4.10)

where (4.5) has been used. This expression is called u as another remarkable result in
the nonlinear theory is that this coefficient is precisely the p that appears as the coef-
ficient of Urr in the emergent two-way Boussinesq equation (1.27). This connection
will emerge in the nonlinear modulation theory.

Further properties of this Jordan chain, and the Jordan chains associated with the
linear operator L are discussed in more detail in Sect. 6, after the nonlinear modulation
theory is introduced.
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5 Nonlinear Modulation at Coalescence

For the nonlinear modulation near coalescing characteristics, the strategy is to intro-
duce the ansatz (1.32), substitute into the Euler-Lagrange equation (2.3), expand
everything in powers of ¢, and set terms proportional to each order in & to zero. The
key step here is identifying the form of the ansatz. The role of frame speed is inspired
by the one-phase case in Bridges and Ratliff (2017), and the role of additional phase
functions ¥ and § is inspired by Ratliff (2018a). These are included in the ansatz
because they eliminate the need for functions that would appear from homogeneous
solutions at each order. The proposed phase modulation is

b =¢+ep+625. (5.1)
Then, with
Q=¢; and - =¢y = qr —Rx =0, 5.2)
and
X=e(x+ct), T=e, (5.3)

the complete proposed ansatz (1.32) is

Zx, 1) =Z(0 + e + 29 + 38, k + £2q + 3Py + 6%8x,
®+elcgq+ 3R+ cg¥x) + (W +cedx) +8787) (5.4)
+83W(0, X, T;e).

where 0, ¢, ¥, §, q, and £ are all functions of X and T defined in (5.3), and ¢ is
defined in (4.7). For ease, expand W in an asymptotic series,

W@, X,T,e)=W30,X,T)+ecWa@, X, T)+&*Ws(@, X, T)+ - .

The remainder W could be defined as W (0 +¢c¢ +821/I +&38,. X, T, ¢), to synchronize
with the form of the modulation of the basic state, but is equivalent to the above
formulation: expansion of W in a Taylor series in ¢ just changes the form of W; at
each order, but the overall expansion gives equivalent results.

Although the ansatz (5.4) is new, the expansion and substitution strategy is similar
to our previous papers on multiphase modulation (Ratliff and Bridges 2016; Ratliff
2017a, 2018a) and the single phase coalescing characteristics (Bridges and Ratliff
2017) and so only the key new points are highlighted. For example, at ” order the
governing equation for Zin (2.7) is recovered. At ¢! and &2 order the generic 2-term
Jordan chain in (2.11) is recovered as in the preceding works.

At third order in ¢, after simplification, the system is

N
LW = oxq;K (Zi, + ¢y Zo)) - (5.5)
j=1
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where
K:=J + ¢, M, (5.6)
and ¢, is defined in (4.7). Applying the solvability condition (2.13)—(5.5) gives

N
> oxqi(Zo,. J+ M) (Zi, + cgZ0,)) =0, i=1,....N
j=1

or, after using the conversions from the structure operators J, M to the functionals
o/, % in (2.19b)—(2.19¢), the solvability condition can be written in the illuminating
vector form

[DkB + co(DyB + DiA) + chwA] qx =0. (5.7)
Hence, for solvability of (5.5) it is required that qx is in the kernel of E(c,),
qx =Ux¢ = q=UX.T)¢+a(T),

for some scalar-valued function U (X, T'). It can be confirmed a posteriori that a(T)
does not contribute to the leading order result and can be neglected. Hence,

q=UX,T)¢. (5.8)

It is this scalar-valued function U (X, T') that will ultimately be found to be governed
by the two-way Boussinesq equation (1.27).

With the solvability condition satisfied, and the expression for q in (5.8), the com-
plete solution at third order is

W3 =Uyxvsy, with Lvz = Kv;. 5.9)

An arbitrary amount of homogeneous solution can be added to W3 but it is already
incorporated into the functions § and ¥ in the ansatz. The equation Lvz = Kvj
foreshadows a Jordan chain theory. The beginnings of the chain are in (2.11) which
can be re-written as Lv; = 0 and Lv, = Kvj. This Jordan chain theory is developed
in Sect. 6.
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5.1 Fourth Order

After simplification, the equation at fourth order is

N N
L <W4 —Ux Z¢i(V3)9,-) = UxxKvs + Y (W) xxK (Zx; + ¢gZa))
= v (5.10)
+UT Y 4j(IZ0; + MZy; +2¢,MZ,,)) .
j=1

The first inhomogeneous term feeds into the Jordan chain argument as it is of the

form Lvs4 = Kvg3, for some v4. For the other two inhomogeneous terms, apply the
solvability conditions (2.13), and use the identities (2.19b)—(2.19¢), to obtain

E(co)¥ xx + [(DkA + DyB) + 2¢,DyA] tUr = 0. (5.11)

E'(cg)

This equation is of the form (4.5); that is, the Jordan chain associated with E(c). The
theory of this Jordan chain is developed in Sect. 6.2. Here, it is sufficient to use the
argument presented in (4.5) and (4.7) for the chain (¢, ) of E(cg). Applying that
theory gives

Yxx =yUr (modKer(E(c,))), (5.12)

where “mod” signifies that an arbitrary amount of homogeneous solution can be
included. This homogeneous solution can be neglected as it does not enter at fifth
order. Thus the solution at fourth order is

N
Wy = UxxVa+Ur€+Ux Y $(Es)s; (mod Ker(L)). (5.13)
j=1

with
N
LE =) [tj(0Z0; + MZy; + 2¢,MZ,,) + viK(Zi; + cgZ0))] . (5.14)

j=1

Fortunately, this equation does not need to be solved explicitly. It feeds into the
fifth-order solution, and ultimately generates formulae for the coefficients, but these
formulae will be obtained without an explicit expression for E.
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5.2 Fifth Order

At fifth order, after combining terms and simplifying, the equations are

N
LWs = UxxxKvs + Yy [(sz»TMZu,. + (0 xK(Zy, +cg2w,.>}

i=1

N

+UxT (B +Mv3) + > (i) x7 (I Zoy +MZ; +2c,MZ,,)

N i=l (5.15)
+UUx Y [K(vm —D*S(Z)(v3, Zi, + ¢ Zay)

—

' N

+ ZK(Zkikj + chw,'kj + Cngiu)j + C;Zwiwj)] .
j=1

The tilde above W5 term indicates that the preimage of all terms lying in the range of L
from the right-hand side have been absorbed (e.g. terms that would vanish identically
under the solvability conditions). These terms come into play only at higher order.

It is the solvability condition for this fifth-order equation that will deliver the mod-
ulation equation for U (X, T'). However, solvability is a multistage process. There are
N solvability conditions associated with the operator L, leading to a vector-valued
equation. A secondary solvability condition, associated with the operator E(cg), will
reduce vector equation to the scalar two-way Boussinesq equation.

First establish the vector solvability condition. Apply the L-solvability (2.13) con-
dition to the right-hand side of (5.15) term by term. Solvability of the Uyxx term
generates the vector

(Ze, , Kva))
: Uxxx:=—TUxxx . (5.16)
(Zoy, Kva))

We will see that this vector is nonzero since, by hypothesis, the Jordan chain
(V1, ..., Vq) has length four. This is discussed in Sect. 6. Solvability of the (2;)r
terms leads to the matrix term

(Zoy, MZy,) - (Zoy, MZyy)
: : Qr = -—DyAQr. (5.17)
(Zoy,MZy) -+ (Zoy, MZyy)
The terms containing §; give
(Zo,, KZiy +¢gZw)) -+ (Zoy, K(Ziy + gZuy)))

. . : dxx = —E(Cg)sxx.
(Zoy K(Ziy + e Za)) - (Zoys K(Ziy + Cg Zany))
(5.18)
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The terms involving (1;) x7 are similar to those seen at fourth order, and generate

(Z0y, JZwy +MZpy +26,MZy, ) -+ (Zoy, I Zwy +MZpy +2¢,MZy,)

. . : Yxr
(Zoy s IZuw, +MZiy +2¢,MZ0, ) -+ (Zoy, JZwy +MZiy +2c,MZ,,0)

= —|:(DkA + DyB) + ZCngA]’/’XT

=—E'(co)¥ xr -
(5.19)

The coefficient of the nonlinear term U Uy simplifies to

— (DB + ¢ (2DkD,,B + DFA) + ¢;(2DkD,A + D B) + c;D;A) (2. £)UUx
=—H(¢,HUUx .
(5.20)

When ¢, = 0 the vector function H(¢, ¢) reduces to H(¢, ¢) = D]%B(C, ¢) which is
the form found in reduction of multiphase modulation to the KdV equation in Ratliff
and Bridges (2016), Ratliff (2018b).

Collecting these terms gives the vector form of the solvability condition for (5.15)

E(cg)dxx + DoAQr + E'(co)¥ xr + TUxxx + H(E, H)UUx =0. (5.21)

This equation is interesting in itself, but it is not closed due to the presence of the §x x
term and the ¥ xr term. However, the d x x term is acted on by E(c,) and so this term
vanishes when the equation is projected onto the kernel of E(c,). Therefore, split RN
as

RY = span{¢} ® RN,
The projection of (5.21) onto the complement of Ker(E(c,)) still contains the §xx
term but this part carries over to higher order.

With this splitting in mind, act on (5.21) with ¢7,

¢"E(ce)dxx + ¢ " DoAr + ¢ TE (c)¥ xr + ¢ TUxxx + ¢TH(&, HUUx = 0.
(5.22)

Defining
k =¢"H(E, &) and # =¢'T = (Kvi,va)),

and noting that the coefficient of the §xx term now vanishes as E(c,) is symmetric,
(5.22) simplifies the vector equation to

¢TDeAQr + ¢TE (c)¥ yr +kUUx + # Uxxx =0. (5.23)
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This equation is closed by first differentiating with respect to X,
t"DuARx7 + TE (c)¥ xx7 + K (UUx)x + # Uxxxx =0,
and applying conservation of waves and the ¥-U equation (5.12),
Qxr =qrr =¢Urr and Yyxr =pyUrr.
Hence, the final form of the two-way Boussinesq equation is
wUrr +x (UUx)x + # Uxxxx =0, (5.24)
with
1=¢"DyAL + ¢T [(DkA + DB — 2¢,DuA] y . (5.25)

Another way to write this is to use E(cy),

1
n=¢"E ) + ¢ E ey ; (5.26)
emphasizing that @ # 0 is the termination condition for the (¢, y) Jordan chain.
Comparing ¢ TH(Z, ¢) with (2.24) shows that

d3
k=¢"HE O = = L@+sc kts0)| (5.27)
s=0

The emergent two-way Boussinesq equation is non-degenerate when w, «k and %2
are nonzero. The coefficient x is nonzero when the Jordan chain for E(c,) in (4.5)
terminates at two. The coefficient « is assumed to be nonzero. If it is zero, then it is
expected that re-modulation will lead to a cubic nonlinearity (El et al. 2017; Ratliff and
Bridges 2018; Ratliff 2018b). The coefficient of dispersion is nonzero if the Jordan
chain in (6.11) terminates at four. If % vanishes, then a longer Jordan chain will
emerge. Re-modulation in this case is expected to lead to higher-order dispersive
terms emerging (e.g. sixth-order dispersion, as in Sprenger and Hoefer 2017; Ratliff
2017b).

The above result does not provide any information about convergence of the ansatz
(5.4) as a Taylor series in €. However, the asymptotic validity of this ansatz is confirmed
by the above results; that is, the ansatz (5.4) satisfies the governing equations exactly
up to O(e?),

”MZt +1Z, = VS(©Z) H — 0@ ase — 0.

For generic multiphase WMT, a rigorous proof of validity has been given for CNLS
(Bridges et al. 2020), but a rigorous proof of validity in the case of coalescing charac-
teristics is an open problem.
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To summarize, the starting point is a PDE generated by a Lagrangian with a mul-
tiphase basic state. It is assumed that, at some parameter value, a pair of coalescing
characteristics arises in the linearized Whitham equations. These coalescing charac-
teristics generate several Jordan chains. A modulation ansatz of the form (5.4) then
leads to a scalar two-way Boussinesq equation (5.24) with coefficients u, «, and 2
all determined from abstract properties of the averaged Lagrangian. The fundamental
idea is that the original PDE is reduced to a simpler PDE that can be analysed in
some detail. Some of the solutions of this reduced two-way Boussinesq equation are
anticipated in Sect. 7.

6 Coalescing Characteristics and Jordan Chains

Jordan chains play an important part throughout the steps of the derivation of the
nonlinear modulation equations. In this section, some of the properties of these Jordan
chains are examined in more detail.

There are two key linear operators: L and E(c). The operator L, associated with the
linearization of the Euler-Lagrange equation (2.3), generates a Jordan chain theory
that starts with

97
Lg; =0 with &=, j=1....N. 6.1)
J

and

L& =0, Lény1 = J&

: : (6.2)
Léy =0, Léy = Jéw,
which follow from (2.11) with
& = 0z =1 N
N+]~—akj, J=1... .
With the assumption that Ker(LL) = span{&q, ..., &x}, there are N Jordan blocks each

of dimension two.

The operator E(c,g) generates another Jordan chain which can be discussed inde-
pendently of the L-chains, but feeds into solvability of the L chains, and it starts
with

E(c)¢ =0. (6.3)
Generically, E(c) has a single Jordan block of dimension one. At isolated values,
for example at ¢ = c,, the Jordan block increases to dimension two. Even though E(c)

is Hermitian for any real c, it still generates a non-trivial Jordan chain due to the fact
that ¢ appears nonlinearly.
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The theory needed to extend these two Jordan chains is well established in the
literature. The above L-chains are J-symplectic Jordan chains and this theory goes
back to Williamson (1936), and the theory of Jordan chains for quadratic Hermitian
matrix pencils is developed in Gohberg et al. (1980).

However, things get complicated when we realize that the linear operator L has
both J-Jordan chains and M-Jordan chains. From (2.11), it follows that there exist
M-Jordan chains of the form

L& =0, Lyn41 = M§;
: : (6.4)
Léy =0, Ly = Méy,

which follow from (2.11) with

97
NN+ji=7—

, j=1,...,N.
8a)j J

The J-chains (6.2) have length greater than two if at least one of the following
Ly =JnNyj, j=1,...,N,

is solvable, and termination at two is associated with non-solvability of all N of these
equations. Similarly, the M-chains have length greater than two if at least one of the
following

LXj:MnN-l-jv j=1,...,N,

is solvable, and termination at two is associated with non-solvability. The N chains in
(6.2) and (6.4) can also be mixed, by taking the first elements to be linear combinations
of &1, ..., &y, and this turns out to be useful for the modulation theory.

Combining all the possibilities for both J-chains and M-chains, the most general
extension of the Jordan chains is that there exists a vector 2 satisfying

N
LE = Z (ajMnN+j +biMEyy i +ciInngj + de%'N+j) . (6.5)
j=1

No theory exists for Jordan chains of this type. The closest approximation is the Jordan
chain theory for multiparameter eigenvalue problems (e.g. Binding and Volkmer 1996
and its citation trail), but that does not apply here either. We will be able to develop
a satisfactory theory for multi-dimensional Jordan chains of this type to cover the
cases needed in the modulation theory, but a complete and general theory for multi-
dimensional Jordan chains of this type is outside the scope of this paper.
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A solution E of (6.5) exists if this equation is solvable, and it is solvable if and only
if the 4N constants a;j, bj,cj,dj for j =1,..., N, satisfy

N
<5£’ Y (M + biMénj + i Jnw+, +d,-J$N+,-)> =0, £=1,...,N.
j=1

These equations can be simplified by using the identities in Sect. 2.1.2, giving

[DyAla + [DkA]b + [DeBle + [DxBld =0, (6.6)
where
a by c1 dy
a= , b= ,e=| |, d=
an by CN dy

Hence, if there exists values of these 4 N constants for which Eq. (6.6) has a non-trivial
solution, then E is the next vector in the generalized Jordan chain.

A general theory considering all possible Jordan chains emanating from the condi-
tion (6.6) is outside the scope of this paper. However, we will highlight special cases
that appear in the nonlinear modulation theory. The case a = ¢ = 0 (a pure J-chain)
appears in the nonlinear modulation theory associated with zero characteristics (Ratliff
and Bridges 2016; Ratliff 2017a, 2018a), and the case b = d = 0 is mathematically
equivalent, and generates a pure M-chain. Here, two new cases which intertwine the
J and M chains, and are required for the nonlinear modulation theory in this paper,
will be highlighted.

6.1 The Key Jordan Chain of Length Four
Taking
a:czg, b=c¢c=c¢¢ and d=2¢, 6.7)

reduces the solvability condition (6.6) to
I:CZDQ,A + c(DkA + DoB) + DkB] £=0. (6.8)

Remarkably, this is precisely the equation for characteristics. In this case, the Jordan
chain associated with L can continue when A(c) = 0 and ¢ € Ker[E(c)], the familiar
condition (1.23) for the existence of a characteristic c. However, this construction does
not imply that ¢ = ¢, that equivalence will follow from another Jordan chain and it
is considered in Sect. 6.2.

In the case (6.7) with (6.8), the Jordan chain intertwines the symplectic J-chain and
the symplectic M-chain. They can be combined to a new symplectic Jordan chain,
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based on the combined symplectic operator J + ¢M and ultimately leads to the central
Jordan chain that shows up in the nonlinear modulation theory.

Suppose first that ¢ is arbitrary, and see that the condition ¢ = ¢, will arise as a con-
dition to extend the Jordan chain in Sect. 6.2. For arbitrary c, there is still a geometric
eigenvector ¢ satisfying E(c)¢ = 0. Express it in components, ¢ = ({1, - .., {n), and
re-number the generalized eigenvectors as follows,

N
vi=Y ¢j0Z/00
it (6.9)

N
V2= ¢iZ)ok; +cIZ/dw))
j=1

These two vectors satisfy
Lvi=0 and Lvo = (J+ cM)v;.

This Jordan chain of length continues to length three if the following equation is
solvable,

Lv; =J+cM)vy.
But, the existence of the v3 term is just a reformulation of the solvability condition
(4.6) in terms of the new coordinates. To see this, write out the solvability condition
for vs
(Zo;, W+ cM)V2) =0, j=1,....N.

Using (6.9), and noting that

(Za;, (3 + cM)v2) =

—(J + M) Zp,, v2)

~(L(3 Z + cduy 2), V2))

_«(8161/2\ + Caa)j /Z\)v LV2»

—((;Z + cdu; 2). J+cMV), j=1,....N.

Substituting for v; and using the identities (2.19a)—(2.19c), generates precisely
Eq. (6.8). Indeed it was working backwards from (6.8) that suggested the definitions
(6.9). Since L is symmetric and J + c¢M is skew-symmetric every Jordan chain has
even length, assuring the existence of vy,

Lvi=J 4+ cM)vs.

It is assumed that the this four chain terminates; that is, the system

Lvs =J+cM)vs, (6.10)
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is not solvable. The four chain
Lv;=J+cM)v;_, j=1,...,4, (6.11)

with vop = 0 is the Jordan chain that plays a key role in the nonlinear modulation
theory. The non-solvability of (6.10) also arises in the nonlinear modulation theory. It
ensures that the coefficient of dispersion, %, is nonzero.

In addition there are N — 1 Jordan blocks of length two, but explicit expressions for
these blocks are not needed in the nonlinear modulation theory. It is however assumed
that they are each of length exactly two.

6.2 Another Mixed Jordan Chain Defining ¢4

There is yet another Jordan chain, associated with L, that arises in the nonlinear
modulation theory and the solvability condition for this chain defines c,. It is a special
case of the solvability condition (6.6) obtained by taking

a=c’y+2cf, b=c=cy+¢, d=y. (6.12)
Substitution of (6.12) into (6.6) and rearranging gives

[DQ,AC2 + (DA + DyB)c + DkB] ¥ + [2¢DuA + (DkA + DyB)1¢ =0,
(6.13)

or
E()y +E'(c)¢ =0. (6.14)
This equation is solvable for a fixed value of ¢ only, and the solvability condition

(¢, E'(cp)8) =0,

agrees with the definition of ¢, in (4.5) and (4.7). When ¢ = c,, the vectors (¢, y)
form a Jordan chain for E(c,) of length two.

Suppose the solvability condition (6.13) and (6.14) is satisfied, then substitution
back into (6.5) gives that

LE =Y [6(JZw +MZj, +2¢,MZ0,) + vi(J 4 ceM)(Zi, + ¢ Z0,)] -

1

N
=

(6.15)
Itis this equation that arose in the modulation theory at fourth order (5.14) and working
backwards we see that it is a special case of (6.5) and moreover solvability, with the

expressions (6.12), is precisely the condition for the Jordan chain (6.14) of E(cg).
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Further still, we can define another special case, which results in the criterion for
the termination of this chain. This is achieved by setting

a=cT+2,y+¢, b=c=cT+y, d=7T. (6.16)

Utilizing this in (6.6) and simplifying results in the system

1
E(co)Y +E'(cp)y + EE//(Cg)f =0,

which is precisely (4.9). The assumption made here is that this chain is of length two,
and so the right hand side of (4.9) does not lie in the range of L. Thus, by appealing
to solvability one recovers the condition that

1 1
n=(, El(cp)y + EEN(Cg);) =5 E"(cg)¢) — (v, E(cp)y) #0,

and therefore completing the connection between p and the termination of this
mixed Jordan chain. Within the modulation theory, this corresponds to the system

N
LD = " [GMZy, + vi(3Za, + MZy, +2c,MZy,) + Yi(F + cM)(Zi, + ¢ Za,)]
i=1

being unsolvable for I', and what ultimately leads to the coefficient of the time
derivative term in the emergent two-way Boussinesq equation.

We have only scratched the surface of the possible solvability conditions and atten-
dant Jordan chains associated with (6.5). However, we have all the Jordan chains
needed for the nonlinear modulation theory.

7 Properties of the Two-way Boussinesq Equation

Once the modulation equation is derived in a specific context, analysis of the solutions
of the two-way Boussinesq equation (5.24) gives information about the nature of
solutions in the nonlinear problem near coalescence.

The two-way Boussinesq equation is valid at ¢ = ¢,. At least one parameter needs
to be varied to obtain the coalescence. That parameter can be a one-parameter path
through the four-dimensional frequency-wavenumber (@, k) space, or it could be a
perturbation of the frame speed ¢ = ¢, + O (¢2). Unfolding the singularity generates
a term of the form vUxy in (5.24), regardless of the precise perturbation path (this
can be shown by perturbing the linearized generic Whitham equations). Therefore, the
full modulation equation in the neighbourhood of the coalescence is

wUrr +vUxx +« (UUx)x + % Uxxxx =0, (7.1

where v is an order one constant.
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&2 w?
S1 = —1 :
\ 2 k2
g w?
51 = +1
_tkz vag?
S9 = —1 So9 = +1

Fig. 2 The four qualitative cases of the dispersion relation (7.3) determined by the signs s; and s in the
two-way Boussinesq equation (7.2)

When the coefficients are nonzero, the Boussinesq equation can be put into standard
form. Scale the independent and dependent variables: T = aT,£& = bX, and U = pu;
then values of a, b, p can be chosen so that the two-way Boussinesq equation becomes

1
Urr + S1uge + (Euz) + souggee =0, 51,5 ==£1, (7.2)
33

with
s1 = sign(uv) and sp = sign (u%) .

The sign 51 determines whether the unfolding is into the elliptic region (s; = +1) or
into the hyperbolic region (s; = —1, in which case all characteristics are hyperbolic).
The sign s, indicates whether the resulting two-way Boussinesq equation is good
(s = +1) or bad (s, = —1). In the latter case, the initial value problem for the
linearized system about # = 0 is ill-posed, and small initial data with zero mean is
therefore expected to saturate to form nonlinear structures. The ill-posedness in the
case sp = —1 can be seen by considering the linearization of (7.2) about the trivial
solution and introducing a normal mode solution of the form !kE+0T) The dispersion
relation associated with the normal mode is then

& = —s1k% + sok* . (7.3)

There are four cases depending on the signs s1 and s>, and they are shown in Fig. 2.
The figure plots ®” against k> and so &> < 0 indicates linear instability of the trivial
solution which in turn reflects linear instability of the basic travelling wave.
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When s; < 0 (the upper two cases in Fig. 2) then either an unstable band emerges at
finite K when s» = —1 or the Boussinesq equation is hyperbolic for all wavenumbers
(s2 = +1). When s1 > 0 (lower two cases in Fig. 2) then either a cutoff wave number
emerges with re-stabilization at finite k (as in the lower right diagram with s, = +1),
or instability is further enhanced for all wavenumbers (s; = +1 and s, = —1).

The simplest class of nonlinear solutions of (7.2) are travelling solitary wave solu-
tions, for example,

u.v)=uE+yv),

which satisfies the ODE
2~ -~ 1A2 A
(y U+ siu+ Eu + sou ) =0.
Integrating and taking the function of integration to be constant
-~ 2N~ 1A2
sou + (sp+y )u—l—zu =h.

The constant of integration 4 is fixed by initial data or the value of % at infinity. For
appropriate parameter values, this planar ODE has a family of periodic solutions and
a homoclinic orbit which represent periodic travelling waves and a solitary travelling
wave solution of (7.2). The implication of these solutions is that the transition from
elliptic to hyperbolic of a periodic travelling wave of the original system generates a
coherent structure in the transition, which is represented by the above solitary wave.
However, there is much more complexity generated at the transition. Hirota (1973)
shows that there is a large family of M-soliton solutions to (7.2) as well, where M can
be any natural number. Further details especially in the case M = 2 are given in Hirota
(1973). Blow-up can occur in the two-way Boussinesq equation even in the case of
the good Boussinesq equation (Turitsyn 1993). It is also generated by a Lagrangian,
and has both a Hamiltonian and multisymplectic structure (e.g. Sect. 10 of Bridges
and Derks 2001; Chen 2005).

8 CNLS Wavetrains with Coalescing Characteristics

To illustrate the nonlinear theory it is applied to the modulation of two-phase wave-
trains of a coupled nonlinear Schrédinger (CNLS) equation. This example serves two
purposes: firstly, it shows that the coalescence of characteristics is quite common
and appears even in the simplest of examples, and secondly, it shows that computing
the coefficients in the emergent two-way Boussinesq equation is elementary once the
properties of the basic state are found.

The CNLS equation is a canonical example of a PDE generated by a Lagrangian
with a toral symmetry, T> = S! x S!. Indeed any finite number of NLS equations can
be coupled together to generate a toral symmetry TV for any natural number N, and
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they will have explicit N-phase wavetrains which are also relative equilibria. Here,
attention is restricted to two coupled NLS equations in the form

oW 3211’1 2 2
i— +ar—— + Bul¥il” + 2| W2 )W =0
at dx (8.1)

0Ws -y
=+ (B W1 + B | W)Wy = 0,
ot 0x

where the coefficients o, B;;,7, j = 1, 2, are given real constants, with 821 = B1».
The functions W (x, t) are complex-valued and iZ=—1.

Coupled NLS equations appear in a wide range of applications. Two applications
that motivated this work are the coupled NLS equations that appear in the theory
of water waves (e.g. Roskes 1976; Ablowitz and Horikis 2015; Degasperis et al.
2019), and in models for Bose-Einstein condensates (e.g. Salman and Berloff 2009;
Kevrekidis and Frantzeskakis 2016). The PDE (8.1) is the Euler—Lagrange equation
for

%) X2
L(WV) = / f L(V;, W, V)dxdt,
51 X1

with W:=(¥, W,) and
i — _ i, _
L=3 (T (W) — W1 (W1)) + = (Wo(W), — Wa(W2),)
2
oy [(WD)x|” — a2 (W) |” + 3811 1W1* + Brol W1 12 W2)? + 3B | W2 |,

with the overline denoting complex conjugate.

The toral symmetry follows from the fact that (e W, e2W,) is a solution of (8.1),
for any (61,62) € S I'x 8!, when (¥}, W,) is a solution. The complex coordinates
can be converted to real coordinates, generating a standard action of T? but will not
be needed as the main calculations can be done in the complex setting.

Noether’s theorem gives the conservation laws

(Api+(Bj)x =0, j=12, (8.2)
with
1 — .
Aj = §|‘Ifj|2 and Bj = Otllm(‘lfl(\lfl)x), ] = 1,2. (8.3)

The basic state is just the usual family of plane waves, but interpreted here as a
family of relative equilibria associated with the T? symmetry; it has the form,

Witx, 1) =W ke 0, ) =kix+wjt+6), j=1,2. (84)
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Substitution into the governing equation (8.1) generates the required relationship
between the amplitudes, frequencies and wavenumbers,

Br(wi + a1k} — Bra(wa + a2k3)
(8.5)
Bri(w2 + a2k3) — Bar (w1 +aik?) ),

2
w012 =

012
|"IJ2| =

= == -

with B21:=p12 and B = B11B822 — B12B21 # 0.

The key wave action vectors A (@, k) and B(w, k), needed for analysis of the lin-
earization, are obtained by substituting (8.5) into the components of the conservation
law (8.3),

(o, k)) _ 1 (ﬂzz(wl +a1k]) — Bra(an +azk§)) 8.6)
28 '

A, k):= <£¢2(w, K) Bii (@2 + a2k3) — B (w1 + arky)
and

B

_ (B1(@.K) _ ki (Bo(w +a1k) — Bra(w: -I-ot2k§)>
B@, k):= (%(w, k)) (/311(602 Fankd) — Bar(on +ark))) - B

The linear operator E(c) defined in (1.20) is

E(c):=DyAc? + (DkA + Dy,B)c + DB,

with
L ([ Bn —Bi2
DyA = — s 8.8
¢ 2B (-,312 Bi (8.8)
and
1 ( a1Bnki —aafizkr T
DA = — =D,B" , 8.9
K ﬁ(—alﬂlzkl a2 Brike © (8.9)
and
1 (o BIW)? + 2Bnatk?  —2Bnaiazkiks )
DB = — 1 1™ . 8.10
k ﬁ( —2Braiankiky  aBlWY +202B1K2 (8.10)

The characteristic polynomial is
A(c):=det[E(c)] = aoc4 + alc3 + a2c2 + azc +aq, (8.11)
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with
ap = 1p7",
a; = B Narki + a2ka)
a = B! WP + 20k WO + 202k3) + Barjarki k
2 = 3B e (Bl 1? + 2a1k?) + a2 (B | W9 1* + 202k3) + 8arjazki k2 ]
a3 = 201007 (ki (B W92 + 22k3) + ko (B11 |WY|? + 2001K3))

as = a1 BB WY1 + 2001 kD) (Boa| WY 12 + 2000k3) — [WY 12| W2 B7,) .
(8.12)

Coalescing characteristics are obtained by solving A(c) = A’(c) = 0 for c. This
problem is solved numerically in Bridges and Ratliff (2019) by using the graphical
sign characteristic. The function A(c) is plotted versus ¢ as parameters vary. That
way roots and points where A’(c) = 0 can be read off the graph. It is inspired by the
graphical Krein signature introduced by Kolldr and Miller (2014). Results in Bridges
and Ratliff (2019) show that coalescing characteristics are plentiful in the Whitham
modulation theory for CNLS.

According to the theory in this paper at coalescing characteristics, the following
nonlinear modulation equation is generated

wUrr +k(UUx)x + Z Uxxxx =0. (8.13)

In principle, the quartic A(c) = 0 can be solved in closed form, but in practice this is
lengthy and not illuminating, and numerical methods are more effective. For simplicity
here, the case of Stokes waves (where k = 0) are considered, which restricts the
parameter space significantly, and so calculations can be done explicitly. The strategy
for calculating p and « is to construct the averaged Lagrangian and use the formulas
(1.28) and (2.25).

8.1 Calculations for Stokes Waves
Stokes waves are basic states corresponding to (8.4) but with k = 0, leading to the
typical nonlinear Stokes frequency shift of the original near-linear wavepackets. With

this restriction the coefficients a and a3 are identically zero reducing the coefficients
in the polynomial in (8.12) to

1 p—
ag = 2/3 ! 5

1 p—
ay = 587 e B9 + 2 Boa WI12] .
as = ajon| W2 WI2

There are four characteristics and they satisfy the biquadratic equation

aoc4 —l—a202 +a4 =0,
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giving

2 02 2
¢ = —a1B11 W) — B | W)

i\/ (@ B11 W) — a2foa| W22 + daian B, W2 1W9 2. (8.14)
Coalescing characteristics occur precisely when the discriminant vanishes
(@111l W 1 — 20 W317) + 410 B | 97171 WS1* = 0.

One way to interpret this equation is as a line in the positive quadrant of (| \Il? ks |\Ifg |2)
space defined by

@ B5HIWI 1 = a1 (Bi1 B2 — 285 £ 2|B12ly/—B )W), (8.15)

which includes the conditions 8 < 0 and ajy < O for reality. At coalescence, it
follows from (8.14) that

cg = —a1Bu W) — a2l V31,
which carries with it the requirement that o1 |\IJ?I2 + a2,322|\llg|2 < 0, a con-
dition that is effectively a generalization of the defocussing classification for the
one-component NLS.

Now suppose parameters are such that (8.15) is satisfied, and proceed to compute
the required coefficients in (8.13). The eigenvector and generalized eigenvector of
E(cy) are,

¢ = ( cgBi2 )
Bt +2a1 BV )

y o 8cga1 Bial VY I° B2 (1)
Prcy + 201 B1WY12 \0

(8.16)

Now use these eigenvectors and the Jacobians (8.8), (8.9) and (8.10) to generate the
coefficients of the emergent Boussinesq equation. The first computed is the coefficient
of the time derivative term,

t"DLAL + L E (co)y = 4ciko. with ko = 4B(Bnc; + 2a1 BIWY).

Next, one may use the variation of the Lagrangian to show that the coefficient of the
nonlinear term is

32k
= = gop @AV — o W3 iV — 02fl W31+ 2a1 fual W31
2

The coefficient of dispersion requires a Jordan chain analysis. This would require
multisymplectification of CNLS and construction of the linear operator L. However,
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this CNLS has been multisymplectified in Ratliff (2017a), where reduction to KdV
and 2-parameter Boussinesq were studied, and the Jordan chain theory is close to this
case. With minor modification of that analysis, the desired dispersive coefficient is
found to be

ko (e | W12 — a1 [ WI?)

¢'T= 0121402 012 02y "
[P 1= W5 1= (a1 Br1 W] |2 — a2 B2 | W5 |9)

Each of these coefficients has a common factor «g, and so the two-way Boussinesq
that emerges at the coalescence of characteristics simplifies to

1. -
c;Urr + <—KU2 + Ji/Uxx> =0, (8.17)
2 XX
with
- 365 2 2 2 2 2
k= —W(Ollﬂnl‘l’ll — a2V ) (@1 B11|Wi]7 — @282l V2| + 201 B12|W2[7) ,
7 | W12 — oy [ WY

AW IWY 2 (a1 B11 [W02 — aafan|WIP2)

With & and % nonzero, one can proceed to analyse the solutions of this equation
using results in the literature (e.g. Hirota 1973; Turitsyn 1993). A detailed analysis
of (8.17) and its implications for coupled NLS is outside the scope of this paper, but
the diversity of complexity due to coalescing characteristics is clear; for example,
evaluation of ¢ along the lines (8.15) shows that (8.17) can be both positive (good
Boussinesq) and negative (bad Boussinesq).

9 Concluding Remarks

This paper gives a complete weakly nonlinear theory for multiphase WMT when a pair
of characteristics coalesce and transition from hyperbolic to elliptic. This transition,
in the nonlinear problem creates nonlinear dispersive dynamics, and it transpires that
the resulting normal form is the two-way Boussinesq equation. There are potential
generalizations and new directions emerging from this theory.

9.1 Generalizationto 2 4+ 1

Although we have confined the discussion to 1 4+ 1 dimensions, there is a natural
generalization to 2 4+ 1. A good starting point is the 2 4 1 theory for the nonlinear
modulation of single-phase wavetrains near coalescing characteristics (Bridges and
Ratliff 2018). However, the Jordan chain theory in (6.5) will literally take on a new
dimension, bringing in the intertwinement of three symplectic Jordan chains. On the
other hand, key features like the frame speed, scaling, sign characteristic and reduction
should carry over with appropriate modification.
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9.2 Examples

The results in this paper are universal, and are operational whenever a Lagrangian
system has a suitable characteristic collision, which can be identified via the sign
characteristic diagnostic used in Bridges and Ratliff (2019) and in this paper. There
are examples in the literature where multiphase Whitham modulation theory has been
applied and coalescing characteristics observed, and so the application of the theory
in this paper is relevant. Two examples are Stokes travelling waves coupled to mean
flow (Whitham 1967; Willebrand 1975) and modulation of viscous conduit periodic
waves (Maiden and Hoefer 2016). Both of these examples have special features which
require additional methodology. In the case of viscous conduit waves (Maiden and
Hoefer 2016) the equations are not generated by a Lagrangian so the theory would have
to be built on averaging of conservation laws. However, at coalescing characteristics
one expects a two-way Boussinesq equation to be generated or analogous equation
with additional non-conservative terms. The case of modulation of Stokes waves in
shallow water (Whitham 1967) involves the full water wave problem and so the class
of PDEs (2.3) has to be modified to account for the vertical variation of water wave
fields. However, the full water wave problem has a multisymplectic structure (e.g.
Chapter 14 of Bridges 2017) and so the theory should go through as in this paper, with
appropriate modification.

9.3 Larger Kernel of E(cg)

In this paper, the basic state has N-phases but the dimension of the kernel of the
N x N matrix E(c,) is one. A different problem arises when the kernel of E(c,) has
dimension greater than one. In this case, the secondary reduction to span{¢} would be
modified to span{¢, ..., {;} where k < N is the dimension of the kernel of E(c,).
Then, k-additional coupled modulation equations are generated (one linked to each
kernel direction).

9.4 Moving Frames

Whitham theory can also be formulated relative to any moving frame, and some
frame speeds are more interesting than others. Ratliff (2019) shows that even generic
Whitham theory, in the hyperbolic case, re-modulated relative to the appropriate char-
acteristic frame, generates dispersion, on a longer time scale.

9.5 Higher-Order Singularities

Even in the case of two phases the parameter space is at least four dimensional, involv-
ing w1, wa, k1, ka, with further degrees of freedom emerging when system parameters
are present. Hence, higher-order singularities are to be expected, e.g. more than two
characteristics coalescing, or the coefficients u, k, and % passing through zero. A
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potential rescaling and re-modulation could then be implemented leading to (as yet
unknown) modulation equations replacing the two-way Boussinesq equation.

9.6 Hyperbolicity of Multiphase Modulation

For quadratic Hermitian matrix pencils a general condition for hyperbolicity can be
given. Hyperbolicity meaning all real characteristics. Consider the N-phase case for

E(c)u=0 with E(c) =DyAc? + ¢ (DyB + DgA) ¢ + DB. 9.1)
Let u € CV be arbitrary and define

o = (u, D,Au)
B = 1(u, (DuB + DxA) u)
y = (u, DxBu),

with (-, ) an inner product on C". Guo and Lancaster (2005) study quadratic eigen-
value problems in general and applying their definition to (9.1) gives the following.

Definition The quadratic Hermitian matrix pencil (9.1) is hyperbolic if 2 > ay for
all nonzero u € C".

If this condition is satisfied then all the characteristics are real, and no coalescence
can occur. It is expected that the absence of coalescence would be rare. The CNLS
example shows coalescence to be quite common, already with N = 2. For arbitrary
N, the parameter space (@, k) has dimension 2N and so there is a high probability of
coalescence. On the other hand, the above definition is a useful starting point in the
analysis of multiphase WMEs. In the paper Guo and Lancaster (2005), they go on to
give a number of sufficient conditions, and an algorithm for testing hyperbolicity and
computing all the eigenvalues. These algorithms may be helpful in the study of the
characteristics of multiphase Whitham theory.

9.7 Number of Phases Tending to Infinity

There is a known case where multiphase Whitham equations are hyperbolic. The paper
of Willebrand (1975) derives the multiphase WMEs and takes the limit N — oo and
argues that they are hyperbolic in this limit. The argument proceeds by formally
constructing explicit expressions for the leading order nonlinear corrections. Small
divisors and divergence are expected, but only the leading order terms are studied.
When N is small, “splitting of group velocity” is noted in the weakly nonlinear case,
which is equivalent to what is called “coalescing characteristics” in this paper. The
unfolding of this split group velocity may lead to instability. But WILLEBRAND argues
that the splitting disappears as N — oo. In the context of this paper, the limit N — oo
would just replace the matrix pencil E(c) by an Hermitian operator pencil and so
Willebrand’s claim would be that E(c) in the case N — oo is hyperbolic. Itis important
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to keep in mind that this argument is for multiphase modulation of weakly nonlinear
Stokes waves only, but is an intriguing example nevertheless.
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