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#### Abstract

Object detection can be posted as those classification tasks where the rare positive patterns are to be distinguished from the enormous negative patterns. To avoid the danger of missing positive patterns, more attention should be payed on them. Therefore there should be different requirements for False Reject Rate (FRR) and False Accept Rate (FAR) , and learning a classifier should use an asymmetric factor to balance between FRR and FAR. In this paper, a normalized asymmetric classification error is proposed for the task of rejecting negative patterns. Minimizing it not only controls the ratio of FRR and FAR, but more importantly limits the upper-bound of $F R R$. The latter characteristic is advantageous for those tasks where there is a requirement for low FRR. Based on this normalized asymmetric classification error, we develop an asymmetric AdaBoost algorithm with variable asymmetric factor and apply it to the learning of cascade classifiers for face detection. Experiments demonstrate that the proposed method achieves less complex classifiers and better performance than some previous AdaBoost methods.


## 1 Introduction

Boosting [13] is one of the most successful recent techniques in machine learning and pattern classification. Its underlying idea is combining simple rules to form an ensemble so that the performance of the final ensemble is improved. Kearns and Valiant [9] proved the astonishing fact that simple rules, each performing only slightly better than random guess, can be combined to form an arbitrarily precise ensemble. Schapire [18] was the first to provide a provably effective (polynomial time) Boosting algorithm, then Freund and Schapire proposed AdaBoost [5, 4] which is the first step towards more practical Boosting algorithms. It is often referred to as Discrete AdaBoost for the adoption of Boolean weak classifiers. Many extensions of AdaBoost
have been made in the past few years. Real AdaBoost [19] adopts confidence-rated weak classifiers to lower the upperbounds of the classification error. Friedman et al. proposed LogitBoost [6] from the Logistic loss function and Gentle AdaBoost from the adaptive Newton descending. Other extensions can be found in [16, 17, 12, 15].

Boosting strategies have been successfully used in various real-world applications [14, 1, 20, 2]. Perhaps the most impressive application is face detection by Viola and Jones [23], where a cascade of successively more complex classifiers are learned based on simple Harr-like features. During detection, only those sub-windows which are not rejected by the preceding classifier are processed by the following classifier. If any classifier rejects the sub-window, no further processing is performed. This cascade structure makes the detection speed extremely high at 15 frames per second for $384 \times 288$ images, while achieving high detection rate. Li et al. [10] applied a pyramid cascade structure for multiview face detection with high performance. Huang et al. [8] contrived a nested cascade structure for multi-view face detection and pose estimation. They reported the highest detection speed about 30 ms to process a $320 \times 240$ image. In these face detection applications, classifiers are learned according to minimizing classification error, but the thresholds are tuned to get very low FRR and moderate FAR for effectively rejecting non-face patterns. Since the final goal deviates from minimizing classification error, the features selected by AdaBoost are not optimal for detection tasks.

To cope with the detection problem, Viola and Jones [22] introduced an asymmetric classification error: false rejects cost $k$ times more than false accepts. They applied an asymmetric pre-weighting technique to the initial distribution of the samples, but unfortunately the initial asymmetric weights are immediately absorbed by the first weak classifier because the AdaBoost process is too greedy. Ma and Ding [11] applied cost-sensitive learning technique [21, 3] to face detection, where there is also an asymmetric preweighting to the initial distribution, with a modified weight updating rule to avoid the weight absorb phenomenon. This
modified weight updating rule pays more attention on positive samples, no matter what they are correctly classified or not, but it needs careful choice of asymmetric factors: they are unknown in advance and very application dependent, and need extensive trails for the best performance. For example, for the harder classification problem in the last few layers of the detector cascade, the asymmetric factors are often set close to 1 .

In order to overcome these problems, we propose using variable asymmetric factor to adapt the requirement for specific applications and automatically obtain the best performance. In this paper, we define another asymmetric classification error which is equivalent to Viola and Jones's, but has more distinctive meanings. Minimizing this asymmetric error not only controls the ratio of FRR and FAR, but also limits the upper-bound of FRR. Based on this definition, we develop an asymmetric AdaBoost algorithm suitable for the task of rejecting negative samples. Features are selected according to minimizing the asymmetric error with variable asymmetric factor, and linearly combined into strong classifiers to achieve very low FRR and moderate FAR.

The rest of the paper is organized as follows: Section 2 introduces the asymmetric AdaBoost including definition, algorithm, and cascade structure of face detector. Section 3 and 4 give the experiment results and conclusions respectively. Convergence of the asymmetric AdaBoost algorithm is proved in the Appendix.

## 2 Asymmetric AdaBoost

### 2.1 Normalized Asymmetric Classification Error

For convention, assume training data are $\left\{\left(x_{i}, y_{i}\right): i=\right.$ $1, \ldots, N\}$ where $x_{i}$ are the samples with labels $y_{i}=1$ or -1 . For object detection tasks, the aim is to detect occurrences of a specific target (positives) from clutter background (negatives), where the probability of the former is substantially smaller than that of the latter. In this case, learning a classifier should use an asymmetric classification error criterion to balance between FRR and FAR [7], i.e., FRR costs more than FAR:

$$
\begin{equation*}
\varepsilon=a F R R+b F A R \tag{1}
\end{equation*}
$$

where $a \geq b>0$. In order to compare the performance under different choices of $a$ and $b, \varepsilon$ should be normalized, $e . g ., \varepsilon=(a F R R+b F A R) /(a+b)$ according to our intuition, but we will adopt the following normalization definition as explained in Eq. (19) in the Appendix

$$
\begin{equation*}
\varepsilon=\frac{a F R R+b F A R}{\sqrt{a b}} \tag{2}
\end{equation*}
$$

It can be easily checked that $\varepsilon$ is invariant under the substitution $a^{\prime}=a /(a+b)$ and $b^{\prime}=b /(a+b)$. The optimal classifier is achieved by finding the minimum of the above asymmetric error in (2), suppose it is $\varepsilon_{0}$ and the corresponding optimal $F R R$ and $F A R$ are $F R R_{0}$ and $F A R_{0}$. Suppose the probabilities of positives and negatives are respectively $P(1)$ and $P(-1)$, we could tune the threshold of the classifier and get $F R R=0, F A R=P(-1)$, then $\varepsilon=\sqrt{b / a} P(-1)$. This shows

$$
\begin{equation*}
\varepsilon_{0} \leq \sqrt{b / a} P(-1) \tag{3}
\end{equation*}
$$

From the definition (2),

$$
\begin{equation*}
\varepsilon_{0}=\frac{a F R R_{0}+b F A R_{0}}{\sqrt{a b}} \geq \sqrt{a / b} F R R_{0} \tag{4}
\end{equation*}
$$

we can get

$$
\begin{equation*}
F R R_{0} \leq \frac{b}{a} P(-1) \tag{5}
\end{equation*}
$$

Eq. (5) shows that minimizing the asymmetric error can also control the upper bound of the optimal $F R R$. This characteristic is advantageous for object detection tasks where there is a requirement for low FRR.

Viola and Jones's asymmetric error [22] requires FRR cost $k$ times more than FAR, i.e., $\varepsilon=F R R \sqrt{k}+$ $F A R / \sqrt{k}$, which is a special case of our definition (2). It can be elegantly incorporated into the exponential upper bound of AdaBoost as $e^{y_{i} \ln \sqrt{k}}$, results in pre-weighting over the initial distribution. But this approach is not effective because the initial asymmetric weights are immediately balanced and absorbed by the first weak classifier. An alternative is applying the asymmetric multiplier $e^{\frac{1}{M} y_{i} \ln \sqrt{k}}$ in each round for a total $M$ round precess. Ma and Ding [11] also applied a pre-weighting technique to the initial distribution, $\frac{2 c}{c+1}$ for positives and $\frac{2}{c+2}$ for negatives with $c>1$. In order to avoid the weight absorb phenomenon, they modified the weight updating rule [3] to pay more attention on positives, whether they are correctly classified or not. Another problem is the choice of asymmetric factor $k$ and $c$ : they are very application dependent and need extensive trials for the best performance. In order to overcome these problems, we propose using variable asymmetric factor to adapt the requirement for specific applications and automatically obtain the best performance.

### 2.2 Asymmetric AdaBoost Algorithm

Instead of changing the distribution by directly assigning unequal weights for positive and negative samples as in [22], we assign different values $a$ and $-b$ for positives and negatives samples. This can also indirectly changing the weights through exponential $e^{-a h\left(x_{i}\right) \alpha}=$
$e^{(1-a) h\left(x_{i}\right) \alpha} e^{-y_{i} h\left(x_{i}\right) \alpha}$ for $y_{i}=1$ or $e^{b h\left(x_{i}\right) \alpha}=$ $e^{-(1-b) h\left(x_{i}\right) \alpha} e^{-y_{i} h\left(x_{i}\right) \alpha}$ for $y_{i}=-1$, while it is easy for theoretical analysis. Because the normalized asymmetric classification error in definition (2) is invariant under the substitution $a^{\prime}=a /(a+b)$ and $b^{\prime}=b /(a+b)$, we will assume $b=1-a$ later in this paper, and develop an asymmetric AdaBoost algorithm as shown in Figure 1.

```
Algorithm: Asymmetric AdaBoost
Input: \(\quad \mathrm{N}\) labelled samples \(\left(x_{1}, y_{1}\right), \ldots,\left(x_{N}, y_{N}\right)\) where
    \(y_{i} \in\{a,-b\}\) for positive and negative samples.
    Weak classifier set \(\{h\} . a \geq b>0, a+b=1\).
Initialize: \(w_{i}^{1}=\frac{1}{2 n}, \frac{1}{2 m}\) for \(y_{i}=a,-b\) respectively, where
    \(n\) and \(m\) are the number of positive and negative
    samples respectively.
For \(t=1, \ldots, T\) :
    1. Normalize the weights, \(w_{i}^{t} \leftarrow \frac{w_{i}^{t}}{\sum_{k=1}^{N} w_{i}^{t}}\)
    2. For each classifier \(h\), compute the
        normalized margin \(\gamma=\frac{1}{a} \sum_{i=1}^{N} w_{i}^{t} y_{i} h\left(x_{i}\right)\),
        tune \(a\) to maximize \(|\gamma|\)
            3. Choose the classifier \(h_{t}\), with the maximal \(\left|\gamma_{t}\right|\),
        and corresponding \(a_{t}\)
    4. Compute the coefficient \(\alpha_{t}=\frac{1}{2 a_{t}} \ln \frac{1+\gamma_{t}}{1-\gamma_{t}}\)
    5. Update the weights, \(w_{i}^{t+1}=w_{i}^{t} e^{-y_{i} h\left(x_{i}\right) \alpha_{t}}\),
        for \(y_{i}=a_{t},-b_{t}\)
Output: The final strong classifier is:
\[
H(x)= \begin{cases}1 & \sum_{t=1}^{T} h_{t}\left(x_{i}\right) \alpha_{t} \geq \ln \frac{1-a}{a} \\ -1 & \text { otherwise }\end{cases}
\]
```

Figure 1. Asymmetric AdaBoost Algorithm.
The following theorem justifies the convergence of the asymmetric AdaBoost algorithm.

Theorem 1 Using the notation of Figure 1, assume each $h_{t}$ has range $[-1,+1]$, then the normalized asymmetric classification error of $H$ on training set is upper bounded by

$$
\begin{equation*}
C \prod_{t=1}^{T} \sqrt{1-\gamma_{t}^{2}} \tag{6}
\end{equation*}
$$

Assume each $h_{t}$ has range $\{-1,+1\}$, then the normalized asymmetric classification error of $H$ on training set is upper bounded by

$$
\begin{equation*}
C \prod_{t=1}^{T} 2\left(\sqrt{A_{t} B_{t}}+\sqrt{C_{t} D_{t}}\right) \tag{7}
\end{equation*}
$$

where $C$ is a constant.
Explanation of $\gamma_{t}, A_{t}, B_{t}, C_{t}, D_{t}$ and details of the proofs are in the Appendix. As shown in the Appendix, the asymmetric AdaBoost is a generalization of AdaBoost, and the later is the special case of the former in case of $a=b=a_{t}=b_{t}=\frac{1}{2}$.

### 2.3 Cascade Face Detector

Our face detector follows the same flowchart as in [23]. The input image is resized by a scaling factor $s$ iteratively and scanned by a $24 \times 24$ rectangular sub-window with a search step $\Delta$. Four types of Harr-like features are extracted from the sub-window as shown in Figure 2, and form a feature set of 45,396 . The feature value is defined as the difference of the sum of the pixels in the white rectangle and the sum of the pixels in the gray rectangle. Weak classifiers are defined by thresholding the feature values. Strong classifiers are trained by our asymmetric AdaBoost algorithm to achieve very low FRR and moderate FAR. The successive strong classifiers form the final cascade face detector as shown in Figure 3. Only those sub-windows which pass through the former layer are fed into the next layer. A subwindow passing through all layers is accepted as a face pattern, while it is rejected at any layer results in immediate discard and needs no further process. This mechanism results in very high detection speed. At last, the overlapping face patterns detected in the image will be merged for the final result.


Figure 2. Four types of Harr-like features


Figure 3. The cascade structure of face detector. A series of $T$ strong classifiers (SC) are applied to each sub-window.

## 3 Experiments

A total of 1,650 frontal face samples are collected from various source. Three images are generated from each sample by randomly rotated between $\left[-10^{\circ},+10^{\circ}\right]$, shifted between $[-2,+2]$ pixels, and scaled between $[0.8,1.2]$. Then these images are vertically mirrored and form a training set of 9,900 face samples. 9,900 non-face samples are randomly extracted from 18,042 images containing no faces.

All the samples are resized to $24 \times 24$ gray-scale images and normalized by their variances to reduce the influence of illumination.

For the training of cascade face detector by asymmetric AdaBoost algorithm, we set $a=0.9, \frac{1}{2} \leq a_{t} \leq a$ in all layers. We use weak classifier $h_{t} \in\{-1,+1\}$ to speed up the optimization process of $a_{t}$ in step 2 in Figure 1. This can be done by directly computing the optimal parameters and bounds through Eq. (28), so the asymmetric factor $a_{t}$ are selected adaptively. As a result, there are 17 layers and total 2,174 features, achieving a detection rate of $98.3 \%$ and false accept rate of $1.5 \times 10^{-6}$ on the training set. By setting the scaling factor $s=1.2$ and search step $\Delta=1$, our face detector can scan a $320 \times 240$ image within 40 ms on PIV2.0 PC.

The MIT+CMU test set is used for evaluating the performance, which consists of 130 images containing 507 frontal faces. Some detection results are shown in Figure 4. By tuning the threshold of the final layer, the ROC curve of our detector is shown in Figure 5. For comparison, Table 1 lists the detection rates for various numbers of false positives for our detector as well as Viola's [23, 22] and Ma's [11] published previously, but we will not compare to those state-ofart results [8] where Real or Gentle AdaBoost is used. From Table 1, it can be seen that our detector performs better that other AdaBoost-based methods. The main reason is that in the learning process, we not only consider the requirement of asymmetric weights for positives and negatives, but also automatically selected the most appropriate asymmetric factor $a_{t}$ for each weak classifier. Besides, our detector has few features compared to Viola's 32 layers with 4,297 features and Ma's 20 layer with about 3,000 features.

## 4 Conclusions

For object detection, disease diagnosis and many other applications, there are asymmetric costs for false positives and false negatives. Common classifier designing methods will not get satisfied results in these cases. Such type of asymmetric classification problem can be efficiently solved by minimizing asymmetric classification error and cascade structure of classifiers. According to minimizing the asymmetric classification error, classifiers in each layer achieve very low FRR and moderate FAR, while moderate FAR could be used to immediately reject part of negatives. With the cascade structure, the whole cascade will get low FRR and extremely low FAR, while achieving high precision and speed. In this paper, we propose a normalized asymmetric classification error, which can compare the performances under different choices of asymmetric factors. Minimizing it not only controls the ratio of FRR and FAR, but more importantly limits the upper-bound of FRR. The latter characteristic is coincide with the requirement for detection tasks


Figure 4. Some detection results on MIT+CMU test set.
where there is a need on such low upper-bound. Based on this normalized asymmetric classification error, we develop an asymmetric AdaBoost algorithm and apply it to the learning of cascade classifiers for face detection. This algorithm can adaptively choose the asymmetric factor for best performance in real applications. Comparative experiments demonstrate that the proposed method achieves less complex classifiers and better performance than previous symmetric and asymmetric AdaBoost methods.
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## Appendix

## Proofs of Theorem 1:

Let $y_{i}^{t}=a_{t},-b_{t}$ for positive and negative samples, combining the weight normalizing step in Figure 1, the weight updating step can be expressed as

$$
\begin{equation*}
w_{i}^{t+1}=\frac{w_{i}^{t} e^{-y_{i}^{t} h_{t}\left(x_{i}\right) \alpha_{t}}}{Z_{t}} \tag{8}
\end{equation*}
$$

| False positives | 10 | 31 | 50 | 65 | 78 | 95 | 110 | 167 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Our method | $90.5 \%$ | $91.9 \%$ | $93.1 \%$ | $93.9 \%$ | $94.1 \%$ | $94.5 \%$ | $94.7 \%$ | $95.3 \%$ |
| Ma-Ding | $90.1 \%$ | $91.3 \%$ | $92.5 \%$ | $93.1 \%$ | $93.3 \%$ | $93.5 \%$ | - | $94.1 \%$ |
| Viola-Jones(Asym) | - | $88.5 \%$ | $91.5 \%$ | $91.9 \%$ | $92.1 \%$ | $92.9 \%$ | $93.1 \%$ | $93.8 \%$ |
| Viola-Jones | $78.3 \%$ | $85.2 \%$ | $88.8 \%$ | $89.8 \%$ | $90.1 \%$ | $90.8 \%$ | $91.1 \%$ | $91.8 \%$ |

Table 1. Detection rates for various numbers of false positives on the MIT+CMU test set.


Figure 5. Detection rate versus false positives of our detector on MIT+CMU test set.
where $Z_{t}=\sum_{i=1}^{N} w_{i}^{t} e^{-y_{i}^{t} h_{t}\left(x_{i}\right) \alpha_{t}}$. By induction, we have

$$
\begin{equation*}
\sum_{i=1}^{N} w_{i}^{1} e^{-\sum_{t=1}^{T} y_{i}^{t} h_{t}\left(x_{i}\right) \alpha_{t}}=\prod_{t=1}^{T} Z_{t} \tag{9}
\end{equation*}
$$

We can assume $\alpha_{t}$ always no less that 0 , or we can use $-h_{t}$ instead. For positive samples $y_{i}^{t}=a_{t} \geq \frac{1}{2}$ (because $a_{t} \geq$ $b_{t}$ )

$$
\begin{align*}
-\sum_{t=1}^{T} a_{t} h_{t}\left(x_{i}\right) \alpha_{t} & =-\sum_{t=1}^{T} a_{t}\left[h_{t}\left(x_{i}\right)-1\right] \alpha_{t}-\sum_{t=1}^{T} a_{t} \alpha_{t} \\
& \geq-\sum_{t=1}^{T} \frac{1}{2}\left[h_{t}\left(x_{i}\right)-1\right] \alpha_{t}-\sum_{t=1}^{T} a_{t} \alpha_{t} \\
& =-\sum_{t=1}^{T} \frac{1}{2} h_{t}\left(x_{i}\right) \alpha_{t}+\sum_{t=1}^{T}\left(\frac{1}{2}-a_{t}\right) \alpha_{t} \tag{10}
\end{align*}
$$

For negative samples $y_{i}^{t}=-b_{t} \geq-\frac{1}{2}$

$$
\begin{aligned}
\sum_{t=1}^{T} b_{t} h_{t}\left(x_{i}\right) \alpha_{t} & =\sum_{t=1}^{T} b_{t}\left[h_{t}\left(x_{i}\right)-1\right] \alpha_{t}+\sum_{t=1}^{T} b_{t} \alpha_{t} \\
& \geq \sum_{t=1}^{T} \frac{1}{2}\left[h_{t}\left(x_{i}\right)-1\right] \alpha_{t}+\sum_{t=1}^{T} b_{t} \alpha_{t}
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{t=1}^{T} \frac{1}{2} h_{t}\left(x_{i}\right) \alpha_{t}+\sum_{t=1}^{T}\left(\frac{1}{2}-a_{t}\right) \alpha_{t} \tag{11}
\end{equation*}
$$

Suppose the final strong classifier is

$$
H(x)= \begin{cases}1 & \sum_{t=1}^{T} h_{t}\left(x_{i}\right) \alpha_{t} \geq K  \tag{12}\\ -1 & \sum_{t=1}^{T} h_{t}\left(x_{i}\right) \alpha_{t}<K\end{cases}
$$

Then for falsely rejected samples,

$$
\begin{equation*}
e^{-\sum_{t=1}^{T} a_{t} h_{t}\left(x_{i}\right) \alpha_{t}}>e^{-\frac{1}{2} K+\sum_{t=1}^{T}\left(\frac{1}{2}-a_{t}\right) \alpha_{t}} \tag{13}
\end{equation*}
$$

Since it is independent of individual samples, we can assume

$$
\begin{equation*}
e^{-\frac{1}{2} K+\sum_{t=1}^{T}\left(\frac{1}{2}-a_{t}\right) \alpha_{t}}=a Z \tag{14}
\end{equation*}
$$

For false accepted samples,

$$
\begin{equation*}
e^{\sum_{t=1}^{T} b_{t} h_{t}\left(x_{i}\right) \alpha_{t}} \geq e^{\frac{1}{2} K+\sum_{t=1}^{T}\left(\frac{1}{2}-a_{t}\right) \alpha_{t}}=(1-a) Z \tag{15}
\end{equation*}
$$

From Eq. (14) and (15), we can get

$$
\begin{array}{r}
K=\ln \frac{1-a}{a} \\
Z=\frac{e^{\sum_{t=1}^{T}\left(\frac{1}{2}-a_{t}\right) \alpha_{t}}}{\sqrt{a(1-a)}} \tag{17}
\end{array}
$$

So

$$
\begin{array}{r}
\sum_{i=1}^{N} w_{i}^{1} e^{-\sum_{t=1}^{T} y_{i}^{t} h_{t}\left(x_{i}\right) \alpha_{t}} \geq Z[a F R R+(1-a) F A R] \\
=e^{\sum_{t=1}^{T}\left(\frac{1}{2}-a_{t}\right) \alpha_{t}} \frac{[a F R R+(1-a) F A R]}{\sqrt{a(1-a)}} \tag{18}
\end{array}
$$

In order to compare the performance under different choices of $a$, we define the normalized asymmetric classification error as

$$
\begin{equation*}
\varepsilon=\frac{a F R R+(1-a) F A R}{\sqrt{a(1-a)}} \tag{19}
\end{equation*}
$$

For $h_{t} \in[-1,+1]$,

$$
\begin{aligned}
Z_{t} & =\sum_{i=1}^{N} w_{i}^{t} e^{-y_{i}^{t} h_{t}\left(x_{i}\right) \alpha_{t}} \\
& \leq \sum_{i=1}^{N} w_{i}^{t}\left[e^{-a_{t} \alpha_{t}} \frac{a_{t}+y_{i}^{t} h_{t}\left(x_{i}\right)}{2 a_{t}}+e^{a_{t} \alpha_{t}} \frac{\left.a_{t}-y_{h_{t}^{t} h_{t}\left(x_{i}\right)}^{2 a_{t}}\right]}{}\right. \\
& =\sum_{i=1}^{N} w_{i}^{t}\left[e^{-a_{t} \alpha_{t}} \frac{1+y_{i}^{t} h_{t}\left(x_{i}\right) / a_{t}}{2}+e^{a_{t} \alpha_{t}} \frac{1-y_{i}^{t} h_{t}\left(x_{i}\right) / a_{t}}{2}\right]
\end{aligned}
$$

Let

$$
\gamma_{t}=\frac{\sum_{i=1}^{N} w_{i}^{t} y_{i}^{t} h_{t}\left(x_{i}\right)}{a_{t}}
$$

be the normalized margin, we have

$$
\begin{equation*}
Z_{t} \leq e^{-a_{t} \alpha_{t}} \frac{1+\gamma_{t}}{2}+e^{a_{t} \alpha_{t}} \frac{1-\gamma_{t}}{2} \tag{22}
\end{equation*}
$$

Minimizing the right hand side, we get

$$
\begin{array}{r}
Z_{t} \leq \sqrt{1-\gamma_{t}^{2}} \\
\alpha_{t}=\frac{1}{2 a_{t}} \ln \frac{1+\gamma_{t}}{1-\gamma_{t}} \tag{24}
\end{array}
$$

So the training error

$$
\begin{equation*}
\varepsilon \leq e^{\sum_{t=1}^{T}\left(a_{t}-\frac{1}{2}\right) \alpha_{t}} \prod_{t=1}^{T} \sqrt{1-\gamma_{t}^{2}} \tag{25}
\end{equation*}
$$

Since the weak classifiers selected become more and more trivial in the training process in practice, $\alpha_{t}$ will tend to 0 , so $e^{\sum_{t=1}^{T}\left(a_{t}-\frac{1}{2}\right) \alpha_{t}}$ will be bounded by a constant $C$, so

$$
\begin{equation*}
\varepsilon \leq C \prod_{t=1}^{T} \sqrt{1-\gamma_{t}^{2}} \tag{26}
\end{equation*}
$$

When $a=b=a_{t}=b_{t}=\frac{1}{2}$, it can be seen that the asymmetric AdaBoost is really the ordinary AdaBoost.

For $h_{t} \in\{-1,+1\}$, the upper bound can be further investigated

$$
\begin{align*}
Z_{t} & =\sum_{i=1}^{N} w_{i}^{t} e^{-y_{i}^{t} h_{t}\left(x_{i}\right) \alpha_{t}} \\
& =A_{t} e^{-a_{t} \alpha_{t}}+B_{t} e^{a_{t} \alpha_{t}}+C_{t} e^{b_{t} \alpha_{t}}+D_{t} e^{-b_{t} \alpha_{t}} \tag{27}
\end{align*}
$$

where $A_{t}=P\left(y_{i}^{t}=a_{t}, h_{t}\left(x_{i}\right)=1\right), B_{t}=P\left(y_{i}^{t}=\right.$ $\left.a_{t}, h_{t}\left(x_{i}\right)=-1\right), C_{t}=P\left(y_{i}^{t}=-b_{t}, h_{t}\left(x_{i}\right)=1\right)$ and $D_{t}=P\left(y_{i}^{t}=-b_{t}, h_{t}\left(x_{i}\right)=-1\right)$. Minimizing the right hand side of equation (27), we have

$$
\begin{align*}
Z_{t} & \leq 2\left(\sqrt{A_{t} B_{t}}+\sqrt{C_{t} D_{t}}\right) \\
\alpha_{t} & =\frac{1}{2} \ln \frac{A_{t} D_{t}}{B_{t} C_{t}}  \tag{28}\\
a_{t} & =\frac{\ln A_{t} / B_{t}}{2 \alpha_{t}}
\end{align*}
$$

So the training error

$$
\begin{equation*}
\varepsilon \leq C \prod_{t=1}^{T} 2\left(\sqrt{A_{t} B_{t}}+\sqrt{C_{t} D_{t}}\right) \tag{29}
\end{equation*}
$$

The upper bound of $Z_{t}$ of AdaBoost in [5] is $2 \sqrt{\left(A_{t}+D_{t}\right)\left(B_{t}+C_{t}\right)}$. Since $2\left(\sqrt{A_{t} B_{t}}+\sqrt{C_{t} D_{t}}\right) \leq$ $2 \sqrt{\left(A_{t}+D_{t}\right)\left(B_{t}+C_{t}\right)}$, the asymmetric AdaBoost can get smaller training error bound.
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