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 In this paper, a problem of managed inventory by the vendor in the production-
distribution supply chain is presented based on the scenario. The main purpose 
of presenting the model of maximizing producer profit in a three-level supply 
chain network consisting of various strategic and tactical decisions under 
uncertainty. Due to the nonlinearity and NP-Hardness of the problem, meta-
heuristic genetic algorithms, Whale optimization algorithm and league champions 
algorithm have been used. The results of problem solving show the high 
efficiency of meta-heuristic algorithms compared to accurate methods in solving 
the above model. So that the maximum percentage of relative differences 
between the methods mentioned with GAMS is less than 1%.Also, by solving the 
sample problems in larger sizes, it was observed that the league champions 
algorithm has the highest efficiency in terms of achieving the optimal value of the 
target function in a shorter time than the other algorithms used, with a useful 
weight of 0.998. 
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1. Introduction 

In any industry, the relationship between the manufacturer and the customers is most important. In the 

traditional inventory control system, the customer manages his inventory and the place of reprocessing his 

inventory by ordering it from the manufacturer. More recently, supply chain initiatives such as VMI have 

brought about changes in traditional customer-producer relationships (Pol & Inamdar, 2012). Salesman 

inventory management is one of the most popular partnership methods to increase supply chain efficiency, 

the principles of which were established in the late 1980s. Nowadays, VMI plays a very key and critical role 

in small and large supply chains that have the feature of "fast customer response".In this partnership, the 

supplier, who is sometimes the producer, vendor, or distributor, makes decisions about inventory control for 

the consumer (Chakraborty et al., 2015). Sales inventory management is a logistical strategy. The traditional 

supply chain is a system consisting of suppliers and customers that these members are connected to each 
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other through the forward flow of materials and the reverse flow of information (Nozari et al., 2022). In the 

traditional supply chain, each actor is solely responsible for inventory control. The main challenge facing all 

members - retailers, distributors, manufacturers and suppliers - is how much the manufacturing system has 

to order to meet customer demand, which is the classic problem of controlling production and inventory. 

(Oláh et al., 2017- Nozari et al., 2022). Nowadays, VMI has become a tool that is widely used to improve 

supply chain performance. However, not all VMIs work successfully (Lee et al., 2015). Inventory is one of 

the most valuable assets for any company, but the results show that most companies fail to manage it 

effectively. The majority of manufacturers and distributors rely on outdated and very simple policies or 

inventory maintenance. 

Vendor Managed Inventory (VMI) is a logistics strategy in which the supplier can control and manage its 

customers' inventory with the information provided by them. In today's competitive world, companies are 

increasingly looking to reduce costs and inventory levels to maximize profits, and VMI plays a key role in 

achieving these goals (Ghahremani et al., 2022). With the implementation of the vendor's VMI by the buyer 

organization, the decision is made to replenish the inventory. The difference between VMI and other models 

is that in the VMI system, the retailer, in addition to sharing accurate information about its inventory level 

and customer demand from the supplier, leaves all inventory management decisions to the supplier. The 

benefits of using VMIs for retailers include reducing overhead costs and transferring inventory costs to the 

supplier. The benefits of using a VMI for the supplier are not explicitly and directly generated, and by long-

term use of a Vendor Managed Inventory system and linking shipments between the supplier and a number 

of retailers, inventory costs can be reduced. The stages of completing an order in a supply chain without / 

with VMI have some differences, which are discussed below. 

 Steps to complete ordering in a small supply chain without VMI 

In the process of completing the order, the amount of sales is predicted using old data. The manufacturer then 

tracks inventory sales information (usually the amount of inventory in hand) and forecasts orders. Purchasing 

officials also look at the order information and place orders accordingly. The orders are then notified to the 

manufacturer, and the manufacturer looks at its current inventory and determines whether it can cover the 

order. If the vendor's inventory is sufficient, the product is transferred to the warehouse or retail store. The 

vendor then sends an invoice to the manufacturer. Upon receipt of the product, the manufacturer matches the 

invoice with the received items and pays the amount (Darvish and Oda, 2010). 

 Steps to complete ordering in a small supply chain despite VMI 

In the process of meeting demand using VMI, forecasting activities and the creation of purchase orders are 

usually performed by the vendor or supplier and not by the retailer. Electronic data interchange (EDI) is an 

essential component of the VMI process and plays an essential role in the data communication process. The 

retailer sends inventory and sales information to the vendor via EDI or other B2B collaboration capabilities, 

and the supplier executes purchase orders based on inventory levels. In the VMI process, the retailer is free 

to anticipate and generate orders (quantities); Because the vendor determines the orders (quantities). The 

vendor is responsible for creating and maintaining an inventory program for the retailer. The vendor sends 

the invoices to the retailer or warehouse before sending the product. Soon after, the vendor sends the invoice 

to the retailer. By receiving the product, the retailer checks the validity of the invoice and controls the 

payments across their billing payment systems (Marquès et al., 2010). In a supply chain without VMI, the 

supplier sees only the goods requested by the customer and has no information about the customer's sales or 

inventory level, while in a supply chain with VMI, the supplier observes the customer's actual inventory and 

can supply at any time. Commodities put the customer's inventory at a minimum and maximum inventory. 

The supplier sends the goods to the customer at any time when inventory is needed, taking into account the 

supply time, and thus keeps the inventory level lower. 
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Considering the above-mentioned issues regarding VMI, it can be said that the costs in such a system are 

much lower than traditional systems and have been considered by managers and companies. Therefore, in 

this paper, an inventory management model is designed by the vendor in a three-level supply-chain supply-

production network based on a scenario. Due to the importance of this issue, the producer's profit has been 

maximized. Due to the NP-Hard nature of the inventory management problem model by the vendor, this 

article uses meta-innovative algorithms such as (genetic algorithm, whale optimization algorithm and league 

champions algorithm) with a very efficient initial answer to obtain near-optimal results. The structure of the 

article is as follows, in the second part, the research literature is reviewed and the research gap is identified. 

The third section defines the problem and mathematical modeling of the problem. In the fourth section, the 

initial solution used to solve the problem is shown and the parameterization of the meta-heuristic algorithms 

is performed. In the fifth section, the experiments are analyzed. Finally, the sixth section concludes and 

presents future research proposals. 

2. Literature Review 

VMI is a term in the supply chain, when the supplier takes full responsibility for controlling the vendor's 

inventory level (Yao et al., 2007). VMI is a term for the inventory management system where the vendor 

controls the customer's daily activities and inventory. In the VMI, the manufacturer or vendor assumes 

responsibility for managing his customers' inventory, and most of the common inventory maintenance costs 

are transferred from the customer to the vendor. However, by taking over inventory management, the 

producer will be able to coordinate inventory control and production decisions (Archetti et al., 2007). VMI 

is one of the most widely discussed initiatives to improve the supply chain efficiency of several companies. 

This initiative, known as continuous refill or Vendor Managed Inventory, was popularized in the late 1980s 

by WalMart and Procter & Gamble. VMI has become one of the most important programs in the food 

industry. As Tyan & Wee (2003) showed in their research on the food industry, VMIs can not only reduce 

costs, but also help improve service levels and create job opportunities for both sides of the supply chain. 

Many leading companies in various industries, such as Campbell Soup, Johnson & Johnson, and Barilla 

Waller et al., Have implemented Electrolux Italy, Nestlé and Texo, Boeing, and Aqua VMI. With VMI 

implemented, the vendor makes the decision to replenish inventory on behalf of the buyer organization. This 

means that the vendor monitors the buyer's inventory (either in person or by e-mail) and makes periodic 

resale decisions based on order quantity, shipping, and time. Pasandideh et al. (2011) in an article presented 

a two-level supply chain network model with one manufacturer and several retailers. In this system, the 

vendor operates using retail information about the supply of orders. Given the nonlinearity of the proposed 

supply chain network model, they used a genetic algorithm to solve the problem. In a paper modeling a 

supply chain network based on Vendor Managed Inventory, Yu et al. (2012) presented how the vendor 

decides how to manage the inventory system to convert raw materials into products. 

Sadeghi et al. (2013) modeled a customer-centered inventory management problem in a two-level supply 

chain network with multiple vendors and multiple retailers. Their main purpose was to determine the amount 

of orders along with the number of shipments received by retailers and vendors, taking into account the 

reduction in the cost of the entire inventory system. They used genetic algorithms and particle swarm 

optimization to solve the problem. Nia et al. (2014) considered a inventory management model by the vendor 

with one buyer and one vendor with several products in fuzzy conditions. There was a shortage in their model 

and the storage capacity, delivery, orders and number of pallets were limited. Also in this model, demand 

and storage capacity and volume of orders were considered fuzzy. They used the ant algorithm to solve the 

problem and compared the model with a detailed genetic and evolutionary algorithm for validation. 

Taleizadeh et al. (2015) presented a two-level inventory model with one vendor and several retailers in a 

non-competitive environment with degradability of raw materials and final product. Market demand for the 

final product was considered definitive. The decisions of the retailer's final pricing model were the raw 
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material reprocessing sequence, the product reprocessing cycle, and the production rate, so as to maximize 

the profits of the entire supply chain network. In their modeling, they used game theory with a Stockelberg 

approach, and the vendor was considered the leader and the retailer the follower. Khan et al. (2016) proposed 

a vendor-based supply chain model of inventory management to reduce system costs. In this paper, the supply 

chain considered included one vendor and several buyers. Finally, the impact of different parts of defective 

materials, storage costs as well as disposal plans were investigated. The results showed that the salience of 

the proposed storage plan compared to a conventional contract is proportional to the size and number of 

shipments per cycle. Kaasgari et al. (2017) modeled a two-level supply chain network with one vendor and 

several retailers in which product life was limited and the distribution function was followed. In this article, 

due to the corruption of products, the use of discounts for earlier supply of products was considered. 

Babazadeh & Torabi (2018) in a paper presented a complex integer linear programming model for integrated 

production and distribution planning in a closed loop supply chain network. The model they envisioned 

included several products, several time periods, and several direct and indirect vehicles. In an article on a 

supply chain issue with one supplier and several retailers, Pasandideh et al. (2018) modeled several products 

based on the vendor inventory policy. The main purpose of this article was to find the desired number of 

products in order to consider two policies. To solve this problem, they used the teacher-student algorithm 

and implemented their designed model on a real case study. Soni et al. (2018) examined a vendor inventory 

system issue in which vendor decisions were considered instead of buyer decisions. The main purpose of this 

article was to compare the traditional system and VMI with the lowest system cost. After problem solving 

and sensitivity analysis, they showed that VMI incurs lower costs compared to the traditional system. 

Sainathan et al. (2019) in an article examined the supply chain management based on VMI. They provided a 

mathematical model for analyzing retail and customer inventory contracts. De Giovanni et al. (2019) 

presented an integrated model of production and inventory management with pricing and advertising 

considerations to evaluate the effects of advertising programs. They examined a supply chain based on VMI 

along with a transportation contract for supply chain coordination. Mishra & Talati (2019) proposed an 

evolutionary algorithm to minimize the costs of the production-inventory problem. To this end, they 

considered time-dependent failure as a Weibull distribution in their integrated model, including manufacturer 

and retailer, and used a genetic algorithm to minimize total costs. Pramudyo & Luong (2019) presented a 

vendor-based supply chain model of inventory management for a system with one vendor and several 

retailers. The main purpose of this model was to determine the optimal amount of production and distribution 

to reduce system costs. To solve the problem, they used genetic algorithms to obtain near-optimal results. 

Dai et al. (2020) proposed a cyclical inventory routing-inventory model under the VMI policy for perishable 

products with supply-side demand and price in the supply chain. They used a hybrid algorithm to solve the 

problem. Çömez-Dolgan et al. (2021) examined the impact of two-level supply chain coordination, including 

one vendor and one buyer in the presence of late delivery costs. Fang & Chen (2021) implemented an 

integrated VMI Hub to solve the inventory problem. They introduced two different models including the 

stock transfer order structure (STO) and the purchase order structure (SO). Lotfi et al. (2022) proposed three 

fuzzy and data-driven combined optimization models for the Resilience Supply and Sustainable Health Care 

Supply Chain (RSHCSC) with the VMI approach. The first model is the mean absolute function, the second 

model is the conditional risk value (CVaR) and the third model is the traditional inventory model. Modares 

et al. (2022) used redundancy allocation (RAP) as an effective technique to increase vendor reliability and 

also considered retailer reliability as well as the relationship between retailers and vendors. 

After reviewing the literature and examining the research gap, in this paper, an inventory management 

problem by the vendor in a supply chain network in the scenario-driven mode is reviewed and modeled. 

Genetic algorithms, whale optimization algorithm and the league champions algorithm have also been used 

to solve the problem. 



26 

 

3. Problem Definition 

This paper considers a three-level supply chain issue involving several external suppliers, several distributors, 

and one manufacturer. The manufacturer buys the raw materials needed to produce different products from 

foreign suppliers and produces various products according to the consumption coefficient of raw materials 

and production limitations. The products are sent to the distributors from the production center. Distributors 

can sell each product at a different retail price. Therefore, the agreement between the manufacturer and the 

distributors will be based on the VMI. Based on an agreement reached between the manufacturer and each 

distributor. Each distributor must pay a cost to the manufacturer for managing the inventory of each product. 

According to the following assumptions, the production-distribution problem can be modeled in scenario-

based mode based on VMI: 

• Discounts are not allowed and the level of manpower is assumed to be constant. 

• Shortages are allowed for distributors. 

• Demand is calculated as a nonlinear function of the retail price. 

• The cost of maintaining the final product is the same for the distributor and manufacturer in each 

time period. 

• The ordering period of each product is the same for all distributors. 

• Therefore, the main purpose of this article is to determine the wholesale and retail prices of each 

distributor as well as the amount of product produced, the amount of shortage of each product and 

the amount of inventory in such a way as to maximize profits from manufacturers selling products 

to distributors and general level wholesale and retail prices. To perform modeling, the set, parameters 

and decision variables are defined as follows. 

 Sets 

𝑆 Set of foreign suppliers 𝑠 =  {1,2,… , 𝑆} 

𝐶 Distributor set 𝑐 =  {1,2,… , 𝐶} 

𝑀 Raw material set 𝑚 =  {1,2,… ,𝑀} 

𝑇 Time period set 𝑡 =  {1,2,… , 𝑇} 

𝐼 Product set 𝑖 =  {1,2,… , 𝐼} 

𝑆𝑒 Set of scenarios 𝑠𝑒 =  {1,2,… , 𝑆𝑒} 

 Parameters 

𝑃𝑟𝑠𝑒 Probability of occurrence of scenario se 

𝐾𝑐
𝑠𝑒 Market Index for Distributor c in Scenario se 

𝐸𝑐
𝑠𝑒 Price elasticity in relation to the distributor market c in scenario se 

𝜁𝑖𝑐𝑡 The cost of inventory management of each product i relates to distributor c in period t 

𝑆𝑒𝑖𝑡 Fixed cost of product preparation i for the manufacturer in period t 

𝐶𝑟𝑖𝑡
𝑠𝑒 Cost of production of each unit of product i at normal time in time period t in scenario se 

𝐶𝑜𝑖𝑡
𝑠𝑒 Cost of production of each unit of product i in overtime in period t in scenario se 

𝐶𝑐𝑖𝑡
𝑠𝑒 The cost of producing each unit of product i in the ancillary contract over time t in scenario se 

𝑎𝑖
𝑠𝑒 The time required to produce each unit of product i in scenario se 

𝐻𝑚𝑚𝑡
𝑠𝑒  The cost of maintaining each unit of raw materials m produced in period t in scenario se 
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𝐻𝑝
𝑖𝑡
𝑠𝑒 The cost of maintaining each unit of product i the manufacturer in period t in scenario se 

𝑆𝑟𝑐𝑡 Fixed cost of ordering distributor c in time period t 

𝐻𝑖𝑐𝑡
𝑠𝑒  The cost of maintaining each unit of product i distributor c in period t in scenario se 

𝜋𝑖𝑐𝑡
𝑠𝑒  Cost of shortage of each unit of product i distributor c in time period t in scenario se 

𝜀𝑚𝑖 Number of raw materials required m to produce each unit of product i 

𝑉𝑜𝑖 Volume of each unit of final product i 

𝑇𝑐𝑠𝑠𝑚𝑡
𝑠𝑒  The cost of distributing each unit of raw material m from supplier s to producer in time period 

t in scenario se 

𝑇𝑐𝑐𝑖𝑐𝑡
𝑠𝑒  The cost of distributing each unit of product i from producer to distributor c over time t in 

scenario se 

𝐶𝑚𝑠𝑚𝑡
𝑠𝑒  The cost of raw material m from supplier s in time period t in scenario se 

𝑇𝐶𝐴𝑅𝑡 Maximum time available for production at normal time in period t 

𝑇𝐶𝐴𝑂𝑡 Maximum time available for production in overtime during period t 

𝑇𝐶𝐴𝐶𝑡 Maximum production capacity of ancillary contract in time period t 

𝐶𝐴𝑃𝑀𝑚 Maximum storage capacity of raw materials for the producer in the period t 

𝐶𝐴𝑃𝑆𝑠𝑚𝑡 Maximum raw material delivery capacity m supplier s in time period t 

𝜏𝑠 Duration of transportation of each raw material from supplier s to manufacturer 

𝜐𝑐 Shipping time of each unit of final product from manufacturer to distributor c 

𝐴1 Maximum budget available for distributor costs 

𝐴2 Maximum time available for distribution of raw materials and final products 

𝐵𝑇𝑡 The total volumetric space of production of products in the period t 

 Decision Variables 

𝑃𝑖𝑐𝑡
𝑠𝑒  Retail price of each unit of product i related to distributor c in period t in scenario se 

𝑊𝑖𝑐𝑡
𝑠𝑒  The wholesale price of each unit of product i relates to distributor c in period t in scenario se 

𝐵𝑖𝑐𝑡
𝑠𝑒  Deficit rate of each product unit i related to distributor c in time period t in scenario se 

𝐶𝑌𝑖𝑡
𝑠𝑒 General ordering period of each product unit i in time period t in scenario se 

𝑋𝑅𝑖𝑡
𝑠𝑒 The amount of product i produced in normal time in time period t in scenario se 

𝑋𝑂𝑖𝑡
𝑠𝑒 The amount of product i produced during overtime in time period t in scenario se 

𝑋𝐶𝑖𝑡
𝑠𝑒 The amount of product i produced in the ancillary contract in time period t in scenario se 

𝑆𝑈𝑃𝑠𝑚𝑡
𝑠𝑒  The amount of raw material m distributed from supplier s to producer in time period t in 

scenario se 

𝐼𝑀𝑚𝑡
𝑠𝑒  The amount of raw material inventory stored m for the producer at the end of time period t 

in scenario se 

𝐷𝑖𝑐𝑡
𝑠𝑒  Demand for each unit of final product i Distributor c in time period t in scenario se 
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𝑝
𝑖𝑡
𝑠𝑒 Final product production rate i in time period t in scenario se 

𝐼𝑃𝑖𝑡
𝑠𝑒 Average inventory level during the general order period of the final product i for the producer 

in period t in scenario se 

𝑇𝐶𝑉𝑀𝐼
𝑠𝑒 Costs resulting from inventory management by the vendor in scenario se 

In the general order period policy, the order period of each product in each time period is the same for all 

distributors and the orders are sent to the manufacturer in an integrated manner. This policy provides the 

ability for the manufacturer to respond to all orders at the same time and have more effective control over 

orders. In this case, the cost of ordering will be reduced compared to the case of multiple order periods. In 

this paper, the general ordering period of the decision variable is assumed and must be selected in such a way 

that the goals of the model are achieved; Therefore, for each product in each time period, general ordering 

periods are considered. The order quantity of each retailer in each public order period is equal to the amount 

of demand sent to that distributor in that time period during the general order period. For each product in 

each time period, the manufacturer sends the product in its entirety to the distributors for the total amount of 

the distributors' orders during a public order period, and each distributor receives orders depending on the 

amount of demand in that public order period. Figure (1) shows the average inventory and shortage of product 

for distributors over the time period of that product in the public order period policy. Figure (2) also shows 

the level of inventory of the product during the planning period of that product for the manufacturer in this 

policy. 

 

 

 

 

 

 

 

 

 

Fig. 1. Product inventory chart for the distributor in the general order period policy 
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Fig. 2. Inventory chart for the manufacturer in the general order period policy 
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𝑠𝑒 = 𝐼𝑀𝑚𝑡−1

𝑠𝑒 +  𝑆𝑢𝑝
𝑠𝑚𝑡
𝑠𝑒

𝑠

−  𝜀𝑚𝑖(𝑋𝑅𝑖𝑡
𝑠𝑒 + 𝑋𝐶𝑖𝑡

𝑠𝑒 + 𝑋𝑂𝑖𝑡
𝑠𝑒)

𝑖

,     ∀𝑚, 𝑡, 𝑠𝑒 

(8)  𝑎𝑖
𝑠𝑒𝑋𝑅𝑖𝑡

𝑠𝑒

𝑖

≤ 𝑇𝐶𝐴𝑅𝑡,     ∀𝑖, 𝑡, 𝑠𝑒 

(9)  𝑎𝑖
𝑠𝑒𝑋𝐶𝑖𝑡

𝑠𝑒

𝑖

≤ 𝑇𝐶𝐴𝐶𝑡,     ∀𝑖, 𝑡, 𝑠𝑒 

(10)  𝑎𝑖
𝑠𝑒𝑋𝑂𝑖𝑡

𝑠𝑒

𝑖

≤ 𝑇𝐶𝐴𝑂𝑡,     ∀𝑖, 𝑡, 𝑠𝑒 

(11)  𝐼𝑀𝑚𝑡
𝑠𝑒

𝑚

≤ 𝐶𝐴𝑃𝑀𝑡,     ∀𝑡, 𝑠𝑒 

(12) 𝑆𝑢𝑝
𝑠𝑚𝑡
𝑠𝑒 ≤ 𝐶𝐴𝑃𝑆𝑠𝑚𝑡,     ∀𝑠, 𝑚, 𝑡, 𝑠𝑒 
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(13)  𝐷𝑖𝑐𝑡
𝑠𝑒

𝑐

≤ 𝑝
𝑖𝑡
𝑠𝑒,     ∀𝑖, 𝑡, 𝑠𝑒 

(14)  𝐷𝑖𝑐𝑡
𝑠𝑒

𝑖,𝑐,𝑡

(𝑊𝑖𝑐𝑡
𝑠𝑒 − 𝑃𝑖𝑐𝑡

𝑠𝑒 + 𝜁
𝑖𝑐𝑡

) ≤ 𝐴1,     ∀𝑠𝑒 

(15)  𝜏𝑠

𝑠,𝑚,𝑡

𝑆𝑢𝑝
𝑠𝑚𝑡
𝑠𝑒 +  𝜐𝑐

𝑖,𝑐,𝑡

𝐷𝑖𝑐𝑡
𝑠𝑒 ≤ 𝐴2,     ∀𝑠𝑒 

(16)  𝑉𝑜𝑖(𝑋𝑅𝑖𝑡
𝑠𝑒 + 𝑋𝐶𝑖𝑡

𝑠𝑒 + 𝑋𝑂𝑖𝑡
𝑠𝑒)

𝑖

≤ 𝐵𝑇𝑡,     ∀𝑡, 𝑠𝑒 

(17) 

𝑇𝐶𝑉𝑀𝐼
𝑠𝑒 =  

𝑆𝑟𝑐𝑡

𝐶𝑌𝑖𝑡
𝑠𝑒

𝑖,𝑐,𝑡

+  𝐻𝑖𝑐𝑡
𝑠𝑒 (

𝐷𝑖𝑐𝑡
𝑠𝑒 (1 − 𝐵𝑖𝑐𝑡

𝑠𝑒 )2𝐶𝑌𝑖𝑡
𝑠𝑒2

2𝐶𝑌𝑖𝑡
𝑠𝑒 )

𝑖,𝑐,𝑡

+  𝜋𝑖𝑐𝑡
𝑠𝑒 (

𝐷𝑖𝑐𝑡
𝑠𝑒 𝐵𝑖𝑐𝑡

𝑠𝑒 2𝐶𝑌𝑖𝑡
𝑠𝑒2

2𝐶𝑌𝑖𝑡
𝑠𝑒 )

𝑖,𝑐,𝑡

−  𝜁
𝑖𝑐𝑡

𝐷𝑖𝑐𝑡
𝑠𝑒

𝑖,𝑐,𝑡

,     ∀𝑠𝑒 

(18) 0 ≤ 𝐵𝑖𝑐𝑡
𝑠𝑒 ≤ 1,     ∀𝑖, 𝑐, 𝑡, 𝑠𝑒 

(19) 𝑃𝑖𝑐𝑡
𝑠𝑒 , 𝑊𝑖𝑐𝑡

𝑠𝑒 , 𝐵𝑖𝑐𝑡
𝑠𝑒 , 𝐶𝑌𝑖𝑡

𝑠𝑒, 𝑋𝑅𝑖𝑡
𝑠𝑒, 𝑋𝑂𝑖𝑡

𝑠𝑒, 𝑋𝐶𝑖𝑡
𝑠𝑒, 𝑆𝑈𝑃𝑠𝑚𝑡

𝑠𝑒 , 𝐼𝑀𝑚𝑡
𝑠𝑒 , 𝐷𝑖𝑐𝑡

𝑠𝑒 , 𝑝
𝑖𝑡
𝑠𝑒, 𝐼𝑃𝑖𝑡

𝑠𝑒 ≥ 0   ∀𝑖, 𝑠, 𝑡, 𝑐, 𝑚, 𝑠𝑒 

Equation (1) shows the objective function of the problem and its purpose is to maximize the profit of the 

producer. This profit is the difference between the revenue from the sale of products to distributors and the 

costs associated with it. Equation (2) calculates the amount of problem demand from the Cobb-Douglas 

relation. Equation (3) shows the production rate of the final product in each time period. Equation (4) shows 

the average inventory level during the general ordering period in each time period. Equation (5) calculates 

the retail and wholesale prices of each distribution center. Equation (6) shows the equilibrium relationship of 

inventory per final product. Equation (7) also shows the equilibrium relationship of inventory per raw 

material. Equations (8) to (10) show the maximum time available for production in normal time, overtime 

and ancillary contract. Equation (11) limits the producer's capacity to store raw materials and Equation (12) 

limits the distribution capacity of raw materials from each supplier. Equation (13) shows the producer rate 

of production. Equation (14) limits the total costs of distributors from purchasing products. Equation (15) 

limits the maximum distribution time of raw materials and final products. Equation (16) shows the production 

volume limit. Equation (17) calculates the costs of inventory management by the vendor. Relationships (18) 

and (19) show the type and gender of decision variables. 

After modeling the production-distribution problem based on inventory management by the vendor in 

scenario-based mode, genetic algorithms, league champions algorithm and whale optimization algorithm 

have been used to solve the problem in larger sizes. Therefore, in this part of the article, the design of the 

primary chromosome or the initial solution used in solving the problem with meta-heuristic algorithms is 

discussed and by providing a numerical example, the designed chromosome size and how to decode it is 

described. For example, a production-distribution problem based on inventory management by the vendor 

with 3 different products (𝑖 =  1,2,3), 2 retailers (𝑐 =  1,2), 3 different time periods (𝑡 =  1,2,3) and 

consider in 2 different scenarios (𝑠𝑒 =  1,2). Therefore, the initial answer to the problem can be provided in 

Figure (3). 

 

Average inventory level Retail price 

𝑡 = 3 𝑡 = 2 𝑡 = 1 
                  Period 
product 

𝑐 = 2 𝑐 = 1 
retail vendor 

product 

 

   𝑖 = 1   𝑖 = 1 

𝑡
=

1
,2
,3
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   𝑖 = 3   𝑖 = 3 

 

Fig. 3. The initial solution (chromosome) was designed to solve the production-distribution problem 

According to Figure (3), it can be seen that the initial answer is to generate real random numbers for the two 

variables of retail price and average inventory level in different scenarios. Other decision variables can be 

calculated based on the random data generated in Figure (3). However, in the production of initial answers 

or the production of new answers, the solution space may be unjustified, and a penalty function has been 

used to resolve this issue. The following steps show how to decode the initial answer and solve the proposed 

model. 

Step 1: Calculate the decision variable 𝐷𝑖𝑐𝑡
𝑠𝑒  from the following equation due to the availability of the variable 

𝑃𝑖𝑐𝑡
𝑠𝑒 . 

(20)  𝐷𝑖𝑐𝑡
𝑠𝑒 = 𝐾𝑐

𝑠𝑒 . 𝑃𝑖𝑐𝑡
𝑠𝑒−𝐸𝑐

𝑠𝑒

,     ∀𝑖, 𝑐, 𝑡, 𝑠𝑒 

Step 2: Calculate the 𝑊𝑖𝑐𝑡
𝑠𝑒  decision variable from Equation (21) due to the availability of the variable 𝑃𝑖𝑐𝑡

𝑠𝑒 . 

(21)  𝑃𝑖𝑐𝑡
𝑠𝑒 > 𝑊𝑖𝑐𝑡

𝑠𝑒 − 𝜁𝑖𝑐𝑡 ,     ∀𝑖, 𝑐, 𝑡, 𝑠𝑒 

Step 3: Calculate the value of the 𝑝
𝑖𝑡
𝑠𝑒 decision variable from Equations (22) and (23). 

(22)  𝐼𝑃𝑖𝑡
𝑠𝑒 = 𝐼𝑃𝑖𝑡−1

𝑠𝑒 + 𝑝𝑖𝑡
𝑠𝑒 −  𝐷𝑖𝑐𝑡

𝑠𝑒

𝑐

,     ∀𝑖, 𝑡, 𝑠𝑒 

(23)   𝐷𝑖𝑐𝑡
𝑠𝑒

𝑐

≤ 𝑝𝑖𝑡
𝑠𝑒 ,     ∀𝑖, 𝑡, 𝑠𝑒 

Step 4: Calculate the value of the decision variable 𝐶𝑌𝑖𝑡
𝑠𝑒 from the relation (24). 

(24)  
𝐼𝑃𝑖𝑡

𝑠𝑒 = (
∑ 𝐷𝑖𝑐𝑡

𝑠𝑒 2
𝑐 𝐶𝑌𝑖𝑡

𝑠𝑒2

2𝑝𝑖𝑡
𝑠𝑒𝐶𝑌𝑖𝑡

𝑠𝑒 ),     ∀𝑖, 𝑡, 𝑠𝑒 

Step 5: Calculate the value of the decision variables 𝑋𝑅𝑖𝑡
𝑠𝑒 ،𝑋𝐶𝑖𝑡

𝑠𝑒 and 𝑋𝑂𝑖𝑡
𝑠𝑒 according to the following 

equations: 

(25)  𝑝𝑖𝑡
𝑠𝑒 = 𝑋𝑅𝑖𝑡

𝑠𝑒 + 𝑋𝐶𝑖𝑡
𝑠𝑒 + 𝑋𝑂𝑖𝑡

𝑠𝑒 ,     ∀𝑖, 𝑡, 𝑠𝑒 

First, it should be noted that the sum of the decision variables presented in step 5 should be equal to the 

decision variable obtained in step 3. Therefore, first the decision variable 𝑋𝑅𝑖𝑡
𝑠𝑒 is set in such a way that 

relation (26) is not violated. If the value of 𝑋𝑅𝑖𝑡
𝑠𝑒 is not equal to the value of 𝑝

𝑖𝑡
𝑠𝑒; The decision variable 𝑋𝑂𝑖𝑡

𝑠𝑒 

will not be set as long as the relation is not violated (27) and finally the decision variable 𝑋𝐶𝑖𝑡
𝑠𝑒 will not be 

set as long as the relation is not violated (28). 

(26)   𝑎𝑖
𝑠𝑒𝑋𝑅𝑖𝑡

𝑠𝑒

𝑖

≤ 𝑇𝐶𝐴𝑅𝑡 ,     ∀𝑖, 𝑡, 𝑠𝑒 

(27)   𝑎𝑖
𝑠𝑒𝑋𝑂𝑖𝑡

𝑠𝑒

𝑖

≤ 𝑇𝐶𝐴𝑂𝑡,     ∀𝑖, 𝑡, 𝑠𝑒 

(28)   𝑎𝑖
𝑠𝑒𝑋𝐶𝑖𝑡

𝑠𝑒

𝑖

≤ 𝑇𝐶𝐴𝐶𝑡,     ∀𝑖, 𝑡, 𝑠𝑒 

𝑠𝑒 = 1,2 
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Step 6: Calculate the value of the decision variable 𝑆𝑢𝑝
𝑠𝑚𝑡
𝑠𝑒  with respect to non-violation of relations (29) and 

(30). 

(29)   𝜏𝑠

𝑠,𝑚,𝑡

𝑆𝑢𝑝𝑠𝑚𝑡
𝑠𝑒 +  𝜐𝑐

𝑖,𝑐,𝑡

𝐷𝑖𝑐𝑡
𝑠𝑒 ≤ 𝐴2,     ∀𝑠𝑒 

(30)  𝑆𝑢𝑝𝑠𝑚𝑡
𝑠𝑒 ≤ 𝐶𝐴𝑃𝑆𝑠𝑚𝑡,     ∀𝑠,𝑚, 𝑡, 𝑠𝑒 

Step 7: Calculate the decision variable 𝐼𝑀𝑚𝑡
𝑠𝑒  from relation (31) with the condition of non-violation of relation 

(32). 

(31)  𝐼𝑀𝑚𝑡
𝑠𝑒 = 𝐼𝑀𝑚𝑡−1

𝑠𝑒 +  𝑆𝑢𝑝𝑠𝑚𝑡
𝑠𝑒

𝑠

−  𝜀𝑚𝑖(𝑋𝑅𝑖𝑡
𝑠𝑒 + 𝑋𝐶𝑖𝑡

𝑠𝑒 + 𝑋𝑂𝑖𝑡
𝑠𝑒)

𝑖

,     ∀𝑚, 𝑡, 𝑠𝑒 

(32)   𝐼𝑀𝑚𝑡
𝑠𝑒

𝑚

≤ 𝐶𝐴𝑃𝑀𝑡,     ∀𝑡, 𝑠𝑒 

Step 8: Calculate the decision variable 𝐵𝑖𝑐𝑡
𝑠𝑒  from the following equation: 

(33)  0 ≤ 𝐵𝑖𝑐𝑡
𝑠𝑒 ≤ 1,     ∀𝑖, 𝑐, 𝑡, 𝑠𝑒 

Step 9: Consider the penalty function for not establishing the following relationships: 

(34)   𝐷𝑖𝑐𝑡
𝑠𝑒

𝑖,𝑐,𝑡

(𝑊𝑖𝑐𝑡
𝑠𝑒 − 𝑃𝑖𝑐𝑡

𝑠𝑒 + 𝜁𝑖𝑐𝑡) ≤ 𝐴1,     ∀𝑠𝑒 

(35)   𝑉𝑜𝑖(𝑋𝑅𝑖𝑡
𝑠𝑒 + 𝑋𝐶𝑖𝑡

𝑠𝑒 + 𝑋𝑂𝑖𝑡
𝑠𝑒)

𝑖

≤ 𝐵𝑇𝑡 ,     ∀𝑡, 𝑠𝑒 

Step 10: Calculate the value of the objective function taking into account the penalty. 

Due to the NP-Hard nature of the problem, genetic algorithms, whale optimization algorithm and the league 

champions algorithm have been used to solve the sample problems in larger sizes. Before solving the 

problem, first the initial parameters of the mentioned algorithms should be set in the most optimal way, which 

is done by Taguchi method. The parameter values set for genetic algorithms, whale optimization algorithm, 

and the league champions algorithm using the Taguchi method are presented in Table (1). 

Table 1. Optimal operating levels for meta-heuristic algorithms 

Optimal parameter 
Operating levels 

Algorithm 
3 2 1 parameters 

0.5 0.7 0.5 0.2 𝑝𝑐 

GA 
0.2 0.7 0.5 0.2 𝑝𝑀 

300 300 200 100 𝑁𝑝𝑜𝑝 
300 300 200 100 𝑀𝑎𝑥 𝑖𝑡 
0.5 0.7 0.5 0.2 𝐴 

WOA 
0.2 0.7 0.5 0.2 𝐶 

300 300 200 100 𝑁𝑤ℎ𝑎𝑙𝑒 
300 300 200 100 𝑀𝑎𝑥 𝑖𝑡 
300 300 200 100 𝐿𝑒𝑎𝑔𝑢𝑒𝑆𝑖𝑧𝑒 

LCA 
300 300 200 100 𝑀𝑎𝑥 𝑖𝑡 

4 6 4 2 𝜓1 
0.9 1.1 1 0.9 𝜓2 
-2 -2 -4 -6 𝑝𝑐 
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4. Analysis of results 

  Solve the sample problem based on the scenario in small size 

Due to the uncertainty of considering some of the model parameters, first a sample problem is shown in a 

small design size and the output of the problem is shown. Table (2) shows the sample size of the sample 

designed in small size and Table (3) shows the limits of the problem parameter ranges based on uniform 

distribution. 

Table 2. Sample problem in small size 

Set Description Size 

𝑆 Set of foreign suppliers 2 
𝐶 Set of distributors 2 
𝑀 Set of raw materials 2 
𝑇 Period set 2 
𝐼 Product Set 3 
𝑆𝑒 Set of scenarios 3 

 

Table 3. Limits of problem parameter intervals based on uniform distribution 

Parameter 
Approximate range 
Scenario 1 Scenario 2 Scenario 3 

𝐾𝑐
𝑠𝑒 ~U(20000,30000) ~U(30000,50000) ~U(50000,70000) 

𝐸𝑐
𝑠𝑒 ~U(12,1.5) ~U(1.5,1.8) (1/2 ،8/1)~U 

𝐶𝑟𝑖𝑡
𝑠𝑒 (75/0 ،5/0)~U (1 ،75/0)~U (25/1 ،1)~U 

𝐶𝑜𝑖𝑡
𝑠𝑒 (5/1 ،1)~U (2 ،5/1)~U (5/2 ،2)~U 

𝐶𝑐𝑖𝑡
𝑠𝑒 (5/2 ،2)~U (3 ،5/2)~U (5/3 ،3)~U 

𝑎𝑖
𝑠𝑒 (2 ،1)~U (3 ،2)~U (4 ،3)~U 

𝐻𝑚𝑚𝑡
𝑠𝑒  (2 ،5/1)~U (3 ،2)~U (5/3 ،3)~U 

𝐻𝑝𝑖𝑡
𝑠𝑒  (3 ،2)~U (4 ،3)~U (5 ،4)~U 

𝐻𝑖𝑐𝑡
𝑠𝑒  (3 ،2)~U (4 ،3)~U (5 ،4)~U 

𝜋𝑖𝑐𝑡
𝑠𝑒  (30 ،20)~U (40 ،30)~U (50 ،40)~U 

𝑇𝐶𝑆𝑠𝑚𝑡
𝑠𝑒  (1 ،5/0)~U (5/1 ،1)~U (2 ،5/1)~U 

𝑇𝑐𝑐𝑖𝑐𝑡
𝑠𝑒  (1 ،5/0)~U (5/1 ،1)~U (2 ،5/1)~U 

𝐶𝑚𝑠𝑚𝑡
𝑠𝑒  (4 ،2)~U (6 ،4)~U (8 ،6)~U 

𝑃𝑟𝑠𝑒  0.2 0.3 0.5 
Parameter Approximate range Parameter Approximate range 

𝜁𝑖𝑐𝑡 , 𝑎 𝑖 (7 ،3)~U 𝜀𝑚𝑖 (3 ،1)~U 
𝑆𝑒𝑖𝑡 (15 ،10)~U 𝑉𝑜𝑖  (3 ،1)~U 

𝜐𝑐, 𝜏𝑠 (2 ،5/0)~U 𝑇𝐶𝐴𝑅𝑡 (20 ،10)~U 
𝑆𝑟𝑐𝑡  (20 ،10)~U 𝑇𝐶𝐴𝑂𝑡  (80 ،60)~U 

𝐴1 340 𝑇𝐶𝐴𝐶𝑡 (50 ،40)~U 
𝐴2 120 𝐶𝐴𝑃𝑀𝑚 (180 ،140)~U 

𝐵𝑇𝑡 (100 ،50)~U 𝐶𝐴𝑃𝑆𝑠𝑚𝑡  (20 ،15)~U 

 

The optimal value of the objective function obtained from solving the problem of the above sample is 

13983.152. For further analysis of the problem, the probability of occurrence of each modified scenario and 

the value of the objective function obtained from the model are shown in Table (3). 
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Table 3. The values of the objective functions obtained in different probabilities of the scenario 

problem 
Probability of different scenarios The value of the 

objective function Probability 1 Probability 2 Probability 3 

1 0.2 0.3 0.5 13983.152 

2 0.2 0.2 0.6 12438.858 

3 0.3 0.3 0.4 16881.144 

4 0.3 0.4 0.3 18425.738 

5 0.4 0.3 0.3 19779.136 

6 0.4 0.2 0.4 18234.842 

7 0.5 0.4 0.1 24221.423 

8 0.5 0.3.  0.2 22677.129 

9 0.6 0.2 0.2 24030.827 

10 0.6 0.1 0.3 22486.533 

 

  Solving sample problems with meta-heuristic algorithms 

After setting the parameter of the meta-heuristic algorithms, first the problem of the designed sample in small 

size is solved with the mentioned meta-heuristic algorithms to investigate the difference between the values 

of the objective functions and also the computational time between them. Therefore, Table (4) shows the 

values of the objective functions and the average computational time for the designed sample problems with 

the probability of different events. 

Table 4 - Values of objective functions obtained by solving a small sample size problem 
problem GA WOA LCA GAMS 

1 13877.72 13869.76 13884.14 13983.152 

2 12336.63 12318.95 12432.27 12438.858 

3 16722.16 16799.52 16850.83 16881.144 

4 18400.71 18382.65 18409.98 18425.738 

5 19622.58 19726.72 19622.8 19779.136 

6 18188.18 18101.66 18137.85 18234.842 

7 24130.79 24188.32 24119.82 24221.423 

8 22521.69 22473.64 22525.15 22677.129 

9 23897.67 23889.08 23816.47 24030.827 

10 22304.71 22272.32 22379.38 22486.533 
Computational time 37.71 27.06 17.86 157.61 

 

According to the results of Table (4), it can be seen that the meta-heuristic algorithms have achieved very 

acceptable results in obtaining near-optimal solutions. According to the calculations, the maximum relative 

percentage difference of the optimal answer obtained from GAMS and meta-heuristic algorithms is less than 

1%. Also, all three algorithms were able to achieve the desired answers in much less time than GAMS 

software. The trend of changes in genetic meta-heuristic algorithms, whale optimization algorithm and league 

champions algorithm in different iterations for the first problem is shown in Figure (3). 
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Fig. 3. The process of changing the results in different iterations with meta-heuristic algorithms 

 

In order to solve the sample problems in larger sizes, only meta-innovative algorithms of genetic algorithm, 

whale optimization algorithm and league champions algorithm have been used. The size of different sample 

problems designed in larger size with 3 scenarios is in accordance with Table (5) and the range of parameters 

of the generated parameters is based on the uniform distribution of Table (2). 

Table 5. Size of sample problems designed in larger size 

Sample 
problem 

𝑆 𝐶 𝑀 𝑇 𝐼 
Sample 
problem 

𝑆 𝐶 𝑀 𝑇 𝐼 

1 4 4 3 5 4 9 12 12 8 8 6 

2 6 6 4 5 4 10 12 14 8 9 7 

3 8 6 5 6 4 11 13 14 8 9 7 

4 8 8 5 6 5 12 14 16 10 10 7 

5 8 8 5 7 5 13 14 16 10 11 8 

6 10 10 6 7 5 14 15 18 10 11 8 

7 10 10 6 8 6 15 15 18 10 12 8 

8 10 12 8 8 6       

 

To solve the problem, due to the randomness of the data, 5 different data from each problem are generated 

in the same interval and solved by meta-innovative genetic algorithm, whale optimization algorithm and the 

league champions algorithm. As a result, the average of the results of 5 repetitions of the experiment is 

considered as the basis of calculations. Table (6) shows the mean values of the objective functions 5 times 

the repetition of different data for 15 sample problems. Also, the average computational time of solving 15 

sample problems in a larger size is presented in Table (6). 

 

 

 

https://www.google.com/search?client=firefox-b-d&sxsrf=ALiCzsaGFDe0badCYU11T-kuuGSIE8PPRQ:1655298970529&q=pseudocode+of+league+champions+algorithm&spell=1&sa=X&ved=2ahUKEwjHq4qZxa_4AhWZRvEDHYQDAXoQkeECKAB6BAgBEC8
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Table 6. Average value of objective function obtained from solving large size problems with meta-heuristic 

algorithms 
Sample 
problem 

The objective function Computational time 
GA LCA WOA GA LCA WOA 

1 52627.41 52616.32 50485.97 53.01 17.20 30.18 

2 80182.47 76039.39 77017.55 86.55 19.54 66.70 

3 87795.65 87371.36 87172.56 101.85 25.83 83.93 

4 106064.42 103715.09 102795.59 144.08 47.97 108.18 

5 164807.29 168680.71 168779.36 237.05 65.60 163.07 

6 235096.15 236765.06 234872.96 335.95 120.25 246.02 

7 248504.06 249590.50 252642.73 447.32 174.58 320.99 

8 342080.08 339909.76 340918.96 570.62 247.35 429.43 

9 429242.08 427319.16 430207.68 721.15 361.58 551.68 

10 487705.66 486206.76 486297.51 861.22 490.20 688.64 

11 556143.57 556959.69 555948.22 1041.68 664.38 865.14 

12 751137.79 751085.21 755728.15 1227.55 917.28 1089.47 

13 890507.19 891174.43 889821.35 1529.92 1168.65 1360.66 

14 1037136.30 1034239.18 1034628.02 1903.82 1491.52 1708.69 

15 1262923.92 1259984.25 1261590.61 2441.55 1978.95 2150.48 

 

According to the results obtained from Table (6), it can be concluded that the genetic algorithm with the 

average of the total objective function 448796.94 performed better than the Champions League algorithm 

with the average of 448110.46 and the whale optimization algorithm with the average of 448593.81. Also, 

the league champions algorithm has been able to solve 15 sample problems in the average time of 519.39. 

Genetic algorithms and whale optimization algorithm averaged 780.22 and 657.55 seconds, respectively. As 

can be seen, with increasing problem size, the average computational time obtained has increased 

exponentially. Finally, for better analysis of the problem, T-test at 95% confidence level was used to examine 

the significance of the difference between the means of the objective function and the computational time 

obtained by solving larger sample problems. Thus, the algorithms have been studied in pairs and if the value 

of P test statistic is less than 0.05, it will indicate a significant difference between the means of that index. 

Table (7) summarizes the results of T-test at 95% confidence level to evaluate the significance of the means 

of the objective function and computational time. 

Table 7. Results of T-test for significant evaluation of the difference between the means of the objective 

function and computational time 

Solving method Mean difference 
The lower limit 
of the confidence 
interval 

The upper limit 
of the confidence 
interval 

T test statistics P test statistics 

Objective function index 
GA-LCA 686 284233-  285606 0 0.996 
GA-WOA 203 284908-  285314 0 0.999 
WOA-LCA 483 284439-  285406 0 0.997 
Computational time index 
GA-LCA 123 396-  641 0.49 0.631 
GA-WOA 261 242-  764 1.06 0.297 
WOA-LCA 138 337-  613 0.6 0.556 

 

The results of Table (7) show that there is no significant difference between the means of the objective 

function index and computational time between meta-heuristic algorithms. Therefore, in this section, to select 

the most efficient algorithm in terms of obtaining two indices of the average objective function and 

computational time, the TOPSIS multi-criteria decision-making method has been used. Also, the weight of 

the application to the two indicators with the opinion of experts is considered as 50% for each index. Table 
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(8) shows the means of the computational indices as well as the weight of the utility obtained from the 

TOPSIS method for the meta-heuristic algorithms used. 

Table 8- Summary of the results of TOPSIS multi-criteria decision making method 
Indicator GA LCA WOA 
Average objective function 448796.94 448110.46 448593.81 
Average computational time 780.22 519.39 657.55 
Weight of utility 0.734 0.998 0.143 

 

According to the weight of utility obtained from TOPSIS method according to Table (8), it can be concluded 

that the Champions League algorithm with a weight of 0.998 has a higher efficiency in obtaining near-optimal 

results in a shorter period of time. 

5. Conclusion 

In this paper, a problem of inventory management by the vendor in the production-distribution supply chain 

is presented based on the scenario. Therefore, a one-objective model of the problem was presented by 

considering the maximization of producer profit. Due to the nonlinearity and NP-Hardness of the problem, 

meta-heuristic algorithms (genetic algorithm, whale optimization algorithm and league champions algorithm) 

were used. Analysis of various sample problems showed that the performance of GAMS software in solving 

large sample problems is not appropriate. The results of statistical test showed that there was no significant 

difference between the means of the objective function and the computational time obtained. Therefore, the 

TOPSIS multi-criteria decision-making method was used to select the most efficient algorithm, the results of 

which showed the selection of the Champions League algorithm with a useful weight of 0.998. The use of 

fuzzy solid method to control the uncertain model and also the development of hybrid algorithms is proposed 

by the researcher. 
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