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1. Introduction 
 
1.1 Search for the equation of state of the nuclear matter 
 

The equation of state (EOS) of nuclear matter, ruling how nuclear pressure responds to 
temperature and density, belongs to the key topics of nuclear physics. It also constrains the 
nucleon-nucleon interactions in the nuclear medium [Wir88] represented by the mean-field 
(MF) potential, and it remains an important ingredient for a detailed understanding of 
astrophysical and cosmological phenomena such as supernovae explosions [Lie01], stability 
of neutron stars under gravitational pressure [Pra97], and the evolution of the early Universe 
[Boy01]. 

The determination of the nuclear equation of state with use of high-energy heavy-ion 
reactions turned out to be more difficult than was initially anticipated. Thus, early on, it 
seemed to be possible to describe early single-particle observables using the cascade model 
[Yar79, Cug81] with an ideal gas EOS, where the potential energy term needed for binding 
nuclei was missing. Only the failure to describe the results from the first 4π experiments 
[Gus84, Ren84, Dan85, Dos86] drew the attention to the importance of including the mean-
field potential felt by the nucleons in the reaction dynamics. Meanwhile, the [Ber75] 
hydrodynamic approach predicted newly observed collective effects [Sche74] and yielded in 
the beginning at least qualitative agreement with the data [Buch84]. In addition, the need for 
the inclusion of compressional energy was suggested by the study of entropy production by 
measuring light fragment formation cross sections [Dos85].  

During the same time, several theoretical papers were published that described the 
collective effects from a semiclassical microscopic viewpoint, emphasizing either the 
importance of the short-range nature of the nuclear force [Mol84] or the density-dependent 
mean field aspect [Kru85]. However, after a short period of optimism, when the results of 
transport model calculations have exhibited the sensitivity of the pion yields [Kru85, Stö85], 
subthreshold kaon yields [Aich85], and collective flow [Kru85, Stö85, Mol85a, Mol85b] to 
the nuclear EOS, it was suggested to test whether this sensitivity to the EOS might be 
distorted by introducing momentum-dependent interactions into the theory [Ain87].  Later it 
had been demonstrated [Gal87, Aich87, Wel88, Had95] that the effects of the soft EOS with 
included momentum-dependent MF are comparable with the effects of a stiff EOS with a 
static mean field. Although the nonlocality of the optical potential has long been known from 
elastic nucleon scattering [Bet56, Wya60], it has been difficult to demonstrate this nonlocality 
in heavy-ion collisions. Further ambiguities were associated with the effective NN cross 
sections which have been expected to be lower in the nuclear medium [Jeu76, Jia91] than 
those in free space. 

This complex puzzle of heavy-ion reactions, where many effects related to different 
properties of matter compete in generating observables, calls for the search of experimental 
observables or their combinations which would be reasonably sensitive only to individual 
features of nuclear matter rather than their interconnected manifestations. Joint effort of more 
and more elaborate comparisons of theoretical predictions with systematical results of (not 
only) new generation full-acceptance detectors has led to a significant progress. The stopping 
observables, such as linear momentum transfer, balance energy and ERAT, i.e. the ratio of the 
transverse and longitudinal energy, respectively, have been linked to the in-medium cross 
section reduction [Col98, Schu97, and Schn98]. The giant monopole resonance excitation 
[Bla80, You01], the sideward flow [Pan93], and strangeness production have been shown to 
be connected to the nuclear incompressibility [Bro91, Scha97]. On the other hand, the elliptic 
flow seems to exhibit preferential sensitivity to the momentum dependence of the mean field 
[Dan00], and the shadowing effects of the spectator on the particle emission anisotropy are 
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suggested as the timer of the nuclear collision, especially when looking at the energy 
dependence of created secondary particles [Wag00,Dan02a].  

Unfortunately, as can be found in all recent articles [Rei97, Rich01, Rei02, Dan02b], 
despite the steady progress due to the enormous amount of experimental results as well as 
new theoretical approaches, the final conclusion on the nuclear EOS cannot be made. Until 
that is possible still a large systematic effort delivering data of higher diversity and better 
quality to constrain many unknown parameters, (not forgetting independent confirmations of 
already established knowledge) will be required. However, due to the enormous complexity 
of physical processes involved in heavy-ion collisions, the understanding of the experimental 
results and their interpretation is very difficult and has been often possible only due to 
detailed comparison to theoretical predictions.  

For this very reason stated above, this work has been intending to address the 
characteristics of the momentum-dependent nuclear mean field with a recently established 
experimental probe – the spectator response to the participant blast [Ric03,Shi01]. 
 
 
1.2 Spectator response to the participant blast 
 
1.2.1 Theoretical background 
 

Although the influence of the large spectator fragments on the evolution of the participants 
decompression has long been considered [Stö86, Dan98], it has not been until very recent 
times that the heavy reaction residues have been investigated in terms of sensitivity to the 
nuclear equation of state [Shi01]. 

When nucleons of a projectile are decelerated in the participant region (region of overlap 
with the target nuclei), the longitudinal kinetic energy brought in by the initial colliding nuclei 
is converted into thermal and potential compression energy. In the subsequent rapid 
expansion, the collective transverse energy develops [Dan92, Dan95, Pak96, Rei97], and 
many particles from the participant zone get emitted in the transverse directions. The particles 
emitted towards the reaction plane can encounter the cold spectator pieces and, hence, get 
redirected or absorbed. On the other hand, since the spectators serve to deflect particle 
emissions toward the reaction plane, their properties may be significantly changed. 

Therefore it can be argued, that the very same fundamental properties of the nuclear matter 
which rule the dynamic evolution of the participant explosion also predetermine the way in 
which the properties of the spectator may be affected by the blast. Careful investigation of the 
spectator properties then may serve as a sort of mirror, with which one can take an indirect 
look into the participant zone, i.e. into the place of the most extreme conditions in the heavy-
ion collision being ruled by the nuclear equation of state.     

The analysis of Shi et al. [Shi01] utilizes a set of BUU transport equations in order to 
demonstrate the sensitivity of the spectator observables to the compressibility and momentum 
dependence of the nuclear MF. The most interesting quantity turned out to be the average 
center-of-mass momentum change per nucleon of the surviving spectator ∆|<P/A>|. In 
Fig.1.1, taken from the work of Shi [Shi01], the calculated net momentum change is plotted 
as the function of the impact parameter for two symmetric systems differing by the mass at 
comparable incident beam energies, for four different types of the EOS, including soft and 
hard with and without momentum dependent MF. In the figure, we can see the clear 
sensitivity of ∆|<P/A>| to the momentum dependence of the MF contrasted by the very weak 
sensitivity to the stiffness of the EOS.  

Moreover, the most striking feature of the calculations carried out with the momentum-
dependent (MD) MF is the leveling off of the residue velocities with decreasing impact 
parameter in the system 124Sn+124Sn (in contrast to the non MD cases) and even rising to 
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positive values for the heavier system 197Au+197Au. This means that the surviving spectator 
emerges from the reaction even with higher net average momentum per nucleon than it have 
had before the collision still as the original projectile.  

Considering the absolute values of the ∆|<P/A>| being in order of 1% of the initial 
momentum per nucleon, one should not be surprised that only few indications of such effect 
(called longitudinal re-acceleration) had been found in the past studies [Kau80, Lov88, 
Mor89]. 

Fig. 1.1: Change in the average net c.m. momentum per nucleon ∆|<P/A>| as a function of the impact 
parameter for four representative EOS: hard momentum-dependent (HM), soft momentum-dependent 
(SM), hard momentum-independent (H), and soft momentum-independent (S) for the spectators of the 
system 124Sn+124Sn at 800 A MeV (left) and 197Au+197Au at 1 A GeV. Results of the BUU calculation 
reprinted from [Shi01]. 

 
 

1.2.2 Experimental evidence and possibilities 
 

Although the “unusual” momenta of some fragmentation residues have been reported in 
previous works of [Cum86, Lov88], the first clear evidence of the re-acceleration 
phenomenon has appeared in the uranium fragmentation on lead, where the use of the inverse 
kinematics in combination with the high-precision magnet spectrometer FRS allowed for 
complete identification of the reaction residues and measurement of their momentum 
distribution [Enq99]. However, as there was still no suitable theoretical explanation available, 
this feature of that experimental observable has been left without interpretation.  

The situation changed when the similar re-acceleration of the fragments with their 
decreasing mass has been observed in the uranium fragmentation on titanium under very 
similar experimental conditions [Ric01, Per03, Ric03]. As can be seen in Fig. 1.2, with the 
increasing mass loss, the mean velocities of the final reaction residues first decrease with the 
established systematic [Mor89] reflecting the friction undergone in the initial stage of the 
collision. But around the mass ~160 the mean velocities level off and finally increase again. 
Light fragments become even faster than the projectiles. The results have been interpreted 
[Ric03] as the recently postulated spectator response to the participant blast [Shi01]. 
According to our understanding, the ground for a new experimental approach has been laid. 

 The unique possibilities at the FRS allow for precise determination of the longitudinal 
momentum of all measured final reaction residues. The TOF resolution of 100ps on 36m 
allows determining β⋅γ with a relative uncertainty of 2.5·10-3. Combining this with the Bρ 
measurement, which is performed with a relative uncertainty of 5·10-4, a mass resolution of 
(A/∆A) ~ 400 is obtained, resulting in an unambiguous identification of all detected fragments 
in A and Z. A recursive calculation of β⋅γ from the known Bρ, A, and Z eliminates the 
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influence of the TOF resolution and provides the β⋅γ value with a relative uncertainty of  
5·10-4. The correlation of the final fragment mass and the impact parameter of the initial 
collision are generally known and have been demonstrated in several experiments, e.g. 
[Hub91]. Therefore, the magnitude of the fragment re-acceleration as the function of the 
residue mass can be a measure of the strength of the MD effects as a function of impact 
parameter, or in other words as a function of the energy deposited in the participant region. 

 
 

Fig. 1.2: Mean values of the velocity distributions of reaction residues, excluding fission, produced in 
238U+Pb (full squares [Enq99]) and 238U+Ti (open points [Ric03]) at 1 A GeV in the frame of the 
projectile. The absolute uncertainty amounts to less than 0.05 cm/ns for each system, 238U + Pb and 
238U+Ti, independently. The dashed line marks the Morrissey systematic [Mor89]. 

 
  

1.3 Proposed experiment 
 

In the view of the arguments given in the previous section, we have been convinced that a 
systematic exploration of the longitudinal re-acceleration phenomenon can possibly lead to 
the determination of fundamental properties of the nuclear mean field. The unprecedented 
precision of the measured residue momenta can also serve as a reliability test of the used 
transport codes based on different approaches or using different potentials and 
parameterizations. By complementing the results obtained by different methods, such as 
measurements of the particle production or collective observables, the dedicated experimental 
study on re-acceleration of the reaction residues can help to improve our knowledge on the 
equation of state. 

The data obtained by [Enq99,Ric03], see Fig.1.2, showed a new way to investigate the 
nuclear mean field in terms of heavy-ion collisions, but, unfortunately, these data alone 
cannot be used to extract any finer details on the characteristics of the MFs momentum 
dependence. Mainly it is the complexity of the heavy-ion collision itself that hinder the 
detailed analyses. 

The re-acceleration magnitude is surely ruled not only by the strength of the MD effects, 
but presumably also by the time the spectator spends in the reaction zone. This time is on the 
other hand ruled by the incident velocity of the projectile and the size of the reaction zone and 
cannot be properly accounted for from measurements performed at the same beam energy. It 
is related to emission times derived from shadowing effects of secondary particles by the 
spectator fragments [Wag00,Dan02a] 

Finally it is also the high fission cross section of uranium, which pollutes the desired 
observables. Since the fission occurs only in the collisions with very high impact parameter, 
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its products do not carry any information on the compression and expansion dynamics that 
occurs for lower impact parameters. However, the masses of fission products are similar to 
the fragmentation products, which are the direct witnesses of the participants explosion. Due 
to different kinematical properties of the fission and fragmentation products it is possible to 
separate both reaction mechanisms, but nevertheless the cost to be paid is the precision of the 
mean momenta for individual isotopes. 

Therefore, it was proposed to perform a sequel of dedicated experiments, where two 
fundamental features of the reacceleration phenomenon will be studied; the dependence of the 
reacceleration on the incident-beam energy and the isospin composition of the participant 
zone. 

The first part of the proposed experimental program forms the backbone of this thesis. The 
systems to be studied were chosen as 197Au+197Au at 500 and 1000 A MeV. The advantages of 
this reaction system are manifold. 

Both, the experimental data (see Fig.1.2) and theoretical calculations (Fig.1.1), suggest 
stronger MD MF effects for rather heavy systems. Gold is a very good candidate, taking into 
account the very low fission cross section in comparison to other heavier nuclei, such as Pb or 
U. Neglecting the effects of the neutron skin for very peripheral collisions, the symmetry of 
the system assures a constant N/Z of the participant zone, given by the isospin of gold, for all 
possible impact parameters. Since the system is symmetric, the measurement of projectile 
residues also determines the target residues and their kinematical properties, what allows for 
an easier relativistic correction on relative projectile-participant-target motion, in contrast to 
strongly asymmetric systems. Choosing a wide range of incident beam energies offers the 
possibility to investigate the dynamics of the participants’ decompression evolution and its 
strength. According to the abrasion model [Gai91], different incident energies of a projectile 
do not have a crucial influence on the fragmentation production in the proposed energy range. 
Therefore, the proposed incident beam energies would reveal pronounced effects of the 
compression/expansion dynamics as, on one hand, the spectator spends different time close to 
the participant zone and, on the other hand, there is a difference in the energy deposited by the 
projectile, in the rate and in the magnitude of the density build-up. Yet another crucial aspect 
is also the available amount of data on Au on Au collisions, which has been taken almost as 
“a standard” in heavy-ion collisions. The rich database of experimental as well as theoretical 
studies of this isotope using many different approaches or aiming at various quantities will 
offer a unique possibility for comparisons and validity crosschecks. 

The second part of the original proposal suggests systems 112Sn+112Sn and 124Sn+124Sn at 
the incident beam energy Ebeam= 1 A GeV as the best candidates for studying the possible 
isospin influence on the strength of the spectator response. However, at the time of writing 
this thesis, this part of the proposed experimental program still has not been carried out, and 
thus will not be anymore addressed within this work. 

The proposal of the above described experimental program named “Investigation of the 
nuclear mean field by precision measurements of the spectator response to the 
participants blast” has been formulated during summer 2003, and approved by the GSI 
Program Advisory Committee in January 2004. With respect to the number assigned to the 
accepted proposal, the collaboration S276 has been formed. 

The first experimental run with the beam of 197Au at 1000 A MeV was carried out in April 
2004. The second experimental run with the same beam, this time with lower incident energy 
of 500 A MeV, then took place in August of the same year. Due to exceptionally favorable 
beam conditions, the opportunity to extend our measurements by one additional system was 
taken. With respect to that time beam conditions (in terms of energy and intensity) the target 
of aluminum has been chosen. In combination with gold projectiles, the geometric asymmetry 
of the system allowed to investigate the reacceleration phenomenon in terms of the number of 
participating nucleons, while keeping the size of the spectator same as in the symmetric 
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system of 197Au+197Au. Since within the frame of the abrasion-ablation model, the final size 
of the reaction residue is given by the excitation energy introduced to the spectator by the 
abrasion process, which is proportional to the number of the abraded nucleons. These abraded 
nucleons on the other hand form the participant zone, which is during the reaction being 
compressed and subsequently explodes. Thus one can argue, that while in the symmetric 
system Au+Au the contribution to the participant zone is same from the projectile and the 
target nuclei, in the case of Au+Al system is the contribution of smaller nucleus significantly 
lower, although the final product may be the same as in the case of the  symmetric system. 

 
    
This thesis is therefore dedicated to the analysis of the results of the performed 

experiments and their comparison to the theoretical predictions by the same dynamical model 
as was used in the work of Shi et al [Shi01], where the possibilities of the spectator response 
to the participant blast as a novel approach to access the nonlocal properties of the nuclear 
mean field were for the first time identified. The thesis is organized as follows: 

In chapter 2 the experimental set-up is described. The unique possibilities of the 
combination of powerful heavy-ion accelerator and high resolution magnetic spectrometer, 
the Fragment Separator are discussed, as well as the function of individual detectors and the 
main principles of the employed data acquisition system. 

Chapter 3 is dedicated to the data analyses. It is demonstrated how a charge and mass 
identification of the detected fragments can be performed and how this essential knowledge 
may be used to improve the resolution of the measured velocity by almost an order of 
magnitude with respect to the direct measurements of the time of flight. At the end of this 
chapter, the procedure of reconstructing the full velocity distribution of individual isotopes is 
described. 

Chapter 4 presents the main experimental results of this work, i.e. the velocity distributions 
of the surviving spectator residue, their mean values and their dependencies on the residue 
mass, as well as on the incident beam energy and the size of the reaction system. The 
characteristics of the reacceleration phenomena and its most direct implications are discussed 
toward the end of this chapter. 

Chapter 5 presents the procedure how to deduce the impact parameter of the reaction in 
which a particular isotope was on average produced in case of the highly inclusive 
measurements, such as those performed within this study. 

Chapter 6 presents the essential features of the model used for the calculations which 
helped not only to identify the spectator response as a high-profile observable with respect to 
the momentum dependent properties of the nuclear mean field, but which also are to be used 
for comparison with the experimental results in this work. 

In chapter 7 the experimental results are confronted with the theoretical predictions. It is 
demonstrated, how different scenarios of the spectator response or various model assumptions 
may influence the degree of agreement between theory and experiment.  

Chapter 8 concludes this thesis. It summarizes the implications from the experimental 
results itself, as well as those from the comparison of the experiment to the theory. Within this 
chapter it is attempted to highlight progress of understanding the phenomenon of 
reacceleration, but also to identify the reasons of incomplete agreement. 
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2. The experiment 
 

In the present work, the velocities of the fragmentation residues produced in the reactions 
197Au+197Au at 0.5 and 1.0 A GeV, and 197Au+27Al at 0.5 A GeV were studied. The 
complexity of these measurements, along with high expectations concerning the precision of 
the measurements required extraordinary experimental conditions. 

Taking into account the above requirements, the 
most suitable choice of the experimental approach is 
the use of the “inverse kinematic technique” (see 
Fig.2.1) and the in-flight detection facility. With 
respect to the nuclear reactions in the so called 
“classical kinematics”, where the beam impinges on the 
target and the products of the target nuclei are 
investigated, in case of the inverse kinematics, those are 
the reaction products of the projectile nucleus which 
leave the target and enter the detecting apparatus. In our 
case it is a magnetic spectrometer, where the projectile 
remnants are detected in-flight. If the incident beam 
energy is sufficiently high and the thickness of the 
target properly chosen, basically all projectile 
fragmentation residues can escape the target and be 
detected before their radioactive decay. 

The present experiments were performed during the 
year 2004 at Gesellschaft fűr Schwerionenforchung 
(GSI) in Darmstadt, Germany, using its accelerator complex consisting of the linear 
accelerator UNILAC serving as an injector of the SIS heavy-ion synchrotron, and the high-
precision magnetic spectrometer, the Fragment Separator (FRS) (Fig.2.2).  

Fig. 2.1: a) schematic view of the 
classic reaction kinematics; b) 
schematic view of the inverse 
kinematics 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2.2: The accelerator facilities and experimental areas at GSI- Darmstadt 
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2.1 The experimental set-up 
 

In all three experiments, the 197Au beam delivered by the SIS was, in part of the 
measurements, monitored by the Secondary Electron Transmission Monitor (SEETRAM) and 
focused on the production target, consisting of the self-supporting thin metal foils of either 
gold or aluminum. Most of the projectile-like fragments, due to their high momenta, leave the 
target while being focused forward. The fragments which were emitted in smaller angles than 
is the angular acceptance of the Fragment Separator can enter the detection device. But only 
fragments satisfying certain kinematical condition set by the magnetic fields of the first two 
dipoles of the FRS can be transmitted to the intermediate focal plane S2. All the other, 
including the beam projectiles which did not interact in the target, exit the vacuum line from 
the side, and end up most frequently absorbed in the matter of the first magnetic dipole, see 
Fig.2.3. The transmitted fragments pass in S2 through the first scintillator detector, where the 
horizontal position of the incoming fragments can be deduced, and optionally through the 
additional degrader. These layers of matter induce energy losses of the transiting fragments, 
thus slowing them effectively down. Then, depending on the magnetic fields of the third and 
fourth dipole, only a certain group of fragments can pass further and be brought to the final 
focal plane S4 at the end of the Fragment Separator. Subsequently, these fragments pass 
through two multiple sampling ionization chambers (MUSICs) and the second scintillator 
detector. In the ionization chambers, based on the suffered energy losses, the charge of the 
fragments can be deduced, and in addition the drift times of the induced charge can serve for 
determination of the horizontal position of the incoming fragments. The signal from the 
second scintillator and its time difference with respect to the similar signal from the first 
scintillator serves as a measure of the time of flight of the fragments on the way through the 
second half of the FRS. With the knowledge of the horizontal positions in intermediate and 
final focal plane and the applied magnetic field, it is possible to determine the radius of the 
fragments trajectory, which combined with the information on the velocity and charge of the 
fragment leads to the determination of the mass, thus allowing for an identification of the 
detected fragment, as will be describe in detail in chap.3. 

 

 
 

2nd section  
“B” 

1st section  
“A” 

Fig.2.3: Schematic view of the Fragment Separator as an ion-optical system. Quadrupoles are placed 
before and after each dipole to define the ion-optical conditions at each image plane.  
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2.2 The production of the beam and its monitoring system 
 

In this section, it is intended to provide general information about the employed 
experimental facility, concerning the preparation and acceleration of the primary beam, and 
its delivery to the experimental area of the Fragment Separator. In the second part, the 
attention will be focused on the system of detectors allowing for precise direction of the beam 
on the production target and piloting the beam through the detection apparatus. In the third 
part, the brief description of the beam profile and intensity monitor SEETRAM will be given.   
 
 
2.2.1 Accelerator system 
 

The accelerator facility at GSI can, in principle, deliver any ion beam consisting of stable 
nuclei from hydrogen up to uranium, with energies up to 1-4.5 GeV per nucleon, depending 
on the accelerated ion. The accelerator complex consists of three different stages [Acc95]: the 
linear accelerator UNILAC, the heavy-ion synchrotron SIS, and the storage ring ESR. 

The ions used as the beam particles can be generated and extracted from several ion 
sources: the Penning ion source (PIG) at the South injector, the Metal-Vapor Vacuum-Arc ion 
source (MEVVA) alternating with a Multi Cusp Ion Source (MUCIS) at the North injector, 
both injectors located at the beginning of the beam path, and an Electron Cyclotron 
Resonance ion source (ECR) source located in the High Charge Injector (HLI), i.e. injecting 
directly into the second stage of the UNILAC. 

The gold ions used as beam particles in our experiments were generated in the Penning 
Ion Source, where a high-current gas discharge bombards the selected atoms to ionize to the 
ionic charge state of 4+, i.e. 4 electrons have been stripped off, in order to allow for their 
extraction and pre-acceleration through a potential difference of 150kV. 

The first stage of the UNILAC is the high current injector. It consists of three accelerating 
structures, the first one being the radio frequency quadrupole and the next two the IH drift 
tube linacs with an inverting-polarity frequency of 36 MHz. In order to guide the beam along 
the 30-meter-long axis of the accelerator, some of the electrodes contain additional magnetic 
lenses. On the way, the accelerated ions pass through a supersonic gas beam to get more 
electrons stripped off. At the end of the first stage of the UNILAC, the gold ions acquire 
energy of 1.4 A MeV with an average charge state of 25+, i.e. so far 25 electrons have been 
stripped off. The additional ionization is the necessary condition for reaching the desired final 
energy within the length of the linear accelerator, before the injection in the SIS. 

The second stage of the UNILAC is accelerator of the Alvarez design. It totals 55 meters 
in length and contains four 13-meter-long tanks with 150 drift tubes. The polarity between the 
electrodes of the drift tubes can be reversed three times faster than the high current injector, 
i.e. with a frequency 108 MHz. The gold ions leave the Alvarez stage with energy of 11.4 A 
MeV. 

The last stage of the UNILAC consists of fifteen single resonators, which allow for 
adjusting the ion velocity by accelerating or decelerating the ion beam by +/- 1.5 A MeV. 
Afterwards, the beam is injected into SIS over a period of app.100 µs in the regime of the 
multi-turn injection, i.e. each filling of the SIS consists of 10 or 20 individual injections from 
UNILAC.  

Before entering the synchrotron ring accelerator SIS, which provides the final stage of the 
accelerating process, the beam passes through a thin carbon foil in the transfer channel 
responsible for stripping off several additional electrons. Thus, the charge state of the gold 
ions in our experiment was increased from 25+ to 65+, which allowed for reaching high 
energies necessary for the experiment. The SIS itself consists of 12 identical cells placed 
consecutively along a circumference perimeter of 216 meters. Each of these cells consists of 
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two dipoles, a focusing quadrupole triplet and a set of sextupoles correcting for the chromatic 
aberrations. The acceleration of the passing ions can be in SIS induced by two radio-
frequency structures, situated diametrically on the ring, opposite to each other. However, due 
to the limitation in the ramping time of the SIS magnets, which is 1.3 T/s, only one 
accelerator structure is used. The passing ions are then accelerated during each revolution by 
means of a potential difference of 9 kV. With increasing velocity of the beam after each cycle, 
the frequency of the structure rises from 800 kHz to 5.6 MHz. The time needed for 
acceleration of the gold ions by SIS from the initial energy delivered by the UNILAC to 1 A 
GeV, i.e. the time between two subsequent spills was app. 3 seconds.  

The maximum energies achievable by most of the synchrotrons are determined by the 
maximum bending power of the magnets they consist of. In case of the SIS it is 18 Tm. For 
various accelerated beams, this can mean different maximum energies, depending on the 
injected charge state and the N/Z ratio. The magnetic rigidity of 197Au65+ accelerated to  
1 A GeV with a charge state 65+ is 17.103 Tm, what is thus very close to the limits of the SIS. 

As can be found in reference [Ste92], the transversal beam emittances were determined 
with the help of the FRS. The typical values from the standard deviations of the position and 
angular distributions ε = πσpositionσangle are εxx’ = (1.8±0.1) π mm·mrad, and εyy’ = (4.0±0.2) 
π mm·mrad, with beam widths of 3.0 and 3.9 mm in x and y respectively. Under stable 
conditions, the beam momentum spread δp = ∆p/p is below 10-3. 

In order to investigate also the most exotic reaction products, the GSI accelerator facility 
is able to deliver beams of very high intensities. While the value of the maximum technically 
achievable intensity is determined by the space-charge limit of the SIS, in case of very heavy 
ions such as gold it is not usually reached. The actual intensity is then influenced by several 
other factors, including the type of the accelerated ions, the isotopic composition of the 
material used for the ion production, type of the used ion source, location of the experimental 
area and actual tuning of the whole accelerator system. In the experiments analyzed within 
this work, the highest beam intensity reached was about 2.8·108 particles per spill.  

 
 

2.2.2 Beam-position monitors before the FRS 
 

Once the beam is extracted from the SIS, it is directed to the FRS experimental area by 
two dipoles and sets of quadrupoles and sextupoles (see Fig. 2.3). The precise centering of the 
beam on the production target is performed with two so-called “current grids”, which are in 
fact beam-profile monitors with gas 
amplification and current readout.

 Each current grid can be moved into and 
out of the nominal beam position by means of 
a compressed-air activated feed-through. The 
mechanical layout of the wire planes, the 
electrodes and the mounting inside the gas 
chamber is based on experience gained at 
GANIL [Baz84, Ann85]. For measuring the 
horizontal (x) and vertical (y) intensity 
distribution of the beam, two planes of parallel 
wires (77 wires/plane, 1 mm distance) are 
used, being mounted between metal-foil 
cathodes in a gas chamber. The most 
important information on the mechanical 
layout of the current grids is compiled in 
Fig.2.4. 

Fig.2.4: Schematic view of the beam position 
monitors before the FRS 
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After determining the actual x and y position-profile of the beam with the current grids, it 
is possible to correct for any angle or unwanted offset of the beam by tuning the magnets on 
the path from the SIS to the target area. The precise values of corrected magnetic fields are 
determined by a dedicated software named Mirko [Fra83]. 

 
 

2.2.3 Beam structure and intensity monitor 
 

Although the measurement of the absolute production cross sections of the reaction has 
not been the main intention of this experiment, the information on the total flux of the beam 
particles is essential in order to properly reconstruct full velocity distributions of individual 
isotopes, which due to the limited angular and momentum acceptance of the FRS have to be 
measured in several steps. However, such beam-intensity monitor has to be able to withstand 
very high beam intensities up to the order of 109 beam particles per second without saturation, 
i.e. responding linearly to the beam intensity. Moreover, it should not disturb the quality of 
the beam before it hits the target neither it should contribute to the overall fragment 
production by nuclear interactions of the beam particles with atoms of the detector itself.  

With respect to these requirements, a specific apparatus, Secondary Electron Transmission 
Monitor (SEETRAM), which is capable to correctly monitor the intensity of heavy-ion beams 
with high intensities, was developed at GSI [Zie92]. 

The monitor consists of three aluminum foils of app. 10µm thickness (~10 mg/cm2), 
mounted on rings of 11.5 cm in diameter, placed in a vacuum, perpendicular to the beam. The 
inner foil is insulated from the rest of the detector and grounded via a current integrator. The 
outer foils are connected to the voltage of +80 V. When then a beam particle passes through 
the monitor, the inner foil of the detector may release some electrons close to the surface. 
Driven by the potential difference, these electrons are collected by the outer foils, resulting in 
a positive current in the central layer. This current, together with the pedestal current is added 
by purpose to the entrance current of the digitizer in order to avoid “negative” frequencies, 
creating together a background signal, which is transformed into the voltage signal by the 
current integrator. The intensity of this current depends on the beam particle species and their 
energy, and can range from 10-10 to 10-4 A. Therefore seven levels of sensitivity can be 
adjusted through a choice of the proper resistance, which can be varied by an order of 
magnitude in range of 104 to 1010 Ω. The resulting voltage signals are then filtered, digitized 
and accumulated in a time spectrum. The fast analogue output of the signal can be used for 
real-time monitoring of the extraction profile. 

 
 

Fig.2.5: Schematic view of the SEETRAM detector (left) and the current digitizer (right). 
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The calibration of the SEETRAM monitor is a necessity for determination of the absolute 
beam intensities, however in our experiments, the absolute yields were of no significant 
importance and therefore the SEETRAM output has been used only for relative 
normalizations without any explicit calibration, as described in chap.3.4.3.      

Although the SEETRAM has been developed with best intentions not to influence the 
results of the physical experiment itself, the thickness of the SEETRAM can cause a nuclear 
reaction with app. 0.1% probability. This is very often negligible with respect to the 
production targets used in the experiments at the FRS. But, as will be reiterated later in the 
next chapter, such nuclear reaction rate is comparable especially with the nuclear-reaction rate 
in our gold production targets, which thickness were chosen as the best compromise in order 
to manifest the effects of the nuclear collision on the dynamical evolution of the 
fragmentation residue. 

Therefore the beam monitor could not been used throughout the whole experiment, but 
was always inserted into the beam only for an initial part of the measurements after the 
change of the magnetic field settings. Thus, under certain assumptions discussed in 
chap.3.4.3, the ratio of the reaction yields in the measurements with and without SEETRAM 
and the absolute yields in the measurements with the SEETRAM could be used to normalize 
to the same beam dose also the yields of the measurements without the SEETRAM. Details of 
this procedure are given in chap.3.4.3.         
 
 
2.3 The production targets 
 

The material of the production target has been determined with respect to the physical 
interest, and has been already discussed in the introductory chapters of this work. However, 
facing the experimental challenge, another feature of the target which can have a detrimental 
influence on the final results is its thickness. 

When estimating the thickness of the target, one has to assume all possible interactions of 
the beam particles with the target material and the effects of this interaction on the 
characteristics of the desired reaction products. In case of the nuclear reactions, which are the 
wanted events, in the first approximation the collision event can be seen as a 2-stage process: 
abrasion and evaporation. 

In the peripheral collision of the high energy projectile with the target nucleus the 
participant nucleons are stripped off, leaving the remaining nucleons almost unaffected. The 
residual prefragment (spectator) is excited and moves roughly in the direction of the 
projectile. In the abrasion stage the spectator acquires certain momentum shift, which 
according to [Mor89] increases with the number of abraded nucleons (∆A). The momentum 
after the abrasion stage is not sharp but it exhibits a certain momentum distribution, which is 
according to [Gol74] given by the Fermi motion of the remaining nucleons. This gives rise to 
a Gaussian momentum distribution of the spectator, which depends on the number of 
nucleons abraded. A more detailed description of the abrasion stage is based on the idea of 
stripping off the nucleons from the different particle levels. This gives rise to the excitation 
energy of the spectator, which increases with the number of nucleons abraded, and therefore 
with decreasing impact parameter. The excited prefragment then decreases its energy via 
evaporation of particles or light clusters. The emission is assumed isotropic in the rest frame 
of the spectator, and the evaporation process thus causes a broadening of the momentum 
distribution, but it does not change the mean velocity.  

Generally unavoidable competing phenomena accompanying the nuclear reactions are 
non-nuclear reactions, namely the interactions with the atoms or atomic electrons of the target 
material. As a consequence, the beam particles or products of already induced nuclear 
reactions undergo additional energy losses and angular straggling. This is the case for the 
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inelastic scattering, when the beam ion may excite or ionize the target atoms via interactions 
with their electrons. Since such interactions in the target material are really numerous, the 
total energy loss as well as its straggling may be significant and comparable to the effect of 
the nuclear reactions itself. Similar influence have the elastic interactions, however, in this 
case, the projectiles or fragments are elastically scattered from the target atom. The energy 
remains virtually unaltered, but the process can result in a sizeable angular straggling. 

Another process of deserved importance is the possible capture or loss of electrons by the 
traversing beam particle or reaction product. This results in different charge states of the 
fragment at the exit of the target material, causing thus problems due to their different 
deflections in the magnetic field of the spectrometer and possible false identification of the 
nuclear-charge based on the energy loss in a corresponding detector. The process basically 
depends on the velocity of the fragment and the velocity of the electrons on its orbits, and 
follows the Bohr criterion, which says that the orbital electrons are stripped off if their orbital 
velocity is less than the velocity of the fragment, and attached in the opposite case. Moreover, 
there is even a slight dependence of the process on the target material.  

Moreover, the fragments may undergo secondary reactions in the target itself. This gives 
the upper limit on the percentage of the primary nuclear reactions in the target, which now 
cannot be too high not to allow the secondary reactions in the target to become too important. 

In conclusion of these ideas, when we want to optimize the target thickness in order to 
achieve the most favorable experimental conditions for the detection and identification of the 
fragmentation products, we should respect the following criteria:  

 
• Narrow and well defined momentum distribution of the produced fragments   
• Small energy straggling of the produced fragments  
• Optimum percentage of the primary nuclear reactions in the target 
• Optimum charge-state distribution of the reaction product 
 

The effects of the first two processes, together with the secondary reactions in the target 
would be minimized with a very thin target. But the necessity to get the incoming projectiles 
fully stripped, and the desire to achieve as high as reasonably affordable statistics, prevents 
the target to be too thin. Therefore, if the optimum target thickness is to be found, one has to 
quantitatively evaluate the relative contributions of the mentioned effects for a given target 
and projectile and thus choose the most reliable target thickness. 

In the present work the main emphasis was put on the requirement of minimizing the 
energy loss and energy straggling of the reaction products in the target, in order to study 
kinematic properties of the final residues ruled predominantly by the nuclear reaction process 
and not by the inelastic collisions with the atomic electrons. Quantitatively, our aim was to 
keep the ratio of straggling due to inelastic non-nuclear reactions (δEion) to the one according 
to Goldhaber model (δEGold) at level δEion/δEGold = 0.1-0.2. 

In case of the incident beam energy of 1000 A MeV the chosen Au target thickness was 
then 100 mg/cm2, in case of the lower beam energy, i.e. 500 A MeV, we decided for the 
thickness of the Au target of 50 mg/cm2. The thickness of the aluminum target was ruled by 
the availability of the already mounted targets; therefore, we chose the thickness of 160 
mg/cm2, i.e. the thinnest target available. The expected number of nuclear reactions in these 
targets and the various charge state contributions behind them are summarized in Tab. 2.1. 
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Tab.2.1: Basic characteristics of the targets used in the experiments as predicted by [AMA]. 
thickness Ebeam nucl. react.

[mg.cm -2 ] [A MeV] [%] 0e 1e 2e

Al 160 500 1.424 73 24.9 2.1
Au 50 500 0.112 60.4 34.6 5
Au 100 1000 0.223 90.1 9.7 0.3

Target
charge states [% ]

 
 
2.4 The Fragment Separator 
 

The Fragments Separator is an achromatic zero-degree in-flight separator [Gei92]. Its 
main components are four 30º dipoles and sets of quadrupoles and sextupoles, all based on 
non-superconducting technologies and grouped into four stages. 

The vacuum line is separated from the ultra-high vacuum of the SIS by a titanium 
window. Specially adapted for our experiments in order to minimize the number of nuclear 
reactions on the window, a little aperture in the window of app. 30 mm diameter around the 
beam axis has been covered by a thin carbon layer (30µg/cm2). The vacuum line passes then 
through the FRS from the entrance to the exit along a distance of app. 70 m. Transversal 
apertures range from ±10-18 cm in horizontal direction and ±5-15 cm in vertical direction. 
These geometrical parameters together with the ion-optical properties result in a limited 
acceptance of the device, which accounts for ±1.5% in momentum and 15 mrad in angle 
around the beam axis. 

The curvature of the magnets with radius of 11.25 m and the maximum magnetic field of 
1.6 T achievable by the individual dipoles results in a maximum accepted magnetic rigidity of 
18 Tm, which is the same as that of the SIS. The magnetic fields are controlled by the Hall 
probes with a precision and stability of about 10-4. 

 In our experiments, as an ion-optical system, the FRS can be represented by two 
symmetric sections separated by a layer of matter, which acts as a velocity degrader, while 
four dipoles act as dispersive elements, and the quadrupoles  as the focusing elements, and the 
sextupoles as correctors of chromatic aberrations. However the dispersive effect of the last 
two dipoles is just inverse to that of the first two, making the overall system achromatic at the 
final image plane S4.   

The motion of the charged particles (i.e. ions) inside the magnet is determined by the 
Lorenz force, being proportional to the vector product of the particle’s velocity and the 
magnetic field. Since the magnetic fields inside the dipoles are uniform and perpendicular to 
the trajectory of the ions, the field curves the flight-path of the ions. The action of the 
magnetic field upon the charged particle, with ionic charge q and momentum p, can be thus 
described by the following equation: 

 

q
vm

q
pB ⋅
==ρ     (2.1) 

 
where B is the magnetic field inside the magnet, ρ is the radius of the trajectory, v is the 
velocity and m the mass of the ion. In relativistic regime m=γ·m0 with m0 being the rest mass 

and γ the relativistic kinematical factor ( ) 121 −
−= βγ with β=v/c (c being velocity of the 

light). Further assuming fully stripped ions, i.e. q= Z·e, with Z as the atomic number and –e as 
the charge of the electron, and rewriting the rest mass into atomic units as m0=A·u, (A is the 
mass number, u is the atomic mass unit) the eq.2.1 can be rewritten into form: 
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e
uB βγρ ≈ , (2.2) 

 
which directly shows the main principle of the magnetic fragment separator, i.e. the 

correlation of the radius of the trajectory with the isotopic composition and the velocity of the 
detected fragment. The ratio p/q, i.e. the quantity Bρ, is the magnetic rigidity, and is 
characteristic of every particle determined by its mass, charge and velocity.  

Because the dipoles act as dispersive elements, two ions entering the FRS with different 
magnetic rigidities, but under the same angle, will pass through the S2 area (called the 
dispersive image plane) in different horizontal positions. Their displacement ∆x is 
proportional to their relative difference in magnetic rigidity, ∆Bρ/Bρ, through quantity 
dispersion and defined as follows: 

 

ρρ BB
xD
/∆

∆
= . (2.3) 

 
In our experiments, the dispersion at the intermediate image plane was app. ~ 6.5 cm/%. 

Thus, due to above mentioned mechanical constrains and physical dimensions of the FRS, if 
two ions differ in magnetic rigidities too much (i.e. more than ±1.5%), they cannot be 
transmitted by the device at the same time, i.e. the same magnetic setting. Therefore, by 
applying a certain magnetic field on the first two dipoles, one selects a specific group of ions 
within a limited range of magnetic rigidity.  

As the fragments at the intermediate image plane pass through a layer of matter (the 
scintillator detector and optionally additional degrader) they suffer a loss of energy according 
to Bethe equation: 

 
2),,( ZZIvf

dx
dE

M ⋅≈  (2.4) 

 
where Z and v are the charge and the velocity of the fragment, and I and ZM the ionization 

potential and the atomic number of the medium, i.e. the degrading material. As a consequence 
of the suffered energy loss, every fragment is slowed down and its magnetic rigidity is 
lowered according to its nuclear charge and velocity. In terms of the magnetic rigidity, this 
means smearing off of the sharp interval of magnetic rigidities accepted by the first stage of 
the FRS, from which only a limited part can be further transmitted through the second stage of 
the FRS, i.e. through the 3rd and 4th dipole, according to the applied magnetic field.  

In conclusion, the magnetic field of the first two dipoles selects fragments within a certain 
range of magnetic rigidity, from which only a specific interval of nuclear charges is chosen by 
the field of the last two dipoles (see Fig. 2.6). 

The result of the limited acceptance is thus the inclusive nature of the measurement and 
the necessity to combine many different magnetic field settings of both FRS-stages in order to 
map full range of magnetic rigidities and charges of all the reaction products. 

The identification of the produced fragments is performed by measuring the time-of-
flight, over the flight path of the second stage of the FRS, together with the magnetic rigidity 
determined from the applied magnetic field and the horizontal positions in the S2 and S4, 
which altogether allow deducing A/Z of the fragment, according to eq.2.2. The charge of the 
fragments was deduced from the energy losses in dedicated detectors placed at the exit of the 
FRS, allowing determining mass A of the detected fragment.  

 
. 

 15



 

Fig.2.6: Simplified schematic view of the isotope selection according to the magnetic rigidity in the 
first stage (red) and according to their nuclear charge in the second stage (blue) of the FRS. 

 
In order to measure the fragment velocity behind the production target, and bypass the 

corrections for particle slow-down in the degrader material at S2 and S4, the first stage of the 
FRS can be used in principle independently of the time-of-flight measurement. This is 
however possible only after successful unambiguous identification of the detected fragment 
with the second stage of the FRS, as described above. Once the A and Z of the fragment are 
determined, their values, now being integers without any uncertainty, can serve as input to the 
modified eq.2.2 where the fragment velocity is treated as the unknown variable. Knowing the 
horizontal position of the fragments at S2 and the strength of the magnetic field in the first 
FRS-stage, i.e. the magnetic rigidity, the fragment velocity can be determined with even 
significantly higher precision than with the time-of-flight method itself, as will be further re-
iterated and discussed in chap.3.4.1. 

The description of the FRS in this section concentrated only on those features of the 
device, which were utilized during the experiments within this work. The details of the ion-
optical characteristics and various working modes can be found in dedicated publications, 
such as [Geis92].   

  
 
2.5 The detectors 
 

Fig.2.7 schematically displays the FRS with its standard detection equipment as it was 
used during the experiments described within this work. The beam monitor (SEETRAM) in 
front of the target was optionally used to determine the intensity of the primary beam and to 
monitor the spill profile. Two scintillator (SCI21 and SCI41) detectors were used at the 
intermediate and final focal planes to measure the horizontal position of the produced 
fragments. At the same time the time deference between their two signals served as the 
measure of the time-of-flight through the second stage of the FRS. Two ionization chambers 
(MUSIC1, MUSIC2) at the exit of the fragment separator measured the energy losses of the 
incoming fragments, thus allowing for the nuclear-charge determination. Drift times of the 
induced charge in the MUSIC detectors served to deduce the horizontal position of the 
detected fragments, even with better precision than the position determined by SCI41. 
Moreover, they were also used for determination of the flight angle of the detected fragments. 
The Hall probes inside each of the four dipoles continuously monitored the strength and 
stability of the magnetic field. 
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Fig.2.7: Schematic view of the FRS and its standard detection equipment. 

  
Additionally to the above mentioned detectors, during several calibration procedures two 

multi-wire proportional chambers at S2 and S4 (MW22 and MW41) were used. The first 
detector served for the calibration of the SEETRAM signal, the later for the calibration of the 
corresponding scintillators at S2 and S4; in case of MW42 also for the calibration of the 
MUSIC drift times. 
 
 
2.5.1 The Hall probes 
 

The magnetic field inside the dipoles is measured by the Hall probes. The working 
principle of these detectors is based on the Hall Effect. If an electric current flows through a 
conductor in a magnetic field, the magnetic field exerts a transverse force on the moving 
charge carriers which tends to push them to one side of the conductor. A buildup of charge at 
the sides of the conductors will balance this magnetic influence, producing a measurable 
voltage between the two sides of the conductor. Since both values of the current and voltage 
can be accurately measured, the Hall probes are able to return the values of the magnetic field 
with a relative error of ~10-4. At the FRS, the magnetic field of every dipole is continuously 
measured by a corresponding Hall probe. 
 
 
2.5.2 The scintillators 
 

The experimental requirements of high resolving power of the FRS, in order to separate 
and identify the detected fragmentation products, set strict demands on the detection device 
responsible for the measurement of the position and the time of flight of the incoming 
fragments. The detectors should provide fast and precise measurements on the event-by-event 
basis and at the same time preserve the ion-optical quality of the magnetic system. In order to 
secure the absence of heterogeneities of the detector together with uniform thickness and 
fulfill the requirements on the quality of the detector response, a detector system composed of 
two fast scintillator detectors has been developed [Vos95]. 

The scintillators are produced from a BC240 plastic material, characterized by a high 
efficiency of the light production, and by a very fast signal rise time (~0.5 ns). The sensitive 
area is 210x80 mm2 and 200x80 mm2 in case of SCI21 and SCI41, respectively. The nominal 
thickness of both detectors is 5mm. The scintillation light is transported by total internal 
refection and driven through light guides to the fast photomultipliers where it is being 
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registered and transformed to a electrical signal. There are two photomultipliers mounted on 
each scintillator, on the left and right side with respect to the axis of the FRS. 

The horizontal position x2 and x4 is then determined by the time difference of the signals 
arriving at the two photomultipliers. The same signals, but now the difference of left or right 
sides of two different scintillators, were used to measure the time-of-flight of the fragments, 
as schematically displayed in Fig.2.7. The signals coming from the photo-multipliers are first 
treated with the constant-fraction discriminators (CFD) and subsequently used as a start and 
stop of the time-to-amplitude converter (TAC). The analog signal of the TACs was then read 
and digitized by the analog-to-digital converter (ADC). The threshold of the CFDs was set to 
app. 10 mV in order to discriminate the noise and light particles, since the main interest of the 

 

performed experiments lied in the region of rather higher nuclear charges (Z≥10). 

Fig.2.8: Schematic usage of the two scintillators for the measurements of the x-position at S2 and at 
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S4 and of the time-of-flight of the fragment. 
 
T
 passes through SCI21 and SCI41 at times t2 and t4 respectively. Since the signal from the 

left (optionally also right) side of the SCI41 has been used as the master trigger of the whole 
electronics, the signals from this detectors had to be read by the corresponding TACs before 
the arrival of the signals from SCI21. Therefore, the delay t0 has been chosen in such a way, 
that t2+t0 > t4. The measured time-of-flight *ToF was than taken as the average of the times 

*
LToF and *

RToF  deduced from left and right sides separately. Transforming the measured times 
chan to seconds with calibration factors αL and αR its possible to write: 
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nd considering the real time-of-flight ToF as being defined also by the ratio of flight-pat s0 a

and the fragment velocity v: 
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we arrive at the concluding equation 
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The position resolution of the detector ∆x = 4mm, with respect to the speed of light inside 

the scintillator being cSCI = 20 cm/ns, corresponds to the time resolution of ∆t = 40 ps [Vos95, 
Schw98], and assuming dispersion at S2 of app. 6.5 cm/% to the magnetic rigidity resolution 
of ∆Bρ ≈ 6·10-4.  

The quantitative details of the time-of-flight calibration and the methods how to precisely 
determine the calibration factors and the value of the ToF offset t0 are introduced in a 
dedicated chapter 3.2.3. 

  
 

2.5.3 The multiple sampling ionization chambers (MUSICs) 
 

In order to satisfy the experimental requirements of unambiguous charge identification 
which is the necessity for subsequent identification in mass, two identical multiple-sampling 
ionization chambers (MUSICs) were placed at the exit of the FRS. 

The schematic drawing of the 
MUSIC is displayed in Fig.2.9.  
Although the anode is segmented 
into six parts, only the middle four 
are used for actual measurements, 
and the outer two served only to 
avoid border effects. The advantage 
of dividing the active anode into 
several parts results is the higher 
number of independent 
measurements (samples), thus 
allowing for precise determination of 
the fragment’s charge. When a 
fragment traverses the chamber, it 
excites and ionizes atoms of the gas 
along its flight-path, creating thus a 
cloud of electrons and positively charged ions. The charge-carriers, driven by the uniform 
electric field between anodes and the cathode drift in the corresponding direction, i.e. 
electrons to the anodes, and the ions to the cathode. Because the drift velocity of the electrons 
is app. by 3 orders of magnitude higher (~5 cm/µs) than for the ions, the charge collected on 
the anodes is used in the analyses, whose magnitude is app. proportional to the energy loss 
and thus to the square of the fragment’s charge, as described by the Bethe’s equation (2.4).  

4 anodes

grid
cathode

fragment

x

y

electrons

+ 650 V
- 4 kV

output signals

ions

Fig.2.9: Schematic drawing of the MUSIC; the outer 
protection anodes are not displayed. 

The role of the Frisch grid placed in front of the anode is to make the signal induced by 
the drifting electrons independent on the distance of the ion trajectory from the anodes, and to 
screen off the influence of the produced positive ions. The active volume of the chamber is 
406 mm in beam direction and 276x150 mm2 in x and y directions. The entrance and exit 
windows are made of 25 µm Kapton foils covered by 40 µg/cm2 aluminum layer. The filling 
gas is P10, i.e. mixture of argon (90%) and methan (10%), at atmospheric pressure and 
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temperature. During the experiment, the gas is continuously being renewed just by the 
pressure in the gas supply. 

While the signals from the MUSIC anodes were used to measure the charge of the passing 
ions, the same signal was also used to measure the drift-time of the produced electrons. The 
signals from the SCI41 were used as the start and the anode signal as the stop signal brought 
to the time-digital-converter (TDC). The drift times track the path of the fragment in the xz-
plane and allow for reconstruction of the effective flight-path of the fragment. 

The calibration of the energy losses measured by the MUSICS as well as the description 
of the drift-time calibration is given in the dedicated chapter 3.3. 
 
 
2.5.4 The multiwire proportional chambers 
 

The multiwire proportional chambers (MW) at the FRS have been primarily designed for 
precise measurements of the transversal positions in x and y, and were thus used for initial 
centering of the beam. Moreover, their technical construction allowing for independent 
absolute calibration predestines them for calibration of other detectors, such as scintillators 
and MUSICs. MWs are installed at all image planes of the FRS, i.e. in S1, S2, S3 and S4, and 
in order to allow even for measurements of the flight-angles and tracking, at S2 and S4 are 
installed even two MWs.   

All the chambers, except the manually-mobile MW42, are housed in hermetic containers, 
which are optionally insertable into the beam line. Entrance and exit windows of 100 µm 
titanium shield them from the vacuum. The MW42 uses two 25 µm Kapton windows to 
separate the chamber from the surrounding air.  

The MW detectors employ five sets of wires organized in parallel planes. The first two 
planes are spatially separated from the other three, which are close to one another. With these 
two planes, the detector can be operated in a two-stage operation mode, which however has 
not been used in our experiments, and therefore this description of MW functionality will be 
limited only to the one-stage mode, employing three wire planes, i.e. cathode X and Y and the 
anode 45º, see Fig.2.10. 

The central plane from these 
three is the anode. It consists of 
20µm tungsten wires separated 
from each other by a distance of 
2mm, aligned in a 45º transverse 
direction, with respect to the x and 
y axes. The voltage of the central 
anode has to be properly adjusted 
with respect to the nuclei to be 
measured; the typical values are 
around 2500V. The first and third 
planes (x and y plane, respectively) 
are grounded cathodes and consist 
of 50 µm tungsten wires in 
vertical, resp. horizontal direction, 
with a 1 mm pitch, and connected 
to the delay lines. Each side of the 
delay line is connected as an 
independent stop input of a TDC, while the signal from the anode provides a common start. 
The wire planes are housed in a container filled with mixture of Argon, CO2 and alcohol at 
atmospheric pressure.  

Fig.2.10: Schematic view of the multi-wire 
proportional chamber. 
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The ion, passing through the MW, produces a track of ionized gas particles. Driven by the 
electric field, the electrons drift toward the nearest anode-wire. This results in a current 
induced in the closest wires of the x- and y-plane, that adjure the anode. Due to a certain delay 
between the closest wires, signals from different wires need different time to arrive to the 
TDC as the stop signals. The time difference between arrival of signals from opposite sides of 
the same wire (xL, xR, yU, yD) provide the information on the position of the traversing ion: 

 

yDUyMW

xRLxMW

byyammy
bxxammx
+−⋅=
+−⋅=
)()(

)()(
 (2.8) 

 
where ax, ay, bx and by are determined from an independent calibration performed with help of 
a radioactive source. Additionally, since all the wires have the same length, the sum of signals 
from opposite sides, i.e. xR+xL and yU+yD, should be constant, thus allowing to discriminate 
good events from the ones cause by a multiple hit. 

The active area perpendicular to the beam axis is 200x200 mm2 and the achievable 
resolution about 1 mm. 

Since the wire-structure introduces transversal heterogeneities strong enough to spoil the 
achromaticity of the FRS, the detectors were removed from the beam during the production 
measurements. 
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3. Data Analysis 
 

The main aim of the experiments has been to measure the longitudinal velocities of the 
fragmentation residues produced in three different reactions, i.e. 197Au+197Au at 0.5 and 1.0 A 
GeV, and 197Au+27Al at 0.5 A GeV. Since the physical interest was to study the evolution of 
this dynamical property with respect to the size of the participant blast, being ruled by the 
impact parameter, our measurements were done systematically for all isotopes of all elements 
with significant production cross sections, which were effectively identifiable by the FRS. In 
case of the system at the highest reaction energy, the measurements covered essentially all 
elements from charge 10 up to the charge of the projectile. In case of the systems with lower 
reaction energy, our measurements scanned a bit limited region of nuclear charges 10<Z<65, 
since in this energy domain, due to stronger population of different charge states of the same 
element, the separation of different isotopes of the heaviest elements could not be achieved 
with the necessary resolution. 

The velocity of the individual fragments was basically measured by determining the 
transversal position at the intermediate focal plane, measured by the scintillator SCI21, and by 
the magnetic fields in the first stage of the FRS (see eq. 2.2). However, the necessary 
condition for the proper velocity determination is the knowledge of the mass and charge of the 
fragment. Therefore, a complete identification had to be performed prior to the velocity 
determination. 

In order to better understand all the steps of the data analysis needed to finally extract the 
longitudinal velocities of the fragmentation residues, we have to recall that the FRS is a 
forward spectrometer with limited momentum and angular acceptance, as discussed in  
chap. 2. This feature of the FRS affects both the analysis of the measured data as well as the 
interpretation of the final results, since only inclusive measurements could be performed; 
meaning that only one product of any single nuclear reaction could be measured, provided this 
fragment fulfilled the conditions of momentum and angular acceptance.  

The impact of the limited momentum acceptance has also its technical aspect. Once the 
magnetic fields are set, only fragments with magnetic rigidities fitting into a window set by 
the magnets can be transmitted and detected. Thus, in order to measure the full range of all 
magnetic rigidities populated by the reaction products, we had to systematically scan a wide 
interval of Bρ of the first FRS-stage, and moreover, for each of these settings use several 
different tunings of the second FRS-stage, in order to scan all elements produced with the 
magnetic rigidities accepted by the first stage. In order to provide best transmission conditions 
for all fragments, the scanning steps, by which the spectrometer was tuned, were of 1.5%. 

In case of all three experiments, this meant several hundred different magnetic-field 
settings. The task of the data analysis is to “glue” all the pieces, represented by the results 
measured in individual settings, together, and reconstruct the full velocity distribution for 
every single isotope. 

The main difficulties connected to the limited angular acceptance were the loss of 
transmission efficiency and the necessity to perform additional corrections, especially for the 
fragments with lower nuclear charges. On the other hand, this limitation resulted in a 
possibility to distinguish two different reaction mechanisms, namely fragmentation and 
fission, as is explained in chap.4.1. 

In this chapter, the procedures of the data analysis leading to the determination of the 
velocity of the fragmentation residues will be described.   

Note: As will be seen in the following sections, many calibrations and data analysis 
procedures are connected to the fact that the three experiments were organized in two 
separate experimental runs, and thus the two with the lower incident-beam energy share some 
of those analysis procedures, without any dependence on the utilized target. Therefore, for the 
sake of clarity and simplification, at the places where one can exclude any confusion, the 
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experiment with the 197Au beam at 1000 A MeV will be referred to as Run121, and the 
experiment with 197Au beam with energy of 500 A MeV will be referred to as Run123, no 
matter whether the gold or the aluminum target was used. 
 
 
3.1 General overview 
 

The performed data analysis can be divided into three main parts and schematically 
summarized in the following way: 

 
I.  Initial Fragment Separator calibrations 

 determination of the dispersions at S2 and S4 
 measurement of the thicknesses of the layers of matter in the beamline 

(SEETRAM, target, SCI21, degraders) 
 measurement of the effective radii of both stages of the FRS 
 ToF calibration 
 SEETRAM calibration 

 
II.  Identification of the detected fragments 

 correction of energy losses in MUSIC on ToF, position, temperature and 
pressure 

 calibration of the scintillator SCI21 
 calibration of the MUSIC drift-times 
 determination of A/Z of the fragments 
 identification of the fragments 

 
III.  Reconstruction of the velocity distributions  

 normalization of the yields (beam dose, dead-time) 
 correction for angular transmission 
 reconstruction of the velocity distributions by superposition of different 

magnetic settings  
  

In the first part of the data analysis, it is necessary to measure the “inner characteristics” 
of the FRS, such as the effective radii of the dipoles or dispersions at S2 and S4, and calibrate 
the ToF detectors by measuring the thicknesses of all layers having impact on the 
measurements of the fragments velocities, i.e. those in the beam line at the target area and the 
intermediate focal plane. These measurements (with the only exception of the TAC 
calibration) can be performed only with a well defined beam of known magnetic rigidity.  

The aim of the second part of the data analysis is the identification of the detected 
fragments. Therefore, the main effort is invested into calibrations of detectors essential for 
fragment identification such as SCI21 and MUSICs, including-energy loss as well as drift-
time calibration. Often the most efficient way to perform these calibrations is to use the 
reaction products which populate a large volume in phase space, and thus can interact within 
the whole active area of the detectors. Afterwards, an identification of every detected 
fragment can proceed. 

In the last stage of the data analysis, the velocity distributions of every individual isotope 
are reconstructed. Pieces of those distributions from different magnetic-field settings are 
superimposed on one another. At the same time, the results have to be normalized to the same 
beam dose and corrected for the dead-time and the angular transmission. Only then, one can 
receive correct shape, magnitude and mean value of the velocity distribution for any measured 
isotope. 
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3.2 Initial Fragment-Separator calibrations 
 

As pointed out in chap. 2, the key equation of the data analysis is eq. 2.2, from which one 
would like to extract A/Z of the fragments. However, this assumes the knowledge of the 
applied magnetic fields, radius of the fragments trajectory, and velocity of the fragments. 
Moreover, since the magnetic field of the dipoles is homogenous, two fragments with the 
same velocity but different magnetic rigidities will flight on trajectories with different radii 
and traverse S2 or S4 at different positions. The relation between the difference of these two 
positions and the magnetic rigidities is ruled by the dispersions in the individual FRS stages, 
which also have to be determined experimentally.  
 
 
3.2.1 Determination of dispersions at S2 and S4 
 

The most efficient way to measure the dispersions at the intermediate and final focal 
planes is the use of a spatially well defined beam of ions with known magnetic rigidity. The 
fully stripped beam of 197Au at 500 A MeV has Bρ = 9.0414 Tm; the 197Au at 1000 A MeV has 
Bρ = 14.0744 Tm. After aligning the beam in the whole FRS, we insert the MW22 into the 
beam line at S2. We measure the position of the beam and increase the magnetic field of the 
whole stage by a factor of 1.003, i.e. we increase the magnetic rigidity corresponding to the 
central trajectory by +0.3%. Since the bending power of the dipoles is now stronger, the 
position of the beam at S2 is shifted. After recording the new position of the beam, we 
perform the same procedure several times in order to sweep the beam through the whole 
momentum acceptance window, monitoring the magnitude of the beam-position shifts to 
determine the dispersion and its dependence on the position at S2. 

The results of the measurement of the dispersion at S2 for the beam of 197Au at 1 A GeV is 
summarized in Tab.3.1, which is graphically represented in Fig. 3.1. When assuming the 
error of the position measurement in order of 1 mm, the measured dispersion has then the 
value of D2 = -6.38 ± 0.03 cm/%. 

Analogical procedures were performed in order to determine the dispersion at S4 and the 
dispersion at S2 and S4 in case of the 197Au beam at 500 A MeV, i.e. in Run123. The resulting 
dispersions were having values of D4 = 8.42±0.07 cm/% in Run121, and D2 =  
-6.34±0.04 cm/% and D4= 8.22 ± 0.06 cm/%. in Run123.  

In conclusion of this section, we can state that the dispersion has been found linear in all 
of our experiments in the whole range of the intermediate and final focal plane. 
 

 Tab. 3.1: Summary of the measurements of the 
dispersion D2 at S2 during Run121. ∆B is the change of 
the magnetic field with respect to the position of the 
centered beam, B12 is the average magnetic field in the 
first FRS-stage and x2[mm] is the beam position at 
MW21, i.e. at S2. 

∆B [%] B 12 [T] x 2 [mm]
-1.4 1.2277 88.8
-1.1 1.2313 70.6
-0.8 1.2352 51.0
-0.6 1.2381 35.1
-0.3 1.2413 18.4
0.0 1.2449 -0.2
0.3 1.2488 -19.7
0.6 1.2527 -39.3
0.9 1.2563 -58.4
1.2 1.2600 -76.8
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Fig. 3.1: Measurement of the dispersion at S2 in Run121. The line is 
a linear fit of the measured values; its slope defines the dispersion. 
Uncertainty in the x2 determination is around 1 mm 

 
 
3.2.2 Measurement of the thicknesses of the layers of matter in the beam-line 
 

The ions passing through a layer of material in the FRS, such as the target or the SCI21 
detector, suffer energy losses and are effectively slowed down. Their magnetic rigidities 
generally decrease, and therefore the fields of the magnets behind this degrading material 
have to be adapted, in order to be able to transmit the passing ions through the rest of the 
fragment separator. In order to correctly predict the magnetic rigidities of the reaction 
products or the beam, and thus properly plan the various tunings of the FRS magnets, the 
precise knowledge of the thicknesses of the materials put into the beam line is essential. To 
account for the individual characteristics of different beams (velocity, Z) and to avoid possible 
uncertainties due to uncertainty of the value of nominal thicknesses, the thicknesses of all the 
materials present in the beam line are measured experimentally from the energy loss of the 
beam. 

In our experiments, the materials involved in the beam line were the SEETRAM, two gold 
and one aluminum target in the target area (S0), and scintillator and various degraders at S2. 
The layers of matter at S4 do not influence the settings of the FRS; therefore the knowledge of 
only nominal thicknesses is satisfactory.  

The measurement is again most efficiently performed with the beam of known magnetic 
rigidity. First we record the position of the beam at S2 with help of the multiwire proportional 
chamber MW22 when SEETRAM and gold or aluminum target is in the beam line. Then the 
SEETRAM is taken out and we record the shift of the beam position at S2. Afterwards the 
target is taken out and the SEETRAM inserted back. 

With the knowledge of the dispersion at S2, we can convert the shift of the beam position 
into the change of the magnetic rigidity corresponding to the individual material: 

 

[ ] [ ]
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=∆ ρ  (3.1) 

 
where Bρ is the magnetic rigidity, x the horizontal position at S2, and D2 the dispersion at S2. 

Then utilizing the program AMADEUS [AMA], we can calculate the thickness of the 
material, which would result in the observed decrease of the magnetic rigidity. 
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Analogical procedures were performed in order to determine the thicknesses of various 
materials in the beam line at S2.  The results of the measurement of the thickness of the 
involved material at S0 and S2 for the beam of 197Au at 1 A GeV are summarized in Tab. 3.2. 

Analogical procedures were performed in order to determine the thicknesses of various 
materials at S0 and S2 also in the case of the 197Au beam at 500 A MeV. From these results 
the most important are the thicknesses of the production targets which were 51.2 mg/cm2 in 
case of the gold target and 158.3 mg/cm2 in case of the aluminum target. 

Assuming the uncertainty in x2 determination of 1 mm and the uncertainty of the 
calculation by [AMA], then the overall relative uncertainty of the thickness determination is 
around 1-2%. 
 
Tab. 3.2: Summary of the measurements of the thicknesses of various objects at S0 and at S2 during 
Run121. B12 and B34 are the average magnetic field in the first and second FRS-stage, respectively, x2 
[mm] and x4 [mm] the beam positions at MW21 and MW42, respectively, and ∆Bρ is the change of the 
magnetic rigidity with respect to the primary beam. Concerning the layers of matter, Au stands for the 
gold target, See for the SEETRAM detector, while hom and S2 disc stand for various types of 
degraders and their combinations with different nominal thicknesses 300, 4200 and 4600 mg/cm2 of 
aluminum equivalent. 

S0:
layer B 12 [T] x 2 [mm]

Au+See 1.24495 -0.2

Au 1.24505 2.7 105.8

See 1.24505 18.4 12.9
S2:

layer B 34 [T] x 4 [mm]
- 1.24503 -0.5

SCI21 1.21410 6.4 583.1

300mg hom 1.19840 -1.6 325.1

S2 disc 1.17470 -0.3 774.0
S2disc+4200 0.93988 -1.2

S2disc+4200 0.93985 -1.8 4905
S2disc+4600 0.91418 -4.6
S2disc+4600 0.91415 -5.5

S2disc+4600 0.91415 -5.3 5320

Au target

mg/cm 2  Al eq.
mg/cm 2  Au

disc S2

4200mg + disc

mg/cm 2  Al eq.
mg/cm 2  Al eq.
mg/cm 2  Al eq.

mg/cm 2  Al eq.

-24.847

-24.845

object thickness

material thickness

-3.325
-22.677

-22.686
-24.834

∆Bρ  [%]
0.000

-2.401

-1.388

∆Bρ  [%]
0.000

0.053

0.300

mg/cm 2  Al eq.4600mg + disc

Seetram

SCI21
300mg hom

 
 
3.2.3 Measurement of the effective radii of both stages of the FRS 
 

As indicated by eq. 2.2 and discussed in chapter 2, the magnetic rigidity, the main 
characteristic of the fragment, is determined by the radius ρ of the fragment trajectory in a 
magnetic field of given strength B. Since the output voltages of the Hall probes, which 
measure the magnetic-field strength, are subject to long-term variations, e. g. due to radiation 
damages, the product of BHall as given by the Hall probes and ρ for an ion following the 
central trajectory along the FRS need to be calibrated with a beam, whose magnetic rigidity is 
known independently. For this purpose, the primary beam with its nominal energy as 
measured in the SIS accelerator by its revolution frequency is passed on the central trajectory. 
That means, the magnetic fields are adjusted in a way that the beam with known magnetic 
rigidity Bρb hits the detectors MW22 at S2 and MW42 at S4 in the central horizontal position. 
As a technical procedure, we still use the value of BHall given as an output of the read-out 
hardware of the Hall probes, which is based on an initial calibration, and determine the 
effective radius ρeff in such a way that the product BHall·ρeff is exactly equal to the known 
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magnetic rigidity Bρb of the primary beam. Since only the product BHall· ρeff enters into our 
analysis, this procedure is equivalent to calibrating the output of the Hall probes. It is also 
clear that the effective radius ρeff of the same FRS stage is generally not the same in different 
experiments, although the geometry of the separator was not changed. 

The measurement of the effective radius of the first stage of the FRS is performed by 
insertion of various layers of matter, with known effective thickness, into the beam line and 
monitoring the shift of the beam position with the MW22 at S2. Such a procedure is necessary 
since the beam provided by SIS is not yet fully stripped. For this case, we can utilize the 
already performed measurements from the measurements of the thicknesses of layers of 
matter in the beam line in the previous section. According to the equation: 
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we determine the effective radii for each of the involved matter and take the average value. 
We assume (Bρ)calc as being the calculated magnetic rigidity of the fully stripped beam after 
passing the given layer of matter, B12 the average magnetic field of the first and second 
dipole, i.e. the first FRS-stage, x the horizontal position at S2 measured by the MW22, and D2 
the dispersion at S2. 

Determination of the effective radius of the second FRS-stage is possible without 
involvement of any additional material at S2, provided the beam traverses through the center 
of the intermediate focal plane.  

The results of the measurements of the effective radii of the first and second FRS-stage 
are summarized in the Tab.3.3. Analogical procedures were performed in order to determine 
the effective radii of the first and second FRS-stage also in the case of the 197Au beam at 500 
A MeV.  

 
Tab.3.3: Summary of the measurement of the effective radii ρ1 and ρ2 of the first and the second FRS-
stage during the Run121. B12 and B34 are the average magnetic fields in the first and the second FRS-
stage, respectively, x2 [mm] and x4 [mm] are the beam positions at MW21 and MW42, respectively, 
and ∆Bρ is the change of the magnetic rigidity with respect to the primary beam. Bρ is then the 
magnetic rigidity of the beam behind the corresponding layer of matter. The layers of matter and their 
acronyms are the same as in Tab.3.2.  

layer B 12 [T] x 2 [mm] ∆Bρ  [%] Bρ  [Tm] rho  [m]
beam - - 0 14.074 -

Au+See 1.2449 -0.2 0.35250 14.025 11.266
Au 1.2450 2.7 0.29973 14.032 11.267

See 1.2450 18.4 0.05277 14.067 11.272

rho 1= 11.268

layer B 34 [T] x 4 [mm] ∆Bρ  [%] Bρ  [Tm] rho  [m]
- 1.2450 -0.5 0 14.025 11.265

rho 2= 11.265

 
 
3.2.4 Time-of-flight calibration 

 
The time-of-flight detectors at the FRS consist of two scintillators at S2 and S4, as 

described in detail in chap.2.5.2. They measure the time the fragments need to pass through 
the second stage of the FRS, i.e. over the flight path of app. 36 meters. This velocity 
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determination is necessary in order to perform the identification of the fragments, however, 
should not be confused with the procedure of more precise velocity determination, which is 
the object of this study, and which would not be possible without a prior identification, as is 
described in chap. 3.4.1. 

 Since the velocity of the beam particles with energy 1000 A MeV is app. 26.26 cm/ns in 
the laboratory frame, and for the ions with energy 500 A MeV it is app. 22.76 cm/ns, the time 
needed to cover the total distance between both scintillators is app. 137 ns in case of higher 
beam energy, and 158 ns for the lower beam energy. But it is necessary to consider, that due 
to nuclear reactions of different fragment species in target and degrading material at S2, the 
fragments arriving at the end of the FRS can have velocities significantly different than the 
primary beam, and that the fragments of the same charge and mass can also populate a rather 
broad range of velocities. Therefore, the time delay of the signal from the SCI21 has to be 
properly adjusted in order to come after the signal from the SCI41, which is the master-trigger 
of the whole data acquisition system, within the range of the TAC. Moreover, these ranges of 
the corresponding TACs have to be adjusted, in order to cover all possible times, when the 
reaction products can arrive. 

The necessary range of the TACs was determined to be app. 30 ns, based on the model 
calculations performed with the Goldhaber model [Gol74] and Morrissey systematic [Mor89], 
and later confirmed by the real fragments. The actual absolute calibration of the TACs is then 
performed without the beam with help of a pulse generator, which is able to deliver signals 
with known period that is shorter than the set TAC range. The result is a spectrum with three 
sharp peaks, such as is displayed in Fig. 3.2 for the calibration of the left side of the ToF in 
Run121, where the distance between two neighboring peaks corresponds to the period of the 
signal, i.e. 10ns. Determination of the number of channels corresponding to 1ns of real time is 
then a straightforward task as summarized in Tab. 3.4. This calibration factor is exactly the 
factor αL in eq.2.5. With the analogical procedure, we calibrated also the right side of the ToF 
and both sides of the ToF in Run123. 

The delay, which is necessary to bring the signals from SCI21 after the triggering signal 
from the SCI41 has to be adjusted with the beam and later confirmed with the real fragments, 
which should arrive within the gate generated by the trigger signal. In order to measure the 
absolute value of this delay, the so called time-of-flight offset being denoted as t0 in eq. 2.5, 
we inserted different layers of matter of known effective thicknesses into the beam line at S2, 
since within this equation also the value of s0, i.e. the total length of the flight-path, is an 
unknown quantity.  

 
Fig.3.2: Calibration of the TAC range for the left and right side of the time-of-flight detector 
performed in the Run123. The distance between two peaks corresponds to a period of 10ns.  
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Tab. 3.4: Summary of the time-of-flight TACs calibration 
performed in Run123. SCI21L-SCI41L stands for the TAC of 
the time-of-flight determined from the left sides of the 
scintillators, SCI21R-SCI41R then corresponds to the right side.  

time [ns] SCI21L-SCI41L [chn] SCI21R-SCI41R [chn]
10 1083±3 1079±3
20 2037±3 1991±3
30 2994±4 2904±4
40 3949±5 3822±5

factor (chn/ns) 95.55±0 .09 91.41±0 .09
    
As the result of the inserted material the beam got slowed down and arrived at S4 at later 

time, but since the delay of the S2 signal is kept constant, that meant that the corresponding 
signal from S2 arrived earlier with respect to that from S4, came two signals closer to one 
another. By measuring the corresponding ToF and using laboratory velocities v of the beam 
after passing through the various layers of matter at S2 calculated with the AMADEUS 
program [AMA],  the dependence of 1/v on the measured ToF* according to the following 
equation could be established: 
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where a=t0/s0 and b=1/s0, and ToF* is the time measured directly by the TACs, as defined in 
eq.2.5. From eq. 3.3, it may be seen that by fitting the linear dependence shown in Fig.3.3 and 
summarized in Tab. 3.5, the parameters a and b could be obtained, from which the 
determination of s0 and t0 is a straight forward task.  In the Run121, taken as the average value 
of the left and right side, the time-of-flight offset has been t0=164.2±0.2 ns and the flight-path 
s0=36.79±0.08 m. With the same procedure we determined the ToF offset in Run123 as 
t0=187.4±0.6 ns and the flight-path s0=36.56 ±0.10 m.  

 
Fig. 3.3: Determination of the time of flight delay t0 and total flight path 
s0 performed in Run121. The linear fits indicated in the figure have the 
form of eq.3.3 
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Tab. 3.5: Summary of the time-of-flight offset calibration performed in Run121. 
The layers of matter and their acronyms are the same as in Tab.3.2, calc. (1/v) 
stands for the inverse of the beam velocity behind the corresponding material 
calculated with [AMA], and the last two columns are the measured values of ToF* 
for each side of the detector separately. ToF*-left, ToF*-right. 

thickness calc. (1/v ) ToF*-left ToF*-right
[cm/mg 2] [ns/cm] [ns] [ns]

disc+4600 5320.5 0.0418 11.15 10.04
disc+4200 4905.0 0.0413 12.59 11.53

300mg hom 325.1 0.0385 23.22 22.17
disc S2 774.0 0.0387 22.49 21.46

layer

 
 

3.3 Identification of the detected fragments 
 

To identify a fragment means to know its nuclear-charge number Z and mass number A. 
While the charge can be directly measured by the multiple sampling ionization chambers 
(MUSICs), the mass can be determined only by measuring the magnetic rigidity of the 
fragment and utilizing the eq.2.2, provided the charge Z and velocity v of the fragment is 
already known: 
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where B is the magnetic field, ρ is the radius of the trajectory, β=v/c with c being the speed of 
light, -e the charge of the electron and u the atomic mass unit. Since also the magnetic field is 
directly measured by the Hall probes, the remaining task is the determination of the correct 
radius of the fragments trajectory. Measuring the position at S2 by the SCI21 and at S4 by the 
drift-times of the MUSICs, and keeping in mind that the magnetic field is homogeneous, we 
can determine the ρfrag of the fragments in the second FRS-stage by applying a correction to 
the radius of the central trajectory ρeff, which is given by the deviation of the fragment 
trajectories, i.e. by the position at S2 and S4 and the ion-optical properties of the system: 
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where x2 and x4 are the horizontal positions of the fragment at S2 and S4, D4 is the dispersion 
at S4 and M is the ion-optical magnification of the second FRS-stage given by M=D4/D2. 

Therefore, in this section the emphasis is put on the calibration of the detectors, which 
directly measure the characteristics of the fragments, such as the charge and magnetic rigidity 
via the horizontal position at the intermediate and the final focal plane. The common feature 
of these calibrations is that they can be performed only with the produced fragments, such that 
the response of the detectors can be obtained from any place of their active volume, contrary 
to the well localized primary beam utilized for the initial calibration of the Fragment 
Separator. 
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3.3.1 Correction of energy losses in MUSIC 
 

The fragments passing through the MUSIC detector leave behind the track of ionized gas 
composed of individual electrons and positively charged ions. As explained in detail in 
chap.2.5.3 the created cloud of electrons drifts to the anode of the detector, where it is being 
collected. The magnitude of the specific energy loss is according to the Bethe formula directly 
proportional to the square of the nuclear-charge of the fragment and inversely proportional to 
the square of its velocity: 
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The amplitude of the MUSIC signal also depends on the density of the filling gas, which 

ruled by the atmospheric pressure and temperature, does not stay constant during the 
experiment, and moreover, also on the position of the fragment’s transit, since with increasing 
distance the electrons have to drift to the anode, the probability to recombine increases. 
Therefore 
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In the equation above, we assume that different dependencies of the energy loss can be 
separated. Therefore we can write: 
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implicating, that in order to deduce the charge of the detected fragment, we have to first find, 
and then remove the dependence on the velocity f(v), dependence on the position g(x4) and the 
dependence on the density of the gas, i.e. on atmospheric conditions d(t). The procedures 
leading to determination and removal of these dependencies are described within this section, 
divided into the following three parts.  

 
 Correction of the MUSIC energy losses for the velocity of the fragment 
 Correction of the MUSIC energy losses for the position dependence 
 Correction of the MUSIC energy losses for the density of the gas 

 
In principle, all of these corrections can be treated independently on one another, and the 

final result should not be influenced by the order of the execution. For practical reasons, the 
correction for the velocity was performed before the correction for the position. The 
correction for the density of the gas is the smallest of all three, and therefore is performed as 
the last one. 
 
Correction of the MUSIC energy losses for the velocity of the fragment 
 

Each of the MUSICs provides 4 independent measurements of the energy loss of the 
fragment. The magnitude of the signals from individual anodes is given by the main amplifier 
and generally does not have to be the same for all anodes. However, since the measurements 
by individual anodes are independent of one another, the resolution in charge of the signal, 
which is taken as the mean value of all four signals within one chamber, is by a factor of 2 
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higher, provided the amplitudes of the signals from the four anodes are approximately the 
same. Moreover, due to the same gas conditions within each MUSIC, we can apply the same 
type of corrections for all four signals, or more efficiently, correct directly the mean signal. 

 As an example, in the top-left subset of Fig.3.4 displays the energy losses measured in 
part of the Run123 in MUSIC1. The resolution is rather limited; however, when displaying 
the same energy loss as the function of the ToF in the top-right subset of Fig.3.4, i.e. as the 
function of the velocity of the fragment, one clearly sees the source of the limited resolution, 
which is just the projection of the first figure on the horizontal axis. The observed ridges 
correspond to different charges of the fragments. However, if one orders the ridges in vertical 
direction, the resolution in terms of the projection on the horizontal axis, i.e. in charge, 
significantly improves, as is demonstrated in the bottom subsets of Fig.3.4.  

Since the slope of each charge-ridge is different, we had to fit each of them separately by 
a linear function. The slope of these fits turned out to be a function of the energy losses, as 
seen in Fig.3.5, establishing the basis for a proper analytical correction: 
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where  is the corrected energy loss, f(∆E1

corE∆ uncor) is a polynomial function given by the 
slope of the individual charge ridges, as displayed in Fig.5, ∆Euncor is the energy loss before 
 

Fig.3.4: Left: Spectrum of the average energy loss in MUSIC1 as measured in part of the Run123 
before (top) and after (bottom) the correction of energy losses on the velocity of the passing fragments. 
Each peak corresponds to different fragment’s charge. Right: The dependence of the average energy 
loss on the fragment’s time-of-flight, i.e. the velocity, as measured in part of the Run123 before (top) 
and after (bottom) the correction on the ToF dependence. Each ridge corresponds to a different 
fragment charge. 
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Fig.3.5: The slopes of individual uncorrected charge ridges as the function of 
the energy loss. The cubic fit is the correction function f(∆E) from the eq.3.9. 

 
the correction, ToF the measured time-of-light, and ToFref the reference time-of-flight to 
which all the charge-ridges are corrected (usually chosen as the app. average time-of-flight 
within a set of measurements).  
 
Correction of the MUSIC energy losses for the position dependence 
 

The dependence of the measured energy loss on the position in the MUSICs is caused by 
the partial recombination of the created electrons. Their recombination follows an absorption 
law, meaning that the number of electrons traversing a certain distance dx4 is reduced each 
time by the same fraction. Therefore one would expect the function g from eq.3.8 to be 
exponential.   

However, since in reality we correct for the position dependence the data which were 
already corrected for the dependence on Tof, and since there is a correlation between the 
position at S4 and the velocity, the resulting correction function is not an exponential, but 
rather follows a power law.  

In the top-left subset of Fig.3.6 we observe the energy losses measured in part of the 
Run123 in MUSIC1 and already corrected for the dependence on the time-of-flight. In fact, 
these data and figure is identical as bottom left plot in Fig.3.4 of the previous section. 
However this time, the figure can be obtained as the projection of the 2D spectra displaying 
the energy losses as the function of the position in the MUSIC1 (see top-right plot in Fig.3.6), 
given by the drift time. It is again possible to observe various ridges corresponding to 
different elements, which are tilted by the position dependence. In the analyses, each of these 
ridges was fitted by a power function g=a(E)x4

b(E), with its power and argument being 
functions of the energy losses. Thus it was possible to correct the measured energy losses in 
the following way: 
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where x4 is the position in MUSIC given by the drift-times, b=b( ) is the function 
given by the dependence of the power of the fitted power function on the energy loss, which 
is however also dependent on the factor of these power functions, see Fig.3.7, in order to 
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correct the energy losses with respect to the same frame of reference. As the consequence, the 
spectrum of the resulting energy losses is stretched wider, than the uncorrected spectrum, as is 
clearly evident from the comparison of the left plots in Fig.3.6, but significantly increases the 
charge resolution especially in the region of higher charges, as displayed in bottom-right plot 
of Fig.3.6 and compared to the top-right plot of the same figure.  

Fig.3.6: Left: Spectrum of the average energy loss in MUSIC1 as measured in part of the Run123 
before (top) and after (bottom) the correction of energy losses on the position at S4 of the passing 
fragments. Each peak corresponds to different fragment’s charge. Right: The dependence of the 
average energy loss on the fragment’s position at S4, i.e. the drift-time, as measured in part of the 
Run123 before (top) and after (bottom) the correction. Each ridge corresponds to different fragment’s 
charge. 
 
 
Correction of the MUSIC energy losses for the density of the gas 
 
The density of the gas influences the magnitude of the energy loss which the fragment suffers 
while traversing the MUSIC. The denser is the gas, the more of its atoms the fragment meets 
and can thus ionize, consequently inducing higher charge than in less dense environment. 
Since the density of the filling gas is ruled by the atmospheric conditions, such as pressure 
and temperature, and both of our experiments took place during a course of app. 9 days, when 
the data were taken virtually 24 hours a day, one can expect significant changes of the 
atmospheric conditions, varying by day and night, as well as changing with development of 
the overall weather conditions. As the result of the density dependence, the MUSIC response 
to the fragments of the same element varied from measurement to measurement. 
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Fig.3.7: Left: the factors of the power fits of the individual uncorrected charge ridges as the 
function of the energy loss. The polynomial fit is the correction function a(∆E) from the eq.3.10. 
Right: The powers of the fits of the individual uncorrected charge ridges as the function of the energy 
loss. The polynomial fit is the correction function b(∆E) from the eq.3.10.;  
 

  
In order to correct for this effect we assume that the atmospheric conditions did not 

change during one measurement, which took typical between 15 and 60 minutes. Then the 
charge spectrum for each file, i.e. the individual measurement, was fitted, and the positions of 
peaks, such as in Fig.3.8, determined. The positions of these peaks were then compared to an 
arbitrarily chosen reference file and corrected by a polynomial function dfile=dfile(∆E), which 
was determined for each file individually: 
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The consequence of the correction for the density of the filling gas is an improvement of 
the overall resolution in the nuclear charge by app. 10%. 

 
Fig.3.8: Charge spectra measured by MUSIC1 during Run123 in two different files corrected for 
position and velocity dependence. The shift between the two spectra is caused by the different 
atmospheric conditions during the measurements and has to be corrected by means of eq.3.11.  
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Once the resolution of the MUSICs has been restored, one can in principle calibrate the 
nuclear charge Z. In certain measurements it is particularly easy; one can identify the primary 
beam on the charge scale, and count by one-unit steps, thus identifying all the charges. 
However in measurements without the primary beam, this is not possible, and one has to rely 
on various different approaches. But these depend on the ability to determine the fragment’s 
A/Z as will be seen in later sections. Therefore, at this phase of the data analyses, it is more 
convenient to perform just an “arbitrary calibration”, using the advantage of the approximate 
square dependence of the energy losses on the nuclear charge of the fragment such that: 
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where z≈z(√∆E) is the pseudo-calibration function, which is in reality determined by 
correlation of positions of different charge-peaks of a corrected MUSIC spectrum with integer 
numbers. The introduced error of several charge units is at this stage unimportant. 

 
 
3.3.2 Calibration of the scintillator SCI21 
 

The scintillator at S2 is one of the key detectors. It is one of the time-of-flight detectors 
and it measures the horizontal position of the fragment’s transit through S2. Especially the 
later information is not only important for the identification of the fragment itself, but is also 
essential in the later stages of the data analyses, when the precise velocity for the already 
identified fragment is to be determined. Therefore, special attention was invested into the 
calibration of this detector.  

Although the general calibration procedure consists of a direct correlation of the 
absolutely calibrated signal from the multi-wire chamber MW21 and the signal from SCI21, 
prior to that a special treatment of the SCI21 signal has to be performed, which takes into 
account the influence of the walk of the constant fraction discriminator (CFD), making the 
SCI21 response sensitive to the charge of the passing fragment. The left plot of Fig.3.9 
displays the 2D spectrum of the SCI21 signal, i.e. horizontal position, with respect to the 
charge of the passing fragment. In the figure, we can observe individual ridges corresponding 
to the different charges, which position is however slightly shifted with respect to one 
another. The severity of the effect grows with the decreasing charge of the fragment. 
Recalling the physical dimensions of the active area of the scintillator, as described in 
chap.2.5.2, we have to consider, that these dimensions are constant for all passing fragments 
regardless of their charge, and moreover, that this active area is app. equally populated by all 
fragments. 

Defining the borders of each ridge, given by the extremes of he SCI21 active area, as the 
channels corresponding to the half of the height of the ridge-plateau on each side, such as 
demonstrated in the left plot of Fig.3.10, we can perform the correction of the scintillator 
signal, such that the effects of the CFD are compensated: 
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where is the raw position signal from the SCI21, A(Zuncorx2 temp) is a stretching factor 
determining how much should the ridge be compressed or extended, and the B(Ztemp) is the 
shifting parameter, pushing the ridge to the same reference position, in this case to channels 
from 2700 to 3200. The results of this procedure are displayed in the right subset of Fig.3.9. 
 
 

 36



Fig.3.9: The average energy loss in MUSIC1 vs. position at S2 before (left) and after (right) the 
correction for the walk of the constant fraction discriminator, as measured during part of the Run123. 
The applied correction corresponds to the one described by the eq.3.12. 

Fig.3.10: Left: Position spectrum from the scintillator SCI21 as measured during part of the Run123. 
The channels of the red borders of the distribution correspond to extremes of the sensitive range of 
the scintillator. Right: An example of the calibration of the SCI21 by a MW22 as performed during 
the Run123. 

  
After the signal from the scintillator is corrected, it is possible to proceed with its 

calibration by MW22. In praxis, this is done for such a setting of the magnetic fields of the 
first FRS stage, that the produced fragments more-or-less uniformly populate the whole S2 
area, i.e. the full sensitive range of the scintillator, as well as the MW22, which is temporarily 
inserted into the beam. 

The calibration of the SCI21 detector is usually performed several times during the course 
of the experiment, in order to assure, that the detector response had not changed; for example 
due to degradation of its scintillating properties caused by a radiation damage, as may be the 
danger especially when the scintillator is directly hit by a primary beam of high intensity. 

The right plot of Fig.3.10 then displays one of the calibrations of the scintillator SCI21 
performed by the MW21 during the course of the Run121. The correlation is approximately 
linear; however slight influence of the borders is visible. Therefore such calibration curves 
were fitted with up to the sixth degree polynomial. 
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3.3.3 Calibration of the MUSIC drift-times 
 

The position of the fragments transit through the final focal plane S4 is another essential 
quantity in order to determine the proper radius of the trajectory and perform the fragments 
identification. In principle, there are several possibilities how to deduce this position. The 
most natural choice may be the SCI41, since this detector should be positioned directly in the 
final focal plane. However, in case of this scintillator, the fragments do not populate the full 
active range of the detector and thus the possible influence of the walk of the corresponding 
CFD remains hardly correctable, or even undetected. 

Another possibility may be a pair of multi-wire proportional chambers, which additionally 
to their good resolution and absolute calibration would even allow for determination of the 
fragments flight angle. But the rather low detection efficiency for the elements with low Z<30 
prevented them from being used for this purpose.  

Yet another possibility is the use of the drift times of the MUSIC detectors, since these 
signals do not suffer from the loss of efficiency for low Z’s, and the resolution in the position 
determination is even superior to that of the multi-wire chambers. The only technical 
complication is the necessity to calibrate individually each of the drift-time signals coming 
from eight different anodes (four anodes per MUSIC). 

In the real experiment, the constant-fraction discriminators (CFDs) processing the drift-
time signal have a limited dynamic range corresponding to the set threshold. Thus, the output 
signal has the correct value/shape only for a certain charge range. Therefore, the thresholds of 
four CFDs of one MUSIC are set in such a way, that the full charge range is covered by four 
overlapping “windows”; e.g. the first anode is set to be sensitive to the lowest charges, the 
fourth to the highest charges. The thresholds of corresponding CFDs are arranged in the same 
way in both MUSICs, thus the drift-time of the charge induced by each fragment is properly 
processed at least by one pair of anodes, each from one MUSIC. Therefore also in the case of 
the S4 position determination by the MUSICs one is able to deduce the flight angle of every 
passing fragment. 

However, the consequence of different thresholds at MUSIC CFDs is that only the drift-
times from anodes “sensitive to the highest” charges can be calibrated directly by the multi-
wires. The anodes sensitive to the lowest charges do not see properly the signal seen by the 
MWs, and on the other hand, the signal seen by these anodes is not detectable by the MWs. 
Therefore, these anodes (usually 1st and 2nd) are calibrated with help of the other anodes, 
already calibrated by the MWs. 

The procedure is similar in both types of calibrations, and takes into account the possible 
flight angle of the incoming fragment. Therefore, the not-yet-calibrated position-signal is 
correlated with a signal tracked from two calibrated positions into the physical position of the 
anode which is to-be-calibrated, such as displayed in the Fig.3.11 and described by the 
following relation: 
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where a, b, and c are the positions of the fragment read by the MW41, anode of the MUSIC 
and MW42, respectively, e and f are the distances between MW41, anode of the MUSIC and 
the MW42, respectively. The calibration of any other MUSIC anode by MWs or pair of other 
anodes is ruled by an analogical relation. In principle, the calibration can be performed with 
any magnetic setting in which the S4 area is fully populated by the produced fragments. The 
example of the calibration of the 2nd anode of the MUSIC1 performed by the 2nd and 4th anode 
of the MUSIC2 is displayed in Fig.3.12. 
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Fig.3.11: An example scheme of the calibration of the anode 4 of the MUSIC1 by tracking its position 
with help of two multi-wire proportional chambers MW41 and MW42. Red arrow indicates the 
trajectory of the transiting fragment, a, b, and c are the positions of the fragment read by the 
corresponding detectors, e and f are the distances between MW41, anode of the MUSIC and the 
MW42. 
 

After calibrating all drift-times from the individual anodes, one is able to read the 
horizontal position of the transiting fragment, depending on its charge, at different positions 
along the beam axis, which correspond to the different physical position of the suitable anode. 
This of course is not desirable, and trajectories of every fragment, read by (at least) one pair 
of anodes have to be extrapolated to a common reference position along the beam axis. As 
this reference position, due to the practical reasons, the location of SCI41 is chosen. The 
trajectory of the fragment is then tracked with help of two known positions at two MUSIC 
anodes into the position of the SCI41 in the same manner as described by eq.3.13 and 
Fig.3.12, although this detector is not directly used for the position determination. 

The resolution in the extrapolated S4 position determined by tracking the trajectory of the 
fragment with known transit positions in the MUSICs is around 1 mm, which is in general 
better than that of the scintillator alone, which is known to be around 3-4 mm.  

 
Fig.3.12: Calibration of the drift-times from the 2nd 
anode of MUSIC1 by tracking its position by 
already calibrated 2nd and 4th anode of MUSIC2 as 
performed during Run121. The weaker correlation 
in lower channels of the 2nd anode of the MUSIC1 
corresponds to signals produced by fragments 
which are actually above the dynamic range of the 
CFD of this anode or the 2nd anode of the MUSIC2, 
but are within the charge window of the CFD of the 
4th anode of the MUSIC2. For the purpose of this 
calibration, only the upper correlation 
corresponding to proper signals from all three 
anodes is taken. 
 
 
 

 
3.3.4 Determination of A/Z of the fragments 
 

Let’s recall that at this stage of the data analyses, the charge of the detected fragment is 
determined with the best possible resolution, yet it’s not absolutely calibrated, the time-of-
flight detector has been calibrated, and the positions of the fragment’s transit at S2 as well as 
at S4 can be determined from the SCI21 and the drift-times of the MUSICs, respectively. 
According to eq.3.4 and eq.3.5, all necessary information for the determination of the 
fragment’s A/Z is available. However, in the spirit of maximizing the mass resolution, in order 
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to deduce the A/Z of the detected fragments with the best possible precision, we adopt the 
method of Ricciardi [Ric05] to increase the precision of various calibration parameters. 

According to this method, one of the critical points is the determination of the fragments 
velocity, since the calibration of the time-of-flight had been performed with the primary 
beam. Thus we could determine the length of the flight path s0. However the flight path s of a 
real fragment may be slightly different due to two reasons. One is that the fragment can 
acquire a transversal momentum in the nuclear reaction, or caused by the straggling in the 
scintillator SCI21, and enters the second stage of the FRS with an angle αx. The second reason 
is that the fragments with different rigidities than the one corresponding to the central 
trajectory enter the second section at different x2-position and thus follow a different path 
along the FRS which is effectively longer by ∆s. Although the real path inside the FRS 
depends on the detailed ion-optical properties of the spectrometer, in the first approximation 
we can consider the dependence of the flight path on the angle as linear and ∆s as a quadratic 
function of the position of transit at S2. Thus the original eq.3.3 has to be modified in the 
following way: 
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where ToF is the time-of-flight and s0 the distance between two scintillators measured along 
the central trajectory as introduced in chap.3.2.4. 

Therefore in order to remove these additional dependencies, we further follow the idea of 
Ricciardi and take into consideration that:  

• the A/Z-ratio, determined according to eq.2.2, forms a characteristic pattern given 
by the integer nature of the nuclear charge and mass when plotted against the 
nuclear charge (see Fig.3.14) 

• the measured data must give values of the A/Z that must coincide with the 
expected values, e.g. fragments with N=Z have to form a vertical line in Fig.3.19 

• for any given isotope, the A/Z-ratio must not depend on the values that measured 
quantities (B34, x2, x4, αx,ToF, ) assume. 

 
These considerations then allow us to investigate the correlations of A/Z of fragments of 

one certain element with position at S2, S4, ToF and measured angle α, as is displayed in 
Fig.3.13a-d). Removal of these dependencies, usually one by one, by tuning the calibration 
parameters such as cα, ∆s or fine adjustments of t0, as displayed in Fig.3.13e-f) results in an 
increased mass resolution, correct A/Z determination and obtaining the corresponding 
characteristic pattern in Fig.3.14, displaying the nuclear charge of the fragments vs. their A/Z.  

 
 
3.3.4 Identification of the detected fragments 

 
Once the A/Z of the fragments has been determined and the characteristic pattern of the 

measured data, such as Fig.3.14, obtained, it is possible to proceed with the identification of 
individual fragments, since due to the integer values of the fragment nuclear-charge and mass 
numbers, the lines formed in this pattern correspond to fragments with constant neutron 
deficiency or excess, i.e. constant N-Z. But it is needed to remind, that due to the nature of the 
experiment, when all reaction products where measured in several scans according to their 
nuclear charge (see chap.2), there are generally three kinds of characteristic patterns when 
three different identification approaches have to be utilized. 
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Fig.3.13: Investigation of the A/Z dependence on various measured quantities for one element before 
(a-d), and after (e-h) precise determination of the calibration parameters according to the method of 
Ricciardi [Ric05]. In the figures, each resolvable line corresponds to an individual isotope. Before the 
correction, the dependence of A/Z on the angle is so strong (a), that it effectively destroys all 
resolution in A/Z with respect to the position at S2 (b) and to the ToF (d). After the correction on the 
angle (e) it is usually still necessary to perform slight corrections on the position at S2, S4 and ToF 
offset t0 in order to improve the resolution to the quality of figures e-h).  
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Fig.3.14: Characteristic pattern of isotopes measured in part of the experiment with 197

A MeV. Color scale is logarithmic. 
Au beam on 

27Al target at 500 

 of fragments from these measurements is 
particularly easy, since we can take the advantage of the vertical line formed by the fragments 
wit

of 194-196Au, and 
par

 
The first type of the pattern is obtained in the measurement concentrated on the lower part 

of the chart of the nuclides. The identification

h N=Z and easily identify a “hole”, as in the left subset of Fig.3.15, which corresponds to 
an isotope which is unbound and cannot be detected, and therefore is absent in the final plot. 
The marked hole in Fig.3.15 belongs to the isotope with N=Z-2. Since there are no other 
“missing isotopes” with greater charge and N=Z-2, comparing to the chart of the nuclides, this 
hole has to be 16F. The isotope next to the right from the identified one has the same charge 
but one more nucleon, i.e. neutron, and is therefore 17F. Next to it is 18F with N=Z=9. Just 
below 18F is 16O, since we made one step along the line with N=Z. In an analogical way, it is 
possible to proceed step by step and to identify all the fragments one by one. 

The second type of the identification pattern stems from the measurements of the heaviest 
fragments, in which also the primary beam or several neutron-removal channels are present. 
These reaction channels leading in case of the 197Au beam to the production 

ticularly the beam itself, are so intense, that during the magnetic setting in which these can 
be transmitted through the whole FRS, they have to be geometrically shadowed by thick metal 
slits in order not to overload and possibly destroy the detectors. But this limitation means also 
direct identification of the small remnants of these isotopes which are still being detected, 
allowing in a similar way as for the case of lower charges to go step by step, identifying one 
by one the fragments in direction away from the identified position of the primary beam. 
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The most difficult identification is the one of the fragments in the middle of the mass 
range, i.e. the third type of the identification pattern, when neither the primary beam, nor the 
light charges with easily identifiable N=Z line are present in the measurement. However also 
in this case we take the advantage of the integer nature of the fragment’s mass and charge and 
the fact that all measurements were performed in such a way that although different charge 
regions were measured separately, there exist significant overlaps. Therefore the 〈N〉/Z of 
different produced elements with some best-guessed identification is determined and 
compared to the same quantity deduced in case of the already properly identified elements in 
lower and higher charge regions. Since the 〈N〉/Z can assume only discreet values, the equity 
with the values for already identified elements can be achieved only if also the fragments 
from intermediate charge regions are properly identified. The right plot of Fig.3.15 
demonstrates the effect of an error in identification by 1 neutron and/or 1 proton on the 
agreement of the 〈N〉/Z between two separately measured charge regions.     

Fig.3.15: Left: Characteristic pattern of isotopes measured in part of the experiment with 197Au bea
27Al target at 500 A MeV which can be directly used for the fragments identification. The red circl
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.3.5 Ionic charge states of the residual nuclei 

lei can pick-up or strip-off some electrons 
ue to the atomic interactions with the different layers of matter, leading to a change of its 

ato

rials. This 
ind

indicates the absence of 16F isotope, which is unbound and cannot be thus measured, the vertical line 
then isotopes with N=Z. Color scale is logarithmic. Right: Identification of the detected fragments with 
the help of the 〈N〉/Z in part of the Run123. The points denotes as “Light Z” correspond to measured 
〈N〉/Z of the independently identified lighter elements. The points denoted as “Inter” correspond to 
〈N〉/Z of the elements for which no direct identification was possible, but the agreement of 〈N〉/Z in 
Z=38-48 proves that the “guessed” identification is correct.  The other curves with notation “N+1”, 
“Z+1” or “N+1, Z+1” manifest how different would the values of 〈N〉/Z be, if there was an error in 
identification by 1 neutron, 1 proton or 1 proton and neutron, respectively.  
 
 
3
 

After the reaction takes place, the residual nuc
d

mic charge Q. Since the variation of the A/Q value of the transmitted nuclei makes their 
identification with use of the FRS difficult, the analyses was limited only to fully stripped 
ions, i.e. those without any electrons and for which their nuclear charge Z=Q. The left plot of 
Fig.3.16 displays the charge state distributions of the reaction residues after traversing the 
target in each of our experiments for the bare, hydrogen-like and helium-like ions. 

The charge-state distribution behind the target is which enters the first FRS-stage is 
altered at S2 by the transit through the SCI21 and other possible degrading mate

uces a strong correlation between the position of the ions at the exit of the FRS and their 
ionic charge state making it possible to discriminate the fragments which change their charge-
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state during the transit of S2. The right plot of Fig.3.16 displays the energy loss signal 
measured in the first MUSIC versus the positions measured by the MUSIC drift-times. The 
different groups of diagonal bands in the figure correspond to nuclei with different charge-
state configurations at both stages of the FRS. 

However, this did not exclude from the analysis the hydrogen-like or helium-like ions 
which acquired their charge state in the target and did not change it during the transit of S2. 
But

 detectors and be 
thu

d to 
be 

 the extremely low probability ~1% makes their contribution negligible. 
Apart from the mechanism described above, an ion which is fully stripped during its 

whole way through the FRS can pick-up an electron in either of the MUSIC
s also falsely identified, without being recognizable by the different ∆E vs. x4 correlation 

as was the earlier case. In the experiments we made therefore use of the independent signal on 
the ionic charge of the fragment produced in both MUSIC detectors separately. In the 
subsequent analyses we accepted only events with same charge measured by both MUSICs. 
In case of the heaviest fragments in the 1 A GeV beam with masses close to the projectile, as 
well as for the heaviest fragments detected in the experiments with 500 A MeV beam with 
A~140, the probability for a fully stripped ion to pick-up an electron in the MUSIC chamber is 
in order of 10%. If that happens, it has then app. 90% probability to loose its electron in the 
second MUSIC. Therefore, the above mentioned condition assures for contribution of 
wrongly identified nuclear charge due to this second mechanism in order of ~1%, decreasing 
with the mass of the fragment. We assume that such a contribution can be also neglected. 

Generally if one would intend to reconstruct the absolute yields of the fragmentation 
residues, a special correction for losses due to the incompletely stripped-ions would nee

applied. However, in this study the main interest lies in the velocities of the fragmentation 
residues for which the absolute yields are not necessary, and therefore such losses did not 
need to be compensated.  

 

Fig.3.16: Left: Relative contribution of different charge states of the reaction residues behind
target in the corresponding experiment as the function of the nuclear-charge of the residue. Right:

 the 
 The 

energy loss signal measured in MUSIC1 anode 3 versus the position measured by the MUSIC drift-
times. The different groups of diagonal bands in the figure correspond to nuclei with different charge-
state configurations at both stages of the FRS. The most intensive band corresponds to the ions which 
were fully stripped in both stages of the FRS. The color scale is logarithmic. 
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3.4 Reconstruction of the velocity distributions 

Due to the limited acceptance of the Fragment Separator, the measured yields of various 
ate in the reaction. Therefore, if 

e want to reconstruct the full velocity distribution of any individual isotope we have to take 
into

After the identification, the velocity of the fragment can be deduced from its position at 
idity in the first FRS stage 

 

 

isotopes do not exactly correspond to their actual production r
w

 account the loss of efficiency caused by the finite dead-time of the detection system, 
different beam doses in individual measurements with different magnetic field settings as well 
as the loss in transmission due to the limited angular acceptance. In the following paragraphs 
the detailed description of the precise determination of the fragment velocity and of the 
individual corrections leading to the reconstruction of the realistic isotope yields will be 
discussed. 
 
3.4.1 Precise determination of the fragment velocity 

 

S2 which is transformed to the corresponding magnetic rig
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where B12 is the magnetic field o
f the transit at S2 measured by the SCI21 and D2 is the dispersion at the intermediate image 

. es as the input to the analog of eq. 3.4;

 
f the first FRS stage, 1

effρ is its effective radius, x2 the position 
o
plane S2 This value of the magnetic rigidity then serv  
however, we also take into account the variation of the nuclide mass with the binding energy: 
 

( )
u

EZmNm
A bindPN

cor
−+

=        (3.16) 

 
where Ebind is defined as [Mye67
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then the energy of the fragment in the laboratory frame can be calculated as (which is the 
analog of  eq. 3.4.): 
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and consequently its velocity can be
 

 determined according to: 
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where, considering eq. 3.15-19, c is the speed of light, u is the atomic mass constant, mP and 
mN the mass of the proton and n
and neutron number of the considered nuclide. 

 However, the velocity determined in this way is not the real velocity of the fragment right 

t is formed is thus on the average in the middle of the target. Moreover, we 
ass

 Fig.3.17, where ∆v is the correction of velocity due to the 
energy loss of the fragment in the target calculated with help of [AMA], and recalculate the 
fragment’s velocity 
eam, utilizing the Lorenz transformation as follows: 

eutron, respectively, and A, Z, and N being the mass, charge 

after the reaction, but due to the finite thickness of the target material it is rather the velocity 
of the fragment ruled by the reaction in combination with the effects of the fragment’s energy 
loss in the target. 

In order to correct for this effect we assume that the target is so thin, that the beam itself is 
not attenuated by the means of the nuclear reactions. And since the reaction cross section does 
not vary appreciably with the small variation of energy that the beam can experience, the position 
where the fragmen

ume that the number of secondary reactions of the already produced fragments with the 
nuclei of the target is negligible. Taking into account the probability of a nuclear reaction for 
a beam particle in the target (~0.1-0.2 % in case of gold target and 1.5% in aluminum target), 
and its average energy loss one can observe that both assumptions are very reasonable. 
Therefore, it is only necessary to correct the measured velocity of the fragment to the one in 
the middle of the target: 

 
vvv LABLAB ∆+= *  (3.20) 

 
as is schematically displayed in

with respect to the projectile velocities, i.e. in the reference frame of the 
b
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where vbeam is the velocity
laboratory frame. 

 of the projectile particles in the middle of the target in the 

Fig.3.17: Schematic diagram (not to scale) for the variation of the beam
fragment velocity v as a function of their path along the layers and the target. 

 and 

 46



At this  order to 
combine re ibution, we 
stil

.4.2 Dead-time correction 
 

e of the detector is the time after each event detected by the 
detector in which the detector is not able to reveal another event if it happens. In the 
exp

s closed for accepting any other signal before this one is fully 

 stage, the fragment velocities are finally properly determined. However, in
sults from different measurements and reconstruct the full velocity distr

l have to normalize the yields from individual measurements. 
 
 
3

By definition, the dead tim

eriments discussed within this work, with typical fragment intensities at S4 in the order of  
~1-2⋅103 particles per second, we consider the dead time of the whole detection device rather 
than the dead time of the individual detectors. The reason is the processing time of one good 
event by the DAQ system which is by orders of magnitude longer than the processing time of 
any individual detector itself.  

Therefore, after the signal from the master trigger (which is usually the signal from 
SCI41) is accepted, the DAQ i
processed what takes on average ~100 µs, while the “intrinsic dead time of the scintillator is 
~100 ns. During the time the DAQ system processes the “good event”, the scintillator signals 
from other passing fragments are fed into scalers, which are not subject to a dead-time, in 
order to count how many other fragments have been missed while the system was busy with 
the previous ones. Thus, when approximating the intrinsic dead-time of the SCI41 as zero, the 
ratio of the free triggers, i.e. all signals, and the accepted triggers, i.e. the fully processed 
ones, serves as the measure of the overall dead-time of our detection system tdead: 

 

[ ] 100% ⋅
− trig

acc
trig
free NN

= trig
free

dead N
 (3.22) 

 
 is the number of the free triggers and the  the number of the accepted 

 the
may

t

where trig
freeN trig

accN
triggers. Since the overall dead time depends primarily on  rate of the fragments reaching 
S4, it  vary from setting to setting with respect to the tuning of the magnetic fields. 
Therefore, the overall yields in each individual measurement, i.e. setting, are corrected for the 
effects of the dead-time by the following factor Cdead: 
 

)100/(1
1C =

dead
dead t−

. (3.23) 

 
The typical dead-time during our measurements was below 30%.  

 

3.4.3 Correction for the beam dose 

easurements was not generally the same. Firstly the 
tim of various measurements varied for practical reasons, and the intensity of the beam itself 
was

uite similar to that of the production 
targ

 

 
The total beam dose in individual m
e 
 often modulated in order to maximize the efficiency of the data acquisition. Therefore, in 

order to make the measurements from different settings compatible, it is necessary to 
normalize the measured yields to the same beam dose. 

The precise beam intensity can be measured with use of the SEETRAM described in 
chap.2.2.3. However, since its effective thickness is q

ets, the “unwanted” yields of nuclear reactions taking place within this monitor would be 
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comparable to the “wanted” yields from the gold or aluminum target itself. Therefore, the 
SEETRAM could not be directly used in any measurement. Instead of that we utilized an 
indirect method of the beam-intensity determination. 

In each measurement we first inserted the SEETRAM into the beam line and measured the 
yie

e straightforwardly 
nor

lds of all fragments produced in combination by the fragmentation of the beam projectiles 
on the nuclei of the SEETRAM as well as on the nuclei of the target itself. After an 
acquisition of sufficient statistics, the SEETRAM was removed from the beam line and the 
measurement continued. In this way, only the fragments produced in reactions of the beam 
projectiles with nuclei of the target were acquired. 

The measurements with the presence of the SEETRAM could b
malized to the same beam dose by a correction factor CSEE: 
 

cal
SEESEE

SEE fN
C

⋅
=

1  (3.24) 

 
here N  is the number of the measured SEETRAM counts in the individual measurement 

t 
and

. the average energy loss of the beam projectiles in the SEETRAM is negligible, thus it 

2. e or differs by a 

 
The first point means that the window of magnetic rigidities open by the specific magnetic 

fiel

he 
pro

w SEE

and the cal
SEEf  is the SEETRAM calibration factor as described and determined in chap.3.2.5. 

In order to normalize also the measurements when no beam intensity monitor was presen
 which in a fact are of the primary interest we have to assume that: 
 
1

does not affect the final magnetic rigidity of the produced fragments 
the differential production cross section is approximately the sam
constant factor for the fragmentation of the beam projectiles on the material of the 
SEETRAM, i.e. Al+Ti, and on gold or aluminum, which is the material of the target. 

d setting is same for measurements with SEETRAM and those without it. In reality the 
effective thickness of the SEETRAM causes an energy losses of the beam projectile 
equivalent to the loss of 0.05% and 0.1% of its magnetic rigidity in Run121 and Run123 
respectively, which changes the transit of the fragment through S2 by app 3 mm, resp. 6 mm. 
With respect to the total aperture at S2 being app. 200 mm we can assume that the fragments 
seen by our detectors in the settings with and without SEETRAM are practically the same. 

 The second point assumes similar or at least slowly changing magnitude of t
duction cross section of various fragments with respect to their charge and mass. If this 

would be precisely true, then the fraction of the fragments produced by reactions in the 
SEETRAM would be same in all measurements, and the ratio of the total yield within one 
setting with and without SEETRAM would be given only by the ratio of the total beam 
intensity in each of these two measurements. Based on the studies of fragmentation of the 
same projectile on different targets [Enq99, Ric03] we can observe that indeed for a constant 
Z and varying N this assumption is true, while the production cross section is a function of Z 
slightly varying with the target. However, in case of an intermediate and large size nuclei such 
as aluminum and titanium in the SEETRAM and gold in the production target, the variation 
with Z is not so drastic and therefore in the good approximation we can assume the 
contribution of the fragmentation in the SEETRAM to that in the target to be constant in the 
full charge range. This allows us to normalize the beam dose even for the yields from the 
measurements without the direct beam intensity monitoring, provided the same setting had 
been measured also with the SEETRAM: 
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deadSEE
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NOSEE C
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tY

C ⋅
⋅
⋅

=   (3.25) 

 
where the total yield YSEE and YNOSEE in one measurement with and without SEETRAM, 
respectively, is corrected for the corresponding dead-time. 

In this work we are aware of the possible systematic uncertainty generated by the above 
described normalization procedure and especially its impact on the evaluation of the absolute 
cross-sections. However, they do not stand in the center point of our attention. The main 
intention is merely just to provide a consistent ground for any arbitrary normalization, since it 
is just the relative magnitude of the production yields which is necessary for the proper 
reconstruction of the velocity distribution and determination of its center which is the measure 
of the relative momentum changes of the spectator residues as the possible response to the 
participant blast. The effects of the correction for beam dose, with respect the data corrected 
only for the dead-time, are schematically displayed in Fig.3.18. 

 
  

3.4.4 Angular-transmission correction 
 

In order to correct for the limited angular acceptance of the FRS, the method of Benlliure 
et al. [Ben02] has been utilized. In reactions of relativistic projectiles the projectile-
fragmentation leads to residues with a velocity close to that of the primary beam and a 
distribution of transversal angles that can be described by a Gaussian function: 
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where σθ is the width of the angular distribution. The angular transmission for a given nuclide 
can be calculated by integrated the eq.3.19 within the angular range defined by the effective 
acceptance map of the spectrometer according to the positions of the considered nuclide at 
both image planes, i.e. S2 and S4, : 
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where αeff is the effective acceptance angle and αeff=αeff(x2,x4). The width of the angular 
distribution is the result of the combination of several effects, namely the angular distribution 
introduced by the reaction mechanism, angular straggling in the target and the emittance of 
the primary beam.  

The effective acceptance angle αeff has been determined by a dedicated Monte Carlo code 
as described in [Ben02]. Then the factor correcting the measured yields for the effect of the 
angular transmission can be defined as: 
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where is the maximum effective acceptance angle for a given ion-optical setting, and σmax
effα A 

is the width of the angular distribution for a given mass of the corrected nuclide.  
In practice, the angular transmission correction is an iterative process. In the first step the 

widths of the angular distributions as the function of the fragments mass are determined from 
the yet not-fully corrected data or from empirical parameterizations like the one of Morrissey 
[Mor89]. In the second step, the widths are fitted from the corrected data and included into the 
re-correction of the original data. Usually only one iteration is necessary to converge to 
unique values of the widths of the angular distributions. The effects of the correction for the 
angular transmission are schematically displayed in the lowest subset of Fig.3.18. 

Since we are not interested in the determination of absolute cross-section, the elimination 
on x2 and x4 is sufficient, and no further correction for the absolute transmission has been 
applied. 

Fig.3.18: Reconstruction of the velocity distribution of 43Ca (Z=20, N=23) in experiment 197Au+27Al at 
500 A MeV. Different colors correspond to intervals of velocities measured in different magnetic field 
settings after the correction on dead-time (a), normalization to the beam dose (b) and correction for the 
angular transmission (c) 

 
 

3.4.5 Reconstruction of the velocity distributions 
 

As the consequence of the limited momentum acceptance of the FRS, it is generally 
possible that the full velocity distribution of an individual produced isotope cannot be 
measured in a single magnetic setting. Therefore in order to reconstruct the full velocity 
distribution it is necessary to combine corresponding pieces of the velocity distributions 
together, as is already apparent from the Fig.3.18. 
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During the experiment, the magnetic rigidity of the second FRS-stage was tuned by steps 
of 1.5% in Bρ. Thus, when considering the total momentum acceptance of app. ~3%, each 
region or interval of possible magnetic rigidity, i.e. interval of velocities of produced 
fragments, was measured twice, each time in a setting differing by 1.5% in the strength of the 
magnetic field. The main advantage of this procedure was the possibility to avoid the border 
effects by allowing only central regions of Bρ (±1.2% with respect to the central trajectory) in 
each measurement to be considered for the final reconstruction of the velocity distribution. In 
the region of the overlap of the pieces of the velocity distributions from the neighboring 
settings the mean value of the normalized differential yield was taken. This procedure leads to 
a reconstruction of the shape of the velocity distribution and was performed for each 
individual isotope in all three experiments.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 51



4. Velocities of the fragmentation residues 
 

In this chapter the results of three experiments dedicated to the investigation of the 
longitudinal momentum of the fragmentation residues in the reactions 197Au+197Au at 0.5 and 
1.0 A GeV and 197Au+27Al at 0.5 A GeV will be presented. 

The Fig.4.1 displays the relative abundances of various isotopes detected in the 
experiments. It can be seen that in each of the experiments we could observe basically all 
reaction products within 4-5 orders of magnitude of the relative production cross sections with 
nuclear charge ranging from Z~8 to that of the projectile in the experiment with higher 
energy, and to Z~65 in the two experiments with the lower incident beam energy. 

At the first sight, despite the incident-energy difference and the varying size of the target 
nuclei all three reactions seem to lead to approximately the same distribution of the 
fragmentation residues. This qualitative feature is in agreement with the previous observations 
that the isotopic composition of the fragmentation products is independent of the target 
[Summerer-limiting fragmentation], provided a sufficiently high excitation energy is 
introduced in the abrasion stage of the reactions that can lead up to the complete 
disintegration of the projectile remnant. In other words, due to the interval of possible 
excitation energies, isotopes of all masses below the mass of the projectile can be created. The 
quantitative comparison is not yet possible, since the determination of the absolute reaction 
cross sections has not been the priority of this work, and it was not yet performed.  

In principle it would be possible to expand the measurements up to the charge of the 
projectile even in the experiments 197Au+197Au, 27Al at 500 A MeV. However, in case of this 
lower incident-beam energy the probability for such a heavy ion to pick up one or two 
electrons when passing through some layer of matter in the FRS grows significantly, thus 
making a consistent identification extremely difficult. Anyway, as will be shown later in this 
chapter, the kinematical properties of such heavy ions are well known and easily predictable, 
and therefore the loss of information by the absence of the measurement in this charge region 
is not important for the purpose of this thesis 

On the other side, the measurement and proper identification of fragments with charges 
down to lithium (Z=3) would require only minor technical modifications and would be 
feasible. However such small fragments seem to be produced in several competing processes 
[Nap04] which together hinder extracting information on the impact parameter. Therefore 
neither they stand in the center of our interest. 
 
 
4.1 Velocity distributions – global characteristics and trends 
 

The direct output of the experiment, as described in detail in Chap.3, is the identification 
of every single detected nuclide, i.e. determination of its nuclear-charge Z and mass A, and 
measurement of its longitudinal velocity vz. Therefore, the most natural way to sort out the 
experimental results is to construct the velocity distribution for every detected isotope. Taking 
into account only the isotopes with sufficiently high number of recorded events (≥100), the 
base of our experimental results consists of several thousands velocity distributions. As a 
representative example, Fig.4.2 displays the velocity distributions of nine isotopes as they 
were measured in all three experiments.  

Setting aside the area of the distributions which represents the relative yield of the isotope, 
the main property of any distribution is its overall shape, width and position. On the example 
of Fig.4.2 we can observe the evolution of these properties and will therefore dedicate the 
following sections to the discussion of these observations. 
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Fig.4.1: The relative abundances of the isotopes detected in the three experiments, plotted over the 
contours of the chart of the nuclides. The empty squares indicate the stable isotopes; the color scale is 
logarithmic and is for illustrative purposes adjusted for each plot separately. The experiments 
performed at 500 A MeV did not cover residues with Zres>67. 
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4.1.1 Shape of the velocity distribution 
 

Investigating Fig.4.2 in the direction of decreasing mass, we can generally observe that 
the shape of the distribution evolves from a single-peak structure to a structure which appears 
to be a convolution of three Gaussians to end up for the lightest masses as a structure 
appearing as composed of two Gaussian-shape distributions. 

 In order to understand the observed structure, we have to take into account the possible 
mechanisms of the residue production and the geometrical limits of the detection apparatus, 
i.e. the FRS. Concerning the possible reaction mechanism, which may lead to the production 
of such heavy residues in the range of relativistic energies, only fragmentation and fission can 
play a significant role. But while both these processes may at the end lead to the same 
reaction product, the course of the reaction is completely different. Moreover, since the 
probability for detection of its product is ruled by the finite angular acceptance of the FRS, it 
is not the same for both reaction mechanisms due to their different kinematical properties. 

Fig.4.2: Example of longitudinal velocity distributions for nine isotopes measured in 
experiment 197Au+197Au at 1 A GeV.  

 
The effects of the finite angular acceptance can be best demonstrated with help of Fig.4.3, 

where the acceptance can be displayed as a cone in the velocity space. Let us then consider a 
typical fragmentation event: After an initial abrasion phase, the projectile remnant is excited 
by the interaction with the target nucleus. A three-dimensional Gaussian-shape momentum 
distribution is induced by the Fermi momentum of the abraded nucleons [Gol74]. The 
projectile remnant subsequently de-excites by an evaporation of individual nucleons or light 
clusters, and the evaporation is expected to be isotropic [Mor89]. The very limited recoil of 
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the evaporated particles leads to a slight broadening of the momentum distribution of the final 
residues. Generally, the size of the transversal momentum distribution of the fragmentation 
products is comparable with the limits of the angular acceptance of the FRS and, therefore, 
most of the fragments will be transmitted and detected. In terms of the measured longitudinal-
velocity distribution we will observe a Gaussian-shape peak positioned close to the velocity of 
the primary beam, which is the projection of the 3-dimensional velocity distribution on the 
longitudinal velocity axis. 

vlong
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fission
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-2             0              +2
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Fig.4.3: Schematic representation of the FRS angular acceptance, 

 
ut in the case of fission the situation is completely different. In such kind of process, the 

init

e of the final 
vel

presented in the velocity space, and the projection of the transmitted 
events on the longitudinal axis. 

B
ial beam particle may also loose a few nucleons in the initial abrasion stage of the reaction, 

however, thereafter it fissions into two basically equal-sized fragments. Although also few 
individual nucleons may be emitted in addition, the dominant dynamical effect in fission is 
the Coulomb repulsion of the two highly charged pieces of matter, which drives them from 
one another in opposite directions. Therefore, in the velocity space the fission fragments will 
not populate a Gaussian-like cloud, but rather a shell of relatively large diameter. Since the 
size of this shell is generally greater than the limits set by the angular acceptance of the FRS, 
only the forward and backward parts of the fission shell may be accepted. Thus, when 
projecting the accepted fission events on the longitudinal velocity axis, we can expect two 
separated peaks almost equidistantly spaced from the velocity of the primary beam. 
Moreover, the acceptance of the forward component is, due to geometrical arguments, slightly 
enhanced compared to the backward component. Therefore, the faster peak will be slightly 
larger than the slower one, i.e. the one representing the backward fission events. 

In conclusion, due to the limited angular acceptance of the FRS the structur
ocity distribution reflects the nature of the process which leads to the production of the 

individual fragment and therefore allows for distinguishing fragmentation from fission. In 
Fig.4.2 the single peak structure of the velocity distribution of the heaviest fragments can be 
attributed to a fragmentation process. On the other hand in the intermediate-mass region 
(A~100) both fission and fragmentation may contribute to the fragment production as is 
manifested in Fig.4.2, but can be separated from one another by a decomposition through a fit 
of three Gaussians. For the more neutron rich isotopes the contribution of fission is greater, 
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while the less neutron rich isotopes, even of the same element, may be produced by fission 
only inconsiderably, see the isotopes with Z=46 in Fig.4.2. 

A special case appears in the lightest fragments where a double-Gaussian like structure 
can

ity distributions of fragmentation residues may get so broad, that they 
do 

4.1.2 Width of the velocity distribution 

ig.4.2 reveals also the evolution of the width of the individual velocity distributions. 
Wh

 common understanding of the course of the nuclear fragmentation 
rea

 reaction which 
has

leons from the mother nucleus is a stochastic process, in the 
Go

the width of the velocity distribution which we observe is not the pure 
con

 be present. Such a structure has been first observed by [Ric03] and later also by [Nap04] 
who explained it as result of a fast break-up dominated by very asymmetric partitions of the 
disassembling system, which leads to a formation of one or more light fragments together 
with one heavy residue. 

In fact also the veloc
not fully fit within the acceptance of the FRS. The angular transmission is larger for 

heavier fragments and reactions with higher initial beam energy. When the velocity 
distribution is not fully accepted, the forward component is enhanced with respect to the 
backward one in a similar way as in the case of fission. The result of this is a slight shift of the 
centre of the velocity distribution toward higher values. In order to evaluate the magnitude of 
this effect we have used a dedicated program which simulated the effect of the limited angular 
acceptance on a 3-dim Monte-Carlo generated Gaussian with width and mean value in the 
projectile frame dependence on the mass according to the measured data. The results are 
summarized in App.A, and show that such an effect is only minor for masses A<65 and 
practically negligible for any heavier residues. 

 
 

 
F
en turning our attention away from the fission and concentrating only on the central 

fragmentation peak, we observe that the distribution width is the smallest for the heaviest 
residues and increases with decreasing mass, as is summarized in Fig.4.4, where the FWHM 
of the velocity distributions of individual fragmentation isobars are plotted as measured in all 
three experiments. 

Considering the
ction, the width of the nuclear distribution may serve as the measure of the “average 

violence” of the reaction leading to the production of the considered isotope.  
According to the Goldhaber model [Gol74], it is the abrasion stage of the
 the most detrimental influence on the momentum, i.e. the velocity, of the surviving 

projectile remnant. Since the individual nucleons within the nucleus posses their own 
individual momentum (being on average zero in the rest frame of the nucleus), the momentum 
of the projectile spectator after the abrasion phase is equal to the difference of the total 
momentum of the nucleus before the collision and the sum of the momenta of individual 
nucleons which where abraded. 

Since the abrasion of the nuc
ldhaber model the average momentum per nucleon lost by the abrasion is in the frame of 

the projectile equal to zero, yet the width of the distribution of the final momentum per 
nucleon reflects the possible fluctuations, which grow with the number of the abraded 
nucleons, i.e. with the decreasing impact parameter corresponding to an increasing violence of 
the collision. 

Generally 
sequence of the abrasion process alone. Another contributing process is of course the 

evaporation through which the hot prefragment releases its excitation energy. But comparing 
the possible recoil as the result of the evaporated neutron with the width of the momentum 
distribution of the nucleons within the nuclei, we would observe that its contribution to the 
momentum width is rather small. But in any case, the average excitation energy induced by 
the abrasion is directly proportional to the number of the abraded nucleons, thus leading to a 
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broadening of the momentum or velocity distribution of the final residue due to evaporation 
which is also correlated with the violence of the reaction. 

Fig.4.4: Widths of the velocity distributions of the fragmentation residues as a function of their mass 

he last significant processes possibly influencing the width of the velocity distributions 
are

 back on Fig.4.4, it is therefore no surprise that the widths of the velocity 
dist

ibution 
inc

Afrag in the reference frame of the corresponding primary beam. For discussion concerning the errors 
see chap.4.3.     

 
T

 the energy and location straggling of the beam projectile and subsequently produced 
fragment in the target. While the straggling of the energy loss is not really significant at the 
relativistic energies, the location straggling due to the different specific energy-loss of the 
projectile and its residue combined with the with the possible reactions along the target may 
be an important issue. However as discussed already in chap.2.3 the thicknesses of the targets 
were chosen in such a way that this effect is significantly lower than those caused by nuclear 
processes.  

Looking
ributions are practically the same for both systems Au+Au although they differ in incident 

beam energy, because in this relativistic energy regime the abrasion phase is almost 
independent of the energy of the projectile and the violence of the collision from the point of 
view of the spectators is ruled only by the impact parameter, i.e. by the number of the abraded 
nucleons. The same is true for the case of the reactions with gold projectiles on the aluminum 
target except the region of the low residue masses (Afrag<50) where the widths are higher than 
in the two gold-on-gold systems. It may be suspected that this is the consequence of the 
asymmetry of the system, where the smaller aluminum target can abrade the same number of 
nucleons like gold nucleus but causing greater dynamical instabilities of the hot pre-fragment 
since the cylindrical volume abraded by a smaller nucleus has a more distorted shape. 

To conclude this section, let be reiterated that the width of the velocity distr
reasing with the decreasing mass of the residue on average reflects the violence of the 
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reaction in which the residue was formed, and according to Fig.4.4, the fragments with same 
mass were formed in collisions with comparable violence in all three experiments. 
 
4.1.3 Mean value of the longitudinal velocity distribution 

 
The shape of the longitudinal velocity distributions of the fragmentation products can very 

well be approximated by a Gaussian distribution. In the projectile frame, which is the most 
suitable for comparison of the velocity distributions with respect to the mass of the 
corresponding fragment and which has been adopted also in Fig.4.2, the mean value of the 
velocity distribution reflects the mean overall effect of the dynamics of the reaction on the 
velocity of the surviving residue. We can observe that the distributions are positioned very 
close to zero, i.e. that the overall change of the velocity in the reaction is not really dramatic, 
at least with respect to the width of the distribution manifesting the strength of the stochastic 
abrasion process. 

However, when taking a closer look at the centers of the displayed velocity distributions it 
is already visible that, when starting with the heaviest fragment, the average velocity 
decreases with decreasing mass. This can be understood in terms of the friction-like nature of 
the abrasion, when the two nuclei while abrading nucleons from one another also slightly 
decelerate each other. Such behavior of the fragments with masses close to the original mass 
of the projectile has been often observed and well described by the semi-empirical model of 
Morrissey [Mor89], which states that until a certain relative mass loss the deceleration of the 
fragmentation residue is directly proportional to the number of nucleons it lost. Let us have a 
closer look to the two quantities related by this systematics: The mean momentum is induced 
in the first abrasion step of the reaction, only, because the subsequent evaporation is expected 
to be isotropic. In contrast, the final mass of the fragmentation residues is given by the total 
mass loss in both the direct abrasion and, even to a greater part, in the subsequent particle-
emission stage. However, since the mean excitation energy introduced by the abrasion, which 
determines the length of the evaporation chain, is also directly proportional to the number of 
abraded nucleons [Gai91], evaporation is not expected to weaken the strong correlation 
between the mass of the final fragments and their mean momentum, which has been 
established by Morrissey to be essentially linear.  

Therefore; it is no surprise that the fragments we observe have generally lower mean 
velocities than the original projectile. But after these considerations, it is not expected to see 
the mean values of the velocity distributions shifted back from negative toward positive 
values as can be observed when a taking closer look at the intermediate and lighter fragments 
in Fig.4.2. This is the first trace of the phenomenon of reacceleration of the fragmentation 
residues as observed in the work of [Enq99], and later by [Ric03] linked to the predicted 
spectator response of the participant blast, formulated by [Shi01], what altogether served as 
the main motivation for the present experiments. 

To the end of this section, let us summarize that the velocity distributions of the 
fragmentation residues reflect not only the nature of the reaction mechanism leading to the 
production of the considered isotope, but also the violence of the process and its correlation 
with the overall dynamical evolution of the projectile remnant. 
 
 
4.2 Mean longitudinal velocities of the fragmentation residues 
 

As discussed in the previous section, the mean value of the longitudinal velocity 
distribution of the fragmentation residues is the observable ruled by the overall dynamical 
evolution of the projectile remnant. Therefore, it is this observable which stands in the focus 
of this work. But for the sake of clarity and simplicity, it will not be investigated by means of 
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individual isotopes, i.e. determining the mean velocity for every fragment specie, but rather 
for the group of isotopes with constant mass Ares, in other words for the various isobars. This 
simplifying picture can be further supported by the insensitivity of the abrasion phase to the 
kind of nucleon which is abraded except for the case of very small mass losses [Han93], 
which however are not in the focus of this work. 

In the following sections it will be then often referred to the mean longitudinal velocity 
〈vz〉 of the fragmentation residues which were determined as the mean value of the velocity 
distribution for a whole isobar, such as schematically displayed in Fig.4.5, taking into account 
only fragmentation events and excluding fission. The complete review of all longitudinal 
velocity distributions measured for different isobars can be found in App. B. 

Fig.4.6 displays a full compilation of all measured data in all three experiments. It consists 
of 2-dim cluster plots of the longitudinal velocities as the function of the mass of the final 
residue in the reference frame of the primary beam. In the uppermost figure, representing the 
system 197Au+197Au at 1 A GeV, it is possible to observe the complete evolution of the residue 
velocities with its mass. The main ridge representing the dominating fragmentation events 
gradually broadens in direction of decreasing mass with the overall width of the distribution 
boosted by the onset of fission in the intermediate mass region and again in the region of the 
lowest masses (Ares~40) by the onset of yet another contributing process, most probably by 
the extremely asymmetric fission or break-up process as discussed in chap.4.1.2.  

Fig.4.5: Four examples of a 2-dim representation of a velocity distribution for fragments with constant 
mass Ares but different nuclear-charge Z measured in the experiment 197Au+27Al at 500 A MeV (upper 
row), and its projection on the velocity axis in the reference frame of the incident beam (lower row). 
The color scale is logarithmic and represents the relative abundances of various velocities for 
individual isotopes of a corresponding isobar.  
 

(Note: the local depletion of the velocity distribution in the uppermost figure at Ares~130 is 
caused by the border effects in two subsequent measurements scanning the region of the 
highest and the intermediate nuclear charges. Unfortunately, the overlap of these two 
measurements in the mass range Ares≈125-135 was not sufficient to avoid the manifestation of 
the border effects on the yields of the affected isotopes. However, the smooth behavior of the 
mean longitudinal velocities over this mass range, as seen in Fig.4.7, indicates that they have 
not been affected.)  

Concentrating now on the position of the fragmentation ridge as a function of the residue 
mass Ares, we can see that it first follows the slightly declining trend with the decreasing mass, 
however starts recovering already around Ares~120. Then, despite the geometrically triangular
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Fig.4.6: Velocities of the projectile residues as a function of their mass Ares in the reference frame of 
the primary beam. The color scale is logarithmic and represents the relative abundances of various 
velocities for fixed mass of the residue Ares. For illustrative purposes it is adjusted for each plot 
separately. The local depletion of the velocity distribution in the uppermost figure at Ares~130 is 
caused by border effects in two subsequent measurements (see text). The experiments performed at 
500 A MeV did not cover residues with Ares>160.  

 
shape of the total distribution, which is more or less symmetric around the zero velocity, the 
fragmentation ridge inevitably shifts its position to the positive velocity region with further 
decreasing mass. 

Very similar trends can be observed in the other two systems displayed in the middle and 
the lowest subset of the Fig.4.6. However, here it has to be considered that the information on 
the velocity of the residues with masses close to the projectile is absent, and that the most 
intensively populated area of the plot around Ares~120-140 corresponds already to the velocity 
plateau. But the increasing trend of the dominant fragmentation ridge in the region of the 
lower masses remains evident. 
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As much as Fig.4.6 is illustrative in order to get the complete overview of the general 
kinematical properties of the projectile residues, it does not reveal any significant differences 
between the three compared systems caused by the varying incident beam energy or the size 
of the target nuclei. Therefore, to gain more insight into these fine differences it is necessary 
to simplify the overall picture by comparing the mean longitudinal velocities restricted to the 
fragmentation events. Fig.4.7 displays the mean longitudinal velocities of the fragmentation 
residues 〈vz〉 as a function of their mass Afrag in the reference frame of the projectile. 

At the first sight, Fig.4.7 reveals a smooth variation of 〈vz〉 with the mass of the 
fragmentation residues Afrag, in accordance with the discussion of Fig.4.6, and clearly displays 
the reacceleration phenomenon in all three systems studied. Moreover, it makes also visible 
the fine differences caused by the different beam energies and collision geometries. 

Fig.4.7: Mean longitudinal velocities of the fragmentation residues as a function of their mass Afrag in 
the reference frame of the corresponding primary beam. The black line represents the Morrissey 
systematic [Mor91]. For discussion concerning the errors see chap.4.3 

 
The mean velocities measured in the experiment 197Au+197Au at 1 A GeV are the only 

ones which can be directly compared to the Morrissey systematic in the almost full relevant 
mass range, and the agreement in the region close to the mass of original projectile is very 
good. However, already at around Afrag ~ 160 the mean velocities begin to deviate and level 
off, until they start to recover around Afrag ~120, and finally reach positive values at Afrag ~ 85. 
This means that the fragments with masses Afrag ≤ 85 are on average faster after the reaction 
than they were in the form of the projectile before. Therefore, this effect has been named 
reacceleration of the fragmentation residues.  

In comparison to the above discussed system, the mean longitudinal velocities 〈vz〉 
measured in the other two experiments are available only below Afrag ~130. However, it seems 
that around this mass the mean velocities just leveled off, and although the experimental data 
are absent, it is reasonable to assume that extrapolating to the higher masses they would reach 
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and closely follow the corresponding line of the Morrissey systematic as in the case of the 
higher energy data. In any case, interestingly enough, both systems, i.e. 197Au+197Au and 
197Au+27Al at 500 A MeV, reach the velocity plateau with approximately the same 〈vz〉, that is, 
however, significantly lower than the mean velocities measured in the 1 A GeV experiment. 
Also the recovery starts for both systems in the same mass region around Afrag ~120, but its 
pace is already different. The gold-on-gold system recovers faster and reaches positive values 
of 〈vz〉 at Afrag ~75 practically copying the trend of the analog data from the higher-energy 
experiment. The magnitude of this negative offset stays with the further decreasing mass of 
the fragments down to Afrag~80 almost constant at the value of ∆〈vz〉 ~ 0.04 cm/ns, indicating 
only a slight gradual increase below this mass. 

Although the mean velocities measured in the experiment with the aluminum target share 
the same starting point as those from the experiment with the gold one, due to the different 
recovery pace they gradually deviate from their gold-target analogs, resulting in reaching the 
positive mean velocity region first at Afrag ~70. The mean velocity difference with respect to 
the Au+Au system at the same energy is at this mass region around ∆〈vz〉 ~0.04 cm/ns and 
continues to grow further up to ∆〈vz〉 ~0.10 cm/ns for the lowest masses included in the 
analysis, i.e. Afrag ~25. 

 
 

4.3       The uncertainty of the measurement 
 

The velocities of the individual fragments which form the base of the experimental data 
presented in the previous chapter are determined with help of eq.3.15-19 as discussed in 
Chap.3.4.1. Taking into account the negligible uncertainty of the constants such as the 
velocity of the light c, atomic mass unit u, mass of the neutron and proton mn and mp, 
respectively, the uncertainty of the final velocity may be influenced by the incorrect mass 
number A or nuclear charge Z determination, and measurement of the field of the magnetic 
dipoles B12,  effective radii ρeff, dispersion D2 in the intermediate focal plane S2, and finally 
the measurement of the fragment’s transit position x2 through the scintillator SCI21. The 
following section therefore discusses the contribution of the individual quantities to the 
overall uncertainty of the longitudinal velocity and its mean value measured in the 
experiment. 

Nuclear charge Z: The nuclear charge is by default an integer number, therefore when 
correctly determined it does not have any uncertainty at all. The general possibility to 
incorrectly determine the charge of an individual fragment is given by the charge resolution of 
the MUSIC detectors, which has been discussed and manifested in chap.3.3. Since it accounts 
to app. ∆Z/Z ~1/200 the contributions of incorrectly identified charge is virtually negligible. 
However, severe problems may be caused by various ionic charge states of the same element, 
what is discussed in chap.3.3.6, and what prevented the measurement of the heaviest residues 
in the experiments with 500 A MeV beam, but did not significantly affect any fragments 
measured in any of the three experiments. 

Nuclear mass number A: The nuclear mass number A is by default an integer number, 
therefore when correctly determined it does not have any uncertainty at all. The general 
possibility to incorrectly determine the fragments mass number is given by the mass 
resolution of the FRS, which accounts for ∆A/A ~1/300-1/400, depending slightly on the 
charge and mass of the residue. Therefore, we consider the contribution of incorrectly 
determined mass-number as practically negligible. 

Magnetic field B12 and effective radius ρeff: The magnetic field is measured with the Hall 
probes with a relative uncertainty of ~10-4. The possible systematic error caused by the 
radiation damage or long-term variation is compensated by the determination of the effective 
radius ρeff with a similar relative uncertainty, as discussed in chap.3.2.3. Therefore, also the 
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error caused by the determination of the magnetic rigidity of the central trajectory for an 
individual magnetic field setting, which is given by the product of B12 and ρeff can be 
considered as inconsiderable, amounting for the 〈vz〉 the order of ±0.005 cm.ns-1

Dispersion D2: The dispersion is carefully measured by detecting the position of the beam 
by the MW21 when a magnetic field is changed by discrete relative steps. Since the position 
of the beam can be, with help of the multi-wire, detector determined with a precision of  
~ ±1 mm, the slope of the linear fit determining the dispersion as introduced in chap.3.2.1 
suffers from only a minor error in the order of 1%. 

Position x2 at S2: The position of the fragments transit through S2 is determined with help 
of the SCI21. The calibration by a MW21 can introduce an offset of the order of 1-2mm, 
additionally to that the achievable position resolution of the scintillator is in order of ~ ±2 
mm. Another uncertainty is caused by the walk of the constant fraction discriminator which 
demands an additional correction discussed in chap.3.3.2. We assume that such a correction 
can induce an additional uncertainty of 3-4 mm being more pronounced close to the borders 
and the smallest in the center of the scintillator. The last considered effect influencing the 
position determination of the scintillator is the observed slight change in the response of the 
scintillator, causing an overall shift of the sensitive range. Such effect results in an observable 
offset with respect to the absolute calibration of the scintillator performed by the MW21, but 
can be corrected for by controlling the position of the borders of this sensitive range. This 
procedure contributes by an additional systematic error which we estimate to be up to ~ ±5 
mm.  

In the paragraphs above we have considered the influences of various uncertainties on the 
determination of the velocity of a single fragment. But since our interest lies in the full 
velocity distributions and their mean values, and we perform a scan of a great range of 
magnetic rigidities to cover the greatest possible part of the reaction products, many of the 
uncertainties mentioned above cancel out or can be explicitly corrected for.  

Certainly the greatest error in the measurement of the fragments velocity is caused by the 
position determination. The offset in the position determination caused already by the 
calibrating MW can be determined and corrected for by use of a centered primary beam, since 
its velocity in the projectile frame has to be by default equal to zero.   

The possible position-dependent error in the x2 determination can be also controlled by the 
mean velocities of the heaviest fragmentation residues. While the widths of their velocity 
distributions are so narrow, they fully fit within the momentum-acceptance window of a 
particular setting. We then take the advantage of the overlap of the neighboring settings which 
differ by 1.5% in the magnetic rigidity what means that, with the full acceptance of 3%, each 
interval of covered magnetic rigidities was in a fact measured twice. That means that each of 
the distributions was also measured twice, but each time with the corresponding isotope 
traversing through different position at S2. If the calibration of the SCI21 is correct, the mean 
velocities of the same isotope measured in two different settings have to be equal. With this 
procedure, it is possible to increase the precision of the absolute calibration up to less than ±2 
mm. 

However, since the widths of the most of the velocity distributions correspond to several 
percent in magnetic rigidity, they have to be reconstructed by a superposition of several 
magnetic settings, and the procedure described in the last paragraph is no more possible. 
Nevertheless, also these velocity distributions are effectively measured twice, thus canceling 
out the effects connected to the position-dependent errors. Moreover, recalling the absolute 
sensitive range of the SCI21 being ~200 mm, neither the resolution of the SCI21 plays any 
significant role with respect to the width or with respect to the mean value of the velocity 
distribution. Then the remaining uncertainty connected to the position is the possible offset 
caused either by the changed response of the SCI21 or its calibration, which could not be 
verified by the primary beam. Such an offset then affects velocities of every measured 
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residue. But taking into account that a systematic error of 5mm, what is a realistic estimate of 
a possibly still undetected offset, corresponds to error of velocity ±0.02 cm.ns-1 in the 
projectile frame. Looking at Fig.4.7, it can be observed that such an error is negligible with 
respect to the overall magnitude of the reacceleration phenomenon, however may be 
significant in comparison of the results for different systems with one another. But it needs to 
be kept in mind that the results of one system are composed of several different scans 
covering limited ranges of charges, and that each of these charge scans was performed with 
slightly different tuning of the electronics and in different times. Yet no trace of discontinuity 
of the above mentioned size is visible, giving us confidence that the systematic errors in 
position determination were even below the mentioned limit. For explicit illustration, the 
small “bump” around Afrag ~165 in the data for 1 A GeV beam experiment can serve as the 
measure of the systematic discrepancy caused by a slightly different conditions for the 
position determination between two neighboring charge scans, since only the measurements 
above this mass could profit from a direct calibration by means of the narrow velocity 
distributions compared for individual isotopes as described above. 

Moreover, while the systematic uncertainty can cause a certain small shift between the 
results of experiments with 1 A GeV and 500 A MeV beam, it cannot account for the 
difference between the two experiments within the same run with the lower incident-energy 
beam, because they have been measured under exactly the same conditions, when the gold 
and aluminum targets were alternated several times during the experiment.  

On the other hand, a comparable uncertainty as the determination of the velocity itself 
brings in the reconstruction of the velocity distribution. This does not count for the heaviest 
residues, which are fully transmitted within one setting, but creates sizable effect for the 
intermediate and the light fragments. The first mentioned with masses Afrag~60-150 suffer the 
most by the normalization of the yields in the individual settings, which, with the method 
described in chap.3.4.3, can result in up to 5% errors in normalization of different pieces of 
the distribution, what for those spanning across only few settings can cause a slight shift of 
the mean value. On the other hand, since the mean velocities in Fig.4.7 are averaged over 
several isobars, this effect to a great extent cancels out, as it does also for the lightest residues, 
where the canceling effect is caused by a higher number of settings which need to be joined 
together for the full-distribution reconstruction. 

The most detrimental effect on the uncertainty of the mean values of the velocity 
distributions of the lightest fragments (Afrag~25-70) is the angular transmission. Setting aside 
the absolute transmission efficiency correction which is not important for our purposes, the 
uncertainty in the correcting factor T defined by eq.3.27 is ruled by realistic values of the 
calculated αeff. This effective acceptance angle is also position dependent, and not only on the 
position at S2, but additionally also at S4. As a consequence of the systematic error in αeff, the 
T can overcorrect the relative yields toward one side of the physical borders of the FRS and 
under correct on the opposite side, resulting in overall distorted shape of the velocity 
distribution (see velocity distributions for A~30 in App.B). While the angular correction 
dependence on x2 can be in a way controlled by the requirement that the parts of the velocity 
distributions measured in different settings should join smoothly (see Fig.3.23), such a grip of 
dependence on x4 is not possible and results in a greater systematic error. Since the position at 
S4 is correlated with the nuclear charge, then the systematic error caused by the angular 
transmission results in a possibly less smooth connection of the measured mean velocities or 
widths of the velocity distributions as the function of Z reaching an uncertainty of 10% in the 
transmission for the fragments transiting S4 closest to the borders. However, in the 
experiment such a systematic error seemed to have only very limited effect as can be seen on 
the smooth variation of the mean velocity results around Afrag~65 and ~95 where in the case of 
the 500 A MeV beam three subsequent scans of the light, intermediate-light and intermediate 
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heavy fragments join. The systematic error in these masses is seen only in Fig.4.4 on the 
slight discontinuities of the corresponding widths. 

In order to demonstrate the influence of the above discussed systematic uncertainties and 
their evolution with decreasing mass of the fragmentation residue, we have performed 
polynomial fits of the 3rd degree to all three data sets displayed in Fig.4.4 and calculated the 
deviation of the individual data points with respect to the corresponding fit. The resulting 
deviations as the function of Afrag are displayed in Fig.4.8 for all three investigated systems. 
The scattering of the points thus represents the statistical (∗) uncertainties with respect to the 
individual velocity distributions or their mean values; including also the “purely statistical” 
error of the fit as well as the systematic uncertainties discussed above. 

Concluding this section, we can state that the standard deviations of the measured mean 
longitudinal velocities of the fragmentation residues account for ±0.010-0.015 cm/ns, for 
Afrag≤50, ±0.004-0.006 cm/ns for 51≤Afrag≤100, and ±0.002-0.003 cm/ns for 101≤Afrag  in all 
three investigated systems. More significant can thus be a systematic shift of the mean-
velocities caused by an offset in the position calibration which we assume not to be greater 
than ~ ±0.02 cm/ns, however, the smooth course of the data in Fig.4.4, and rather small 
oscillations of ∆〈vz〉PF visible in Fig.4.8, which are of the order of ±0.005 cm/ns, suggest that 
in reality it is probably lower. 

Fig.4.8: Deviations of the mean longitudinal velocities of the fragmentation residues from the 3rd 
degree polynomial fit to the measured data as the function of the mass of the fragmentation residue. 
 
 
4.4 The reacceleration phenomenon and its implications 
 

Although the first attempt to interpret the observed reacceleration phenomenon has been 
already performed in [Ric03], the variety and completeness of the current data allows us to 
extend the qualitative understanding of the whole process. With respect to the above 
presented data we can summarize the experimental facts: 

 

I. The reacceleration of the fragmentation residues appears to be a common feature of the 
relativistic heavy-ion collisions. 

II. The velocities of the fragmentation residues with masses close to the projectile follow 
the Morrissey systematic but deviate from it above a certain mass loss.  

III. The reacceleration of the fragmentation residues depends on the incident beam energy.  

                                                 
∗ the term statistical is used in the sense that these uncertainties of the different data points are not correlated 
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IV. The reacceleration of the fragmentation residues depends on the size of the target nuclei. 

V. The widths of the velocity distributions of the reaccelerated fragmentation residues do 
not depend on the energy and vary only weakly with the geometry of the reaction 
system. 

 
The first point may sound trivial, but it surely is not, since in order not to violate the 

conservation laws, the energy causing the fragments to reaccelerate has to come at the 
expense of something that is by no means experimentally obvious. However, the 
reacceleration of the fragmentation residues observed previously in several different systems 
[Enq99, Ric03] has been confirmed, thus proving to be a rather general feature of relativistic 
heavy-ion collisions, not accounting for plentiful data showing clear deviation from the 
Morrissey systematic already in [Mor89]. 

The second point describes the observation of a sudden deviation from a completely linear 
dependence meaning that the reacceleration should be a threshold effect. 

The other two points summarize the newly gained qualitative knowledge. Their content 
may look qualitatively straight-forward, since with delivery of more energy, in terms of the 
higher incident beam energy or more nucleons to collide with in the heavier target, a larger 
dynamical effect can be expected. But the results have to be quantitatively understood 
keeping in mind the fifth point, which basically says that the energy delivered to the projectile 
remnant in the direct reaction is in all three systems just the same, otherwise the widths of the 
velocity distributions would not match (neglecting for a while the slight deviation for low 
fragment masses in the reaction with the aluminum target). 

It now seems that the key for understanding the reacceleration phenomenon is the 
localization of the source of the momentum that is delivered to the projectile remnant. 
Unfortunately, the measurements alone do not give any direct answer, and the solution of the 
problem may be possible only with the help of theoretical models. But before advancing to a 
more complex analysis, it is desirable to assess also the semi-quantitative features of the 
results that go beyond the Morrissey systematic, which is taken as a reference: 

 

VI. With respect to the Morrissey systematic, the magnitude of the reacceleration of the 
fragmentation residues in 197Au+197Au at 500 A MeV is similar to that of the fragments 
from the system with twice as much incident-beam energy. 

VII. The net difference of mean longitudinal velocities ∆〈vz〉 between the 197Au+197Au 
systems at varying beam energy stays in the mass region Afrag≈80-130 practically 
independent from the mass of the final fragment. 

VIII. With respect to the Morrissey systematic, the magnitude of the reacceleration of the 
fragmentation residues in 197Au+27Al at 500 A MeV is similar to that of the fragments 
from the symmetric system at the same incident-beam energy, despite the fact that the 
gold nucleus is as the target more than seven times heavier and has a radius almost two 
times larger than the aluminum nucleus. 

IX. The pace of reacceleration of the fragmentation residues in 197Au+27Al, with the 
decreasing residue mass, is slightly slower than in the gold system with the same 
projectile energy. 

 
Evaluating the meaning of the points above is not possible without adopting at least a 

simple model of the reaction evolution. The natural choice is the spectator-participant 
approach, leading to the excitation of the projectile remnant by the abrasion of nucleons in the 
initial phase through a basically geometrical cut-off by the overlapping zone, and formation of 
the participant fireball from the nucleons of a projectile and a target colliding with one 
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another. In this simplified picture there are two possible sources of momentum which can 
induce the reacceleration of the fragmentation residue.  

The first one stems from the spectator itself, since the excitation energy gained in the 
abrasion process is released by the evaporation of individual nucleons or complex clusters. 
Any non-isotropic emission would cause the average relative momentum of the surviving 
projectile remnant to change in the direction opposite to that of the emission, in the same way 
as a jet engine induces the acceleration of a rocket.  The second momentum source is the 
fireball of the participants, which after the initial compression phase violently explodes. 
Considering the spectator matter moving undisturbed in the original direction, the participant 
blast occurs behind its back, thus a hit by any piece of ejected participant matter, which would 
have to be faster, would cause an increase of the relative spectator momentum.  

Turning the attention back to the presented semi-quantitative features of the results, it is 
puzzling why, according to point VI, the magnitude of the reacceleration itself is almost 
insensitive to the energy of the projectile. When considering this point, we have to remember 
that it is the excitation energy of the projectile remnant which should be the same in both 
systems since it is caused to a great part by the holes due to the abraded nucleons in the 
single-particle levels [Gai91]. The interpretation of the point VII alone is rather ambiguous. 
Generally speaking, it means that with decreasing mass of the final fragment the increase of 
energy somehow available for the reacceleration is the same despite its different amount 
delivered to the participants zone with presumably decreasing impact parameter, as 
demonstrated in Fig.4.9. We discuss this again later, but having it on mind, we can try to 
extrapolate the experimental data for the lower incident-beam energy of gold-on-gold toward 
the Morrissey systematic. The suspected point of the encounter then seems to lie in area of the 
same or slightly lower masses than in the higher energy system, what is better visible if the 
mean longitudinal velocities are recalculated into the laboratory mean recoil momenta using 
the following expression [Mor89]: 
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where ∆m is the mass difference of the fragment and the projectile, βz is the longitudinal 

velocity of the fragment in units of velocity of light c, β is the analogical velocity of the 
projectile, and γ is the relativistic kinematical factor of the projectile. In this frame, the 
Morrissey systematic looses its dependence on projectile energy and becomes universal, as 
can be seen in the right subset of Fig.4.9. While we consider the excitation energy of the 
spectator as also being the same despite the different beam energies, this would implicate that 
the reacceleration can be at best only triggered by the amount of the energy delivered to the 
participants. This would not be so surprising, since there is still twice as much energy 
available than in the case of the system with the 500 A MeV beam. Concerning Fig.4.9, one 
should not get intrigued by the mass-dependent difference of the recoil momenta, since this is 
due to the kinematical factor applied in eq.4.1. However, for comparison of the effect of the 
reaction, we prefer the reference frame of the projectile as being the most transparent. On the 
other hand, in the limiting case of the reacceleration onset for the same mass loss it also 
allows a possibility of the reacceleration threshold being reached by the amount of the 
excitation energy induced purely by the abrasion, denying the participant blast to play any 
role at all. 

Looking again at the left plot of Fig.4.9, turning the attention to the Afrag≤80, we can 
observe that the difference in the longitudinal momentum change between the symmetric 
systems with different projectile energy and between the systems differing only by reaction 
geometry displays a very similar magnitude as well as the trend, again pointing to the energy 
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Fig. 4.9: Left: The difference of the measured mean longitudinal velocities in the projectile frame as 
the function of the mass of the fragment for systems with either the same collision geometry (black 
points) or the same incident beam energy (red points). Right: The measured average longitudinal 
momentum transfer as a function of the mass of the fragmentation residue in the laboratory frame. The 
black dashed line represents the Morrissey systematic [Mor91]. 
 
delivered to the participant zone as the key quantity determining the magnitude of 
reacceleration.  

Also the fact stated in point VIII that the system with the smaller target nucleus 
reaccelerates almost in the same way as the other two systems speaks rather against a direct 
relation of this phenomenon to the energy delivered to the participant zone, since with smaller 
aluminum nuclei the same abrasion wound to the gold projectile is caused by less 
participating target nucleons. This of course means a smaller accumulation of the energy in 
the subsequent fireball. In fact this abrasion wound may be a key to understand the last 
presented point, since if the energy of the fireball would be set aside, it is effectively the only 
difference between the two systems with the same lower beam energy. Moreover, just in 
terms of the geometrical considerations, the surface of the conical scar is the only difference 
between the two systems which increases with increasing violence of the collision. If that 
would be true, it also extends the meaning of the point VII, and may indicate the reason why 
the difference in reacceleration in both Au+Au systems is, once fully established, kept in the 
above mentioned mass range the same. 

Summarizing the above discussion the qualitative as well as the semi-quantitative features 
of the experimental results direct the attention more to the spectator itself than to the 
participant blast as the main source of the reacceleration phenomenon, but still considering 
the second process as playing a possible role at least in kind of a ignition of a hypothetical 
“rocket engine” [Dan05].  

Of course, one can argue that this very simple analysis neglected several significant 
aspects of heavy-ion collisions at relativistic energy, but the main idea was just to sketch the 
most profound aspects of the experimental data and their mutual relationship. 

For example, in a more elaborate analysis, one would have to account the effects of the 
lower velocity in the experiments with lower beam energy implicating the possible longer 
exposition of the spectator remnant to the effects of the blast, which on the other side due to 
the relativistic effects does not scale with the incident beam velocity. Furthermore the 
evolution of the participant region is ruled by a complex interplay of nuclear forces, resulting 
in pressure gradients depending on the cross sections of the nucleon-nucleon scattering which 
however may also vary with energy and density, modified by the influence of the surrounding 
nuclear medium. Also the composition of the particles ejected by the fireball and their 
collective flow may influence the response of the spectator in several ways. It can be 
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speculated about the influence of pions, for their mean-free path in the nuclear medium is 
several times shorter than the typical nuclear radii, thus possibly causing the preferential 
excitation of the near-side of the escaping spectator. In the above recital one should not forget 
the arguments for a rather fast equilibration of the hot spectator remnant effectively 
preventing any preferential emission, shutting the possible source of energy for reacceleration 
completely down. 

The intention of the last paragraph was not to account for all possible aspects of the 
nuclear reaction dynamics, but rather just to mention a few examples of various diverse 
aspects which would be needed to be evaluated in order to achieve a fully consistent 
description. This of course goes beyond the capabilities of any simple and intuitive model and 
requires the involvement of a very elaborate theoretical description. But the advantage in 
interpretation gained by the possibilities of a developed model is limited by its inner 
hypotheses, assumptions and approximations, shifting the reliability of the conclusions from 
the reliability of the experimental data to that of the model itself.  

Therefore, we would like to make a clear distinction between these two approaches, from 
which the first one has been presented within this chapter and which tries to put emphasis on 
the pure experimental observations, and the second is adopted in Chapter 7 fully dedicated to 
the comparison of the experimental data with the results obtained predominantly with a 
dynamical model based on the Boltzmann-Uehling-Uhlenbeck equation [Dan00]. 
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5. Determination of the impact parameter 
 

The impact parameter is indeed the key quantity determining the dynamical evolution of 
the reaction of two relativistic heavy-ions. It is defined as the distance of the closest approach 
of two nuclei if they had continued in their original direction of motion at their original speed. 
In such relativistic heavy-ion collisions, i.e. in the projectile-energy range of few hundreds up 
to few thousands MeV per projectile nucleon, one can adopt an abrasion-ablation description 
of the collision process [Gai91] adopting the concept of participants and spectators [Bow73, 
Wes76] (see Fig.5.1.). Thus, the impact parameter determines the number of nucleons 
abraded from the projectile, which being slammed against their target counterparts form the 
fire streak of the so-called participant zone.  

In a typical mid-peripheral collision (b≈bmax/2), 
after an initial compression phase, the participant 
zone violently explodes, resulting in a flow of 
individual particles and light clusters, potentially 
hitting the escaping spectator matter and affecting 
its dynamical evolution. 

On the other hand, in very peripheral collisions 
the number of nucleons in the overlapping zone can 
be so low, that after undergoing few scatterings on 
one another, the nucleons of the projectile basically 
pass through the ones of the target nucleus without 
any significant density build-up, thus preventing the 
spectator from being influenced by any participants 
blast. Such spectator leaves the place of the 
collision slightly slowed down by the friction 
during the abrasion process and is excited 
proportionally to the number of the lost nucleons. 
The excitation energy is subsequently released in 
form of eventual break-up and evaporated nucleons 
or light clusters, leaving a cold residue which enters 
the detection device. 

The exact distinction, with respect to the 
number of participating nucleons, which is ruled by 
the impact parameter of the collision, between the 
events when participant’s fire streak fully develops 
and can, if at all, affect the spectator, and the events 
when the spectator leaves collision place 
undisturbed, cannot be yet clearly made. It is the main aim of this work to investigate the 
dependence of the possible spectator response on the participant blast and how the properties 
of the blast are ruled by the number and the energy of the participating nucleons, i.e. by the 
impact parameter and the energy of the nuclear collision. 

Fig.5.1: Schematic concept of the 
spectator and participant matter in a 
heavy-ion collision in the relativistic 
energy domain. 

Moreover, in order to extend our investigation, and to test different theoretical concepts 
and descriptions of the collision process, the knowledge of the impact parameter is the 
essential quantity providing the consistent link between the experimental observables and 
their theoretical predictions. Therefore this chapter is dedicated to the experimental 
determination of the impact parameter.        
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5.1. Impact parameter determination in exclusive measurements 
 

The exclusivity of the experiment is defined as the ability to measure enough reaction 
products that the reaction kinematics can be fully reconstructed and the reaction plane 
determined in a single event.  

 
 

5.1.1. Multiplicity of detected particles 
 

The impact parameter characterizing the initial state of the heavy-ion reaction is not 
directly measurable. Therefore, it is necessary to search for an observable, which is strongly 
correlated with it. In the exclusive measurements, the simplest observable is the multiplicity 
of the detected particles. The hypothesis of the strong correlation of the multiplicity with the 
impact parameter b has been confirmed already by intranuclear-cascade calculations in the 
early 80’s [Cug83]. Also the results of the Plastic Ball [Gut89] were presented in correlation 
with the multiplicity as the qualitative measure of the impact parameter. However, the first 
consistent method of transforming the qualitative estimate of the impact parameter into a 
quantitative one over the whole range of the multiplicity distribution came first with the 
approach of Cavata et al. [Cav90], extending thus the early work of Schroeder et al. [Schr78]. 

Within the approach of Cavata et al., it is assumed, that the multiplicity is monotonously 
correlated with the impact-parameter, and its dependence on the measured cross section is 
interpreted as an impact parameter dependence of the geometrical reaction cross-section. 

At relativistic energies, the total nucleus-nucleus cross section can be, within the black-
body hypothesis, approximated by the geometrical cross-section: σg=π(Rt+Rp)2, where Rt and 
Rp are the equivalent hard-sphere radii of the target and projectile nuclei, respectively. As a 
function of the squared impact parameter, the derivative of the cross section is constant 
dσg/d(b2)=π, up to the maximum value (Rt+Rp)2 of b2, and is zero beyond this value. To any 
value m of the multiplicity it is possible to associate the integral S of the measured cross 
section σ(M), from m to infinity. 
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Since the mean value of the multiplicity decreases monotonously with the impact parameter b, 
it is also possible to associate to m the impact parameter B such that  
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thus B2=S/π. This procedure can be used step by step in order to calculate the average value of 
b2 corresponding to any multiplicity integral [mi,mj] as , as illustrated in 
Fig.5.2. In absence of any dispersion in the correlation between multiplicity and impact 
parameter the method is rigorous. However, in reality there is always a finite dispersion given 
by the statistical nature of the reaction process, but as long as the correlation is large enough 
in comparison to the dispersion, the method remains valid.  

2/)( 222
jiij BBb +=

In principle, this method may be used with any variable that any available theoretical 
models could show to be reasonably well correlated with the impact parameter of the 
collision. In the range of intermediate energies this seems to be true for example also for the 
multiplicity of the light charge particles, transverse energy, zero degree energy or the total 
bound charge, i.e. Zbound, as will be discussed in the next section. 
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Fig.5.2: Principle of the method: measured cross-section versus multiplicity (left) and geometrical 
cross section vs b2, the square of the impact parameter (right). The hatched areas correspond to equal 
integrated cross section on both diagrams, with three multiplicity limits m0=∞, m1, and m2 (reprinted 
from the ref. [Cav90]). 
 
 
5.1.2. Zbound as the measure of the impact parameter 
 

Among several observables which were found to be 
correlated with the impact parameter, the one based on the 
quantity called Zbound deserves a special attention, since, as 
will be shown, it allows the extension of the impact 
parameter determination also into the measurements of 
inclusive nature, such as those which are the object of this 
thesis. 

The quantity Zbound has been first introduced by Hubele et 
al. [Hub91] in order to measure the number of charges 
contained in projectile fragments, measured in the exclusive 
experiments of the ALADIN collaboration. Zbound is defined 
as the sum of all charges of all complex fragments with Z≥2, 
and thus it gives the atomic number of the excited projectile 
spectator reduced by the number of hydrogen nuclei emitted 
from it. Therefore, it depends on the primary abrasion and 
the secondary deexcitation stages and reflects the violence of 
the collision. Moreover, while the multiplicity of light 
particles is sensitive to both the projectile and the target 
nucleus, Zbound is related only to the size of the projectile 
spectator. 

As revealed in Fig.5.3, the nearly linear correlation 
between the light particle multiplicity 〈Mlp〉 and the Zbound 
suggest that either of them can be used for the impact 
parameter selection. The reconstruction of the impact 
parameter from Zbound can be then performed with use of the 
geometric cross section decomposition with respect to Zbound in the same way as it was 
introduced in the Chap.5.1 for the multiplicity of the detected particles. Additionally, 
according to the mentioned study of Hubele et al. [Hub91], Zbound seems to be even better 
impact parameter selector in case of very peripheral collisions than the 〈Mlp〉. 

Fig.5.3: Correlation between the 
multiplicity Mlp of light charged 
particles and Zbound for 
Au+C,Al,Cu at 600 A MeV 
(reprinted from [Hub91]). 
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5.2. Impact parameter determination in inclusive measurements 
 

An inclusive experiment does not provide the information which allows deducing neither 
the multiplicity of light charged particles nor the sum of bound charges. Thus in this case the 
impact-parameter selectors introduced in the last chapter cannot be used.  

This limitation is also present in the case of the FRS, since one can profit from the high 
resolution in mass and velocity only at the expense of the limited angular and momentum 
acceptance of the detection device, corresponding to 15mrad around the beam axis and 3% in 
momentum, respectively. For example, in case of the system 197Au+197Au at 1 A GeV, this 
angular acceptance corresponds to 100% transmission for fragments of mass above A~110, 
75% transmission for fragments with mass A~70 and transmission decreasing down to app. 
40% for masses A~25, and even much less for light-charged particles, as discussed in 
chap.3.4.4. 

Therefore, due to the limited acceptance, only one fragment per reaction can be measured, 
thus not allowing for the complete information on the reaction kinematics, neither the 
multiplicity nor Zbound based determination of the impact parameter [Hub91]. 

However, as suggested already by the results of the QMD calculations in the study of 
Aichelin et al. [Aich88], also the charge and/or mass of the greatest fragments produced in the 
inclusive experiments can serve as an impact-parameter selector. This requires an ability to 
determine the order of the detected fragment, i.e. whether it has been the fragment with the 
greatest mass and/or charge produced in the reaction, or whether it has been the second 
fragment  or even the fragment of the lower rank.  

For all fragments with mass greater than half of the mass of the original projectile this 
condition is indeed true, since any other partner produced in the reaction has to be smaller by 
default. But the information allowing an extension of the classification of the detected 
fragments below this limit is not directly available from the inclusive data, but can be 
deduced from the results of experiments performed at full-acceptance devices.   

Yet, in reactions involving large projectiles, even very small excitations of the spectator 
produced in high impact parameter collisions may lead to fission, producing fragments of 
similar size as a true fragmentation process following abrasion and subsequent evaporation 
resulting from the collision with significantly lower impact parameter. Therefore, the 
unambiguous determination of the mean impact parameter is possible only for the largest 
residues produced in the fragmentation process, provided we can separate them from the 
fragments produced by fission.   

In the following section, it will be shown, how one can profit from the complementarity of 
the information from the full-acceptance experiments in order to determine the order of the 
fragments detected by the Fragment Separator and how the quantitative relation between the 
mass of the largest residue and the mean impact parameter can be established.   

   
 
5.2.1. Order of the fragmentation residue 

 
Full-acceptance experiments, such as the ALADIN spectrometer [ALA] can profit from 

the detection of all fragments produced within one reaction event. However due to the limited 
mass resolution, the size of individual fragments can be evaluated only in terms of the charge, 
which is on the other hand directly correlated to the mass (see Chap.4).   

Taking the direct advantage of the data measured by the ALADIN group in the experiment 
197Au+197Au at 1 A GeV which were provided to the authorby the ALADIN collaboration, it 
is possible to construct a correlation between the charges of the largest (Zmax) and the second 
largest (Zmax2) fragment produced in one reaction event, as displayed in Fig.5.4. The 
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triangular shape of the correlation reflects the trivial conditions that the sum of the largest and 
the second largest charge cannot be greater than the charge of the projectile. 

While the top of the triangle in the left subset of Fig.5.4 can be associated with the fission 
process, producing two large almost equally sized fragments, the ridge at the triangle base 
represents the fragmentation events, characterized by either a large residue accompanied by 
several small-sized fragments (right side of the ridge) or a multifragmentation event resulting 

Fig.5.4

in several intermediate-mass fragments (left side of the ridge).  

: left: Correlation of the highest (Zmax) and the 2nd highest (Zmax2) charge produced in the 

The clear distinction between different reaction processes allows excluding fission events 
fro

.2.2. Zmax as an impact-parameter selector 

The same ALADIN study as discussed above shows, that Zbound (which can be used as a 
me

detected fragments), which is addressed in the following section. 

reaction of 197Au+197Au at 1 A GeV. The top of the triangle corresponds to fission events, the ridge at 
the bottom to the fragmentation; right: Probability that the charge of the measured fragment is the 
highest charge produced in an individual reaction of 197Au+197Au at 1 A GeV (fission events excluded) 
[source data provided by ALADIN [ALA]] 
 

m the further analysis and thus directly evaluating the probability, that the detected charge 
is the greatest charge produced in one fragmentation event. Results of this evaluation are 
displayed in the Fig.5.4, where one observes that every residue with charge Z≥27 is the 
fragment with the greatest charge produced in the reaction (Zmax). In comparison with the data 
measured in this study, where charge as well as mass resolution is possible, Z=27 corresponds 
to average mass A~60 (see chap.4). The probability being the greatest fragment drops to 50% 
for charge Z=11, which corresponds to mass A~25. 
 
 
5
 

asure of the impact parameter in peripheral collisions [Hub91]) is clearly correlated with 
Zmax, the fragment with the greatest charge, for ~25 ≤ Zmax ≤ Zproj (=79), as displayed in 
Fig.5.5. This is then the experimental evidence for the predicted behavior of the greatest 
fragmentation residues with respect to the impact parameter as discussed already by [Aich88]. 
Contrary to that, the correlation of the 2nd greatest fragment produced in the reaction Zmax2 
with Zbound is qualitatively worse and quantitatively different (Fig.5.5). Therefore only Zmax 
can serve as a measure of the impact parameter in the similar way as Zbound. If one then takes 
into account that fragments with charge Z≥27 (A≥60) measured by the FRS are for sure the 
greatest fragments produced in the reactions, it can be concluded that these fragments carry 
the unambiguous information on the mean reaction impact parameter themselves, even 
though they have been measured using inclusive experimental technique. The remaining task 
is the calibration of our impact parameter selector (i.e. charge Z or mass A of the largest 
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Fig.5.5: left: Correlation of the highest charge (Zmax) and the sum off all bound charges (Zbound) 

icates the mean value of Zbound 
with respect to Zmax.; right Correlation of the 2  highest charge (Zmax2) and the sum of all bound 
cha 7  b

ragment is for sure the greatest one produced in the reaction, thus applicable for the 
correct impact parameter determination, has to be performed also for the other two 
ex

 data provided to the author by the ALADIN collaboration can 
be

systems 

charges 
(Z~25-80) [Hub91], gives us a possibility to deduce the impact parameter even in inclusive 

easurements such as those performed with the FRS. 

r 
wo

parameter on the sum of all produced bound charges Zbound was established, utilizing the 

produced in the reaction of 197Au+197Au at 1 A GeV. The full line ind
nd

rges (Zbound) produced in the reaction of 197Au+19 Au at 1 A GeV [source data provided y 
ALADIN] 

 
A similar evaluation of the range of nuclear charge for which the nuclear charge of the 

observed f

periments analyzed within this study, i.e. 197Au+197Au/27Al at 500 A MeV. However, in this 
case the nearest projectile energy with which ALADIN collaboration performed its 
experiments investigating the same reaction systems is 600 A MeV. On the other hand, as 
revealed by the complex analysis of the ALADIN data [Schut96], the spectator fragmentation 
is basically universal in the relativistic energy regime between 400-1000 A MeV and thus also 
results of the FRS experiments are compatible with the ALADIN ones, although the beam 
energy differs by 100 A MeV. 

The figures displaying the correlation of the Zmax and Zmax2, and probability of being the 
greatest detected charge in the reaction event for the systems 197Au+197Au/27Al at 600 A MeV 
reconstructed from the original

 found in App. C. On this place we limit ourselves by stating that the range of the residue 
charges (masses), for which an unambiguous mean impact parameter determination can be 
performed is practically the same as in the case of the system 197Au+197Au at 1 A GeV. 
 
 
5.3. Impact parameter as a function of the residue mass in Au+Au/Al 

 
The observation of a direct correlation between Zmax and Zbound in a wide range of 

m
In the present work we first take advantage of the previously determined correlation of 

Zmax and the impact parameter b, which was performed by the ALADIN colaboration 
[Schut96b] in two steps via the correlation with Zbound.  Although the results presented in thei

rk refer to Au+Au at somewhat lower incident beam energy, i.e. 600 A MeV, the 
universality of the Zmax dependency on Zbound within wide incident energy range as shown in 
[8] assures the applicability in both of our systems 197Au+197Au, i.e. at 500 and 1000 A MeV. 

In the work of the ALADIN collaboration [Schut96b], first the dependence of the impact 
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method of decomposition of the total reaction cross section with respect to the Zbound, 
similarly as described in section 5.1.2. Then using the correlation of Zmax with Zbound as is 
do

the 
low

Fig.5.6:

ne in Fig.5.2, one can determine the direct dependence of Zmax on the impact parameter. 
Due to the unambiguous identification of all detected fragments in charge Z as well as in 

mass A in the FRS experiments within this study, we can transform this correlation into the 
dependence of the mean impact parameter 〈b〉 on the mass of the final residue Ares. Following 
the argumentation concerning the correlation of Zmax2 (Fig.5.5.b)) given above, we set as 

er limit of the charge of the fragments for which we determine the impact parameter as 
Z=27, i.e. A=60. The upper limit is the charge (mass) of the projectile. The mean impact 
parameter 〈b〉 as a function of the final residue mass as deduced with the help of the results by 
the ALADIN group is displayed in Fig. 5.6 as a red dashed curve. 

 Mean i  the 
decom Ares. Red 

 at 600 A 
MeV [Schut96b] ilizing calculated total 

collisions leading to rather small mass losses, the approximation of the nuclear density by a 
sha

mpact parameter as a function of the projectile residue mass determined by
position of the total reaction cross section with respect to the mass of the final residue 

dashed line indicates the impact parameter obtained from the data of ALADIN for Au+Au
, black and blue dashed line indicate results obtained by ut

differential reaction cross section with model of Karol [Kar75] and production cross section by 
EPAX2 [Sue00]. The black dotted line indicates the extrapolation of the ALADIN data for the Au+Al 
system; for details see text. 

 
However, it should be stated, that the approach to determine the impact parameter with use 

of Zbound performed by Huebele et al. [Hub91] uses the geometrical cross section and the 
method of [Schr78]. But since our interest lies also in the investigation of very peripheral 

rp geometrical cut-off seems to be inappropriate. Moreover the model to which the 
experimental data are compared in chap.7 uses nuclear densities with diffuse profile. 
Therefore, we consider as necessary to also account for the diffuse profile of the nuclear 
density.  
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As a complementary, and to certain extend also an alternative approach we use the 
analogical method of decomposition of the total reaction cross section with respect to the 
mass of the final residue Ares. Yet this time for calculating the total reaction cross section we 
uti

 ≈180-197, caused by the sharp cut-off in the density profile of the 
ge

or the larger impact parameters, the relation between impact parameter b 
an

 

lize the model of Karol [Kar75] with empirical density profiles [Mye74, Mye76] and an 
empirical parameterization EPAX2 [Sue00] for calculating the absolute cross section with 
respect to the mass of the final residue. Results of this procedure are also displayed in Fig.5.6 
as a black dashed curve.  

Comparison of both dependencies of Ares on the impact parameters in Fig.5.6 reveals 
clearly the difference for very peripheral collisions in the range of 〈b〉≈13.5-16 fm, 
corresponding to mass Ares

ometrical cross-section method. In this mass region we will prefer the result obtained with 
use of the more realistic nuclear density profiles and reliable differential cross sections 
calculated by EPAX2. On the other hand, following the region of remarkable agreement 
between 〈b〉≈12.0-13.5 (Ares ≈110-180), the correlation from the KAROL+EPAX tends to 
yield too high impact parameters with respect to the result provided by ALADIN using 
geometrical cross sections and measured yield of Zbound. In this region of masses Ares ≈62-110, 
we follow the experimentally measured data of ALADIN, since EPAX2 is predominantly 
based on a parameterization of the fragmentation data where less than half of the projectile 
mass has been lost. 

Unfortunately, at the time of writing this thesis, the experimentally determined impact 
parameters as the function of the nuclear-charge of the final residue for the system 197Au+27Al 
were not available. F

d residue mass A can still be estimated by the combination of the models of Karol and 
EPAX. Comparing the results for the systems Au+Au and Au+Al, we observe a shift of 
∆〈b〉=3.0±0.1 fm, meaning that a fragment of the same mass was in case of Au+Al reaction 
produced on average at impact parameter that is by 3 fm lower than in the case of the Au+Au 
reaction. Therefore, we assumed that it is justified to expect a similar impact parameter 
dependence on Afrag in the system Au+Al as was observed in case of the ALADIN data for 
Au+Au at 600 A MeV with the same shift of 3fm. This parameterization of the impact 
parameter as a function of Afrag is displayed in Fig.5.6 as a black dotted line. 
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6.
 

any experimental observables arising from 
processes such as heavy ion collision, that without the link to 

e results of theoretical predictions no intuitive understanding would be possible. 
Ret

veloped at 
Mic

etic equation for 

 Model calculations 

It has been a common feature of m
investigations of very complex 
th

rospectively, we can admit that this as well may have been the fate of the reacceleration 
phenomenon clearly observed already in the work of [Enq99], if there would not had been the 
independent theoretical survey of the spectator properties by the use of a dynamical model 
based on the Boltzmann-Uehling-Uhlenbeck equation (BUU) by Shi et al [Shi01]. 

It is then natural that also in this study the very same model is used to guide our 
understanding of the experimentally observed phenomenon. This chapter is therefore 
dedicated to the description of the model, which was provided by and is being de

higan State University, USA, by the group of Pawel Danielewicz [Dan00]. 
 
6.1. BUU model – historical and general remarks 

  
The BUU equation is based on the Boltzmann equation, a classical kin

dilute gases first formulated by Boltzmann in 1872: 
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It describes the distribution fu

f(r,v,t)drdv is the number of molecules at tim
elocities in the range v→v+dv. It is assumed that the particles move under the influence of 

an 

nction of a dilute gas f(r,v,t), which is defined such that 
e t positioned between r and r+dr having 

v
external force per unit mass F, except when they collide with each other in which case it is 

also assumed that only two particles take part in the collision, described by the collision 
operator Ω(f).  

In 1933 the Boltzmann equation was modified by Uehling and Uhlenbeck to include Pauli 
blocking [UU33]. 
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The function w(ϑ g)dΩ represents the effective cross section for a collision which chan
direction of the relative velocity g of two molecules by the angle

ges the 
ϑ , such that this ve

fter collision g’ lies within an element of solid angle dΩ= sin
locity 

a ϕϑϑ dd , whereϕ  is the 

e diffe

azimuthal angle about g. The subscript 1 denotes functions and variables pertaining to the 
second molecule in the collision, over which the integration takes place, and the primes 
denote functions and variables, which are taken after the collision. Th rential ϕd  has the 
form: 
 

rdhmVGd 3)/(=ϕ  (6.3) 
 
where G is an eventual weight-factor, and V is included for dimensional reasons, but is to be 
considered as having t
articles per phase cell in coordinate-momenta space of which space part has unit volume. 

The factor θ accounts for the different features of the Bose-Einstein (θ=+1) and Fermi-Dirac 
(θ=-1) statistics. For the later it represents the Pauli principle, when two fermions cannot 

he value unity to agree with the meaning of f as giving the number of 
p
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occupy the same quantum-mechanical state, thus effectively lowering the collision 
probability. When taking θ= 0 and slightly modifying the collision term [UU33], it is possible 
to recover the Boltzmann equation of the classical Maxwell statistics.   

This extended Boltzmann equation is therefore usually known as Boltzmann-Uehling-
Uhlenbeck equation (BUU), but also often referred as Vlasov-Uehling-Uhlenbeck equation 
(VUU). Its relativistic versions are then often known as Landau-Vlasov equation (LV) or 
Boltzmann-Nordheim-Vlasov equation (BNV). 

The first functional BUU model was developed at Michigan State University by Bertsch, 
Kru

ent groups and many physical questions have 
bee

ulation [Bay76]. In this approximation, the state of a system is 
com letely specified when the phase-space distributions fX=fX(p,r,t) for all particles are given. 

is he Bolzmann equation  
 

se and Stöcker in order to test the conjecture that in relativistic heavy-ion collisions the 
pions can serve as a measure for the compressional energy and hence of the nuclear equation 
of state [Ber84]. Since that time different approaches became more and more refined as a 
result of constructive competition among differ

n addressed and answered. 
 

6.2. BUU at MSU 
 

The model [Dan00] follows the dynamics of heavy nuclei within the Landau quasiparticle 
theory with its relativistic form

p
The d tributions satisfy t
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The l.h.s. accounts for the motion of particles in the MF, while the r.h.s. accounts for 

collisions. The single-particle energies εX are derivatives of the net energy E of a system, with 
respect to the particle number X: 
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where g  is the spin degeneracy.

E)2( 3 δπ

X  The vector vX=∂εX/∂p is the velocity, while –∂εX/∂r is the 
force. The degrees of freedom in the description are nucleons, pions, deltas and N* 
resonances, and optionally ligh
the feeding and removal rates, resp.. 

Consistently with the Fermi Golden Rule and the requirements of covariance, the 

t (A≤3) clusters. The factors κ< and κ> on the r.h.s of (6.4) are 

contribution of binary collisions of particle X to the removal rate in (6.4) is 
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In the above,
2

M

umm

represents a squared invariant matrix element for scattering, averaged over 

initial and s ed over final spin directions. The factors 21/1 v−=γ are associated with 
the respective velocities and dp/γ is the invariant measure. The starred quantities in (6.6) refer 
to the 2-particle c.m.s. defined by vanishing of the three-momentum,
The cross section is given by 
 

 P=0, where P=p1+p2. 
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he relativistic relative velocity is defined through 
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The above definitions ensure t

2

he standard form of the detailed-balance relation, i.e. here 
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odel 

Since this study aims at investigation of the fundam
field, from this perspective, the mo

e dynamics of the mean field itself, or which may by means of accompanying 
mean 

The natural representative of the first group is the quality of the mean field, whether it is 
momentum depend
group contains the nuclear incompressibility and in-medium nucleon-nucleon cross-section, 
ince their effects on experimental observables may be of comparable magnitude as that of 
ean fields nonlocality, as demonstrated for example in [Shi01]. 

dependence of the total energy on 
e phase-space distribution. The model adopts simple parameterizations of the net energy, 

suc

 
6.3. Most significant parameters of the m
 

ental properties of the nuclear mean 
st relevant parameters of the model are those which may 

influence th
processes lead to similar effects as if they would be produced solely by the virtue of the 
ield.  f

ent (i.e. nonlocal) or momentum independent (i.e. static). The second 

s
m

Generally speaking, the MF dynamics follow from the 
th

h that they are sufficiently flexible with respect to the MF and the equation of state (EOS). 
In these parametrizations, the energy consists of the covariant volume term and the 
noncovariant gradient correction (E1), isospin interaction (ET) and Coulomb (ECoul) term 
defined in the system frame: 
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where e~ is the energy density, ρ denotes the baryon density, ρ0=0.160 fm-3 is the normal 
density and ρT represents the density of the third component of isospin. aT the parameter of 
the isospin term, which contributes to the isospin asymmetry coefficient in the Weizsäcker 
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formula and gives rise to the isospin term in the optical potential. This model assumes  
aT= 97 MeV, that it assures for reasonable results for the mass asymmetry and the asymmetry 
in the potential deduced from the scattering [Schwa82,Bec69]; a1 is the parameter connected 
to the finite range of the nuclear forces and properties of the nuclear mean field and is 
therefore addressed in the following subsection.  

    
 

.3.1. Static and nonlocal Mean Field  

consistent momentum-dependent mean field 
require significantly greater amount of computation time, not mentioning the obstacles of 

luence of the nonlocal mean field by Aichelin et al. 
[Ai

6
 
As already addressed in the Section 1.1 of the Introduction to this thesis, the momentum 

dependence of the nuclear mean field is the essential quality necessary for proper 
understanding of the phenomena observed in the heavy-ion physics, with implications for 
astrophysics, and reaching even to the early phases of the evolution of the Universe. 

Although the nonlocality of the nuclear potential has been long known since nucleon-
nucleon elastic scattering experiments from late 50ties [Bet56, Wya60], its role on the 
evolution of the heavy-ion collision had not been well understood, or often even hoped for 
being negligible, since the calculations with self-

numerical solutions. 
ut after the critical analyses of the infB

ch87] it became obvious that honest analyses of emerging experimental results cannot 
neglect the effects of momentum dependence, although different observables do not 
necessarily yield the same sensitivity. In the present days, despite the steady progress [e.g. 
Dan02a], the issue of nonlocality of the nuclear mean field is not yet satisfactorily solved and 
the search for observables with selective sensitivity to MD properties of the nuclear mean 
field still continue, as is the example of this work.  

Therefore also this BUU model allows for selective utilization of momentum-dependent, 
as well as momentum independent mean fields, so that sensitivity of chosen experimental 
observables can be tested. 

In the energy functional E defined by eq.6.10 the quality of the MF affects the energy 
density e~ and parameter of the gradient correction a1.  

The gradient term in the energy allows accounting for the effects of the finite range of the 
nuclear force together with the lowest-order quantal effects of the curvature in the 
wavefunctions. By the choice of MI MF the parameter a1 is taken as a1=21.4 MeV as 
corresponding to the finite range-correction from the Skyrme effective interaction and an 
additional Weizsäcker kinetic-energy term [Rin80]. In case of MD MF the parameter a1 is 
taken as a1=18.2 MeV, arising from the adjustment to the ground-state data performed by the 
code developer [Dan00]. 

Aside from the isospin component, the strong-interaction field from the covariant volume 
part is chosen as acting on baryons only, since pions or other mesons are infrequent in the 
energy regime where the comparison of model predictions to experiment is intended. With 
respect to the calculation convenience, the fields within this model are chosen such that they 
can be easily identified as either vector or scalar [Pan93]. Thus the nonrelativistic reduction of 
the energy density in the case of the momentum-independent fields is [Dan98]: 
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where mX(ρs) = mX +AXU(ρs), AX is the baryon number and 
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the energy density e~ (6.11) alone gives rise to single-particle energies 
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The potential  
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ρ e nuclear ground-state 
roperties. The role of the denominator in eq. (6.13) is to prevent supraluminous behavior at 

high densities. To energies
in the system frame, but th

XTX ZUt31

 
is taken with ξ=ρs/ 0 and a, b and υ are adjusted to reproduce averag
p

 eq. (6.12) the gradient, isospin and Coulomb corrections are added 
ey are dropped out from collision integrals and velocities, 

 
+= XXX UAεε Φ++  (6.14) 

where U1=-a1∇2(ρ/ρ0)
The parameters of the nuclear potential a,b and v depend on the choice of the EoS, i.e. the 

compressibility of the nuclear matter and are thus discussed in the next subsection 6.3.2. 

 
, UT=aTρT/ρ0, and Φ is the Coulomb potential.  

in
Contrary to the above case, in the case the momentum-dependent MFs in their nonrela-

tivistic reduction, is the energy density parameterized in the local frame where baryon flux 
vanishes [Pan93,Dan98,Hom99]: 
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 The energy (6.15) alone gives rise to the local single-particle energies 
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Generally the set of parameters of (6.15) can acquire different values according to the 
value of the group effective mass [Jam89] in normal matter at the Fermi surface (m*=pF/vF) 
and for different the incompressibility. Therefore they ar

.3.2. Soft and hard Equation of State 
 

The stiffness of the equation of state of nu
mperature and pressure, has been already for decades in the center point of the heavy-ion 

ese

range of 210-380 MeV [Dan02a]. However this interval is still 
ncomfortably large and a common effort to further constrain this quantity continues.  

K, similar to momentum dependent case, one first 
servable to the most extreme values of the 

tif

vanishes at the normal density, i.e.U ,ρ ) = 0. For more 
det

ab.6.1. 

e discussed within the frame of the 
following subsection. 
 
 
6

clear matter, ruling how volume changes with 
te
r arch. This quantity plays the crucial role in many astrophysical processes such as stability 
of the neutron stars, supernovae explosions or the evolution of the early Universe. The 
numerical value of the nuclear incompressibility K, has undergone a complicated evolution 
from early estimates of up to 800 MeV [Gle88] at the late seventies down to nowadays 
ommonly accepted c

u
In the search for more exact value of 

sually tests the sensitivity of the chosen obu
s fness. This is also the case of this BUU model, which takes advantage of the above 
described approach with very controlled Equation of State. Since two out of three parameters 
of eq. (6.13) are generally fixed by the requirement that in nuclear matter the total energy has 
a minimum at ρ=ρ0 with a binding energy of app. 16 MeV/n. The “only” free parameter is 
hence determined by requiring a specific incompressibility. Rather than extracting the EoS 
from the ab initio calculation, this approach offers the opportunity to test how stiff the EoS 
has to be in order to reproduce the experimental data. Hence the compressibility is treated as a 
free parameter of the theory. 

In the case of the momentum independent MFs the parameters a,b and v are determined 
from the requirements that ρ=ρ0 at the value of e/ρ-mN≈ -16.0 MeV for incompressibility K = 
210 MeV (soft EoS), and -17.0 MeV for K = 380 MeV (hard EoS).  

The parameter sets resulting from adjustments are: a=187.24 MeV, b=102.62 MeV and 
v=1.6339 for K =210 MeV, and a=121.26 MeV, b=52.10 MeV and v=2.4624 for K =380 
MeV. 

In case of the momentum-dependent MFs, except the parameters a,b and v of eq. (6.13) 
one also has to evaluate the parameters c, λ, m*/m of eq.(6.16) and fix the height of the optical 
potential ∞

optU  in the asymptotic case at ρ0 when momentum p→∞, and the momentum p0 for 
which the optical potential opt(p0 0

ailed discussion on how to deduce the numerical values of these parameters see [Dan98]. 
The values of the above parameters as used in the calculations within this work, with respect 
to the chosen nuclear matter EoS stiffness K, are summarized in the T

 
Tab.6.1: Parameter values for the momentum-dependent mean fields. 

a 
(MeV) 

b 
(MeV) v c λ m*/m 

(MeV) 
p0 

(MeV) 
optU  

(MeV) 
K 

(MeV) 

∞

209.79 69.757 1.4623 0.64570 0.95460 0.70 680 40 210 
122.79 20.427 2.7059 0.64570 0.95460 0.70 685 40 380 

 
 
 
 
 

 83



6.3.3. In-medium reduced and free nucleon-nucleon cross sections 
 

ft ted, t due to rmionic nature of the nucleons, in case of the in
d ur o e c  pr scatt  into  oc d 
s is fe w m att cross ons and would cause a 
d  in isi [D r  th ems to be a supportive evidence 
from experiments focusing on the stopping observables, such as linear-momentum transfer, 
balance energy and ERAT=E⊥/E‖ (ratio of transverse and longitudinal energy, respectively) 
[Col98, Schu97, and Schn98]. However for perturbative processes, matrix elements in the 
cross-sections would be expected to be similar in medium to those in free-space.  

 pion polarization 
ffect may even enhance the in-medium cross section [Ber88, Bro89, DeJ89] and thus cause 

an 

It is o en expec tha  fe creased 
ensity d ing the c llision th  Pauli blo king may event ering  a dylrea cupie
tate. Th
ecrease

would ef
 the coll

ctively lo
on rate 

er the in-
an00]. Fo

edium sc
 this case

ering 
ere se

-secti

On the other hand, based on specific theoretical considerations, the
e

increase of the collision rate. 
Within the utilized code, it is possible to explore two types of cross sections in the 

medium: the free cross-sections and the cross-sections reduced in such a manner that their 
radii are limited by the interparticle distance, 

 
)/tanh( 00 σσσσ free=  (6.19) 

 
where σ0=ρ-2/3. The reduction is only applied to the elastic cross sections, in order to maintain 
the

6.3

 participants in heavy-ion collisions was first 
introduced by Bowman et al. [Bow73] and later employed for the description of a wide-angle 
energetic particle emi
nother can be viewed as producing cylindrical cuts through each other. The swept-out 

ted by the collision process than the participant 
ucleons. This picture is supported by features of the experimental data as well as by results 

a 92, Dan95, Gait00]. 
l operational definition of spectator matter as introduced 

y 

 detailed-balance relations in the medium.  
 
 

.4. Definition of the spectator  
 

The important concept of spectators and

ssion by Westfall et al. [Wes76]. The two nuclei slamming against one 
a
nucleons or participants from projectile and target undergo a violent collision process. The 
remnants of the projectile and target, the spectators, continue in the meantime with almost 
undisturbed velocities, and are much less affec
n
of dyn mic calculations [Gos77, Dan

In this work we adopt the origina
b Shi in [Shi01]. As a spectator is considered the matter of which the magnitude of the local 
longitudinal velocity exceeds half of the velocity in the initial state and of which the local 
density exceeds one-tenth of the normal density. 

Since this definition is rather arbitrary, it may lead in some extend to an improper 
determination of the spectator and participating nucleons during the most violent stage of the 
reaction. However after the time of several tens of fm/c, when the projectile and target nuclei 
are already well separated, this definition assures for unambiguous identification of the 
greatest surviving spectator piece and comfortably allows following its subsequent dynamical 
evolution. 
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7. Experiment vs. simulations 
 
The subject of this chapter is the direct comparison of the experimentally determined 

mean longitudinal velocities of the fragmentation residues with the theoretically predicted 
spectator response to the participant blast. 

ental results are summarized in chapter 4, where we have intended to 
understand the observed features of the reacceleration of the fragmentation residues without 
the involvement of any prior idea or model, which would give a direct prediction of the 
present phenomenon, in order to identify or learn about the basic properties of the potentially 
resp r 7 is exactly the opposite. 

he model which yielded the first prediction of the spectator response to the participants 
blast [Shi01, Dan00] is utilized to study the evolution of the kinematical properties of the 
spe

e use the capabilities and selected free parameters 
of 

nd thus the limitation of such concept prevents it from 
bei

The experim

onsible mechanism. The approach of chapte
T

ctator matter in the reaction systems identical to those experimentally investigated. We 
start with the presumption that the participants blast is responsible for any changes in the 
kinematical behavior of the spectator, and w

the model to test the likelihood of the blast-response explanation under the conditions of 
varying incident-beam energy and the geometry of the colliding system. The aim is to 
reconstruct the properties of the spectator response, which would correspond to the observed 
features of the reacceleration. The criteria judging the authenticity of the theoretical concept 
are set by the experimental results.     

While the BUU model is able to describe the highly non-equilibrium stages of the heavy-
ion collisions, it is still limited in its single-particle description meaning that the evaporation 
stage of the equilibrated projectile-like fragment (i.e. the spectator) cannot be properly 
addressed. In other words, such model can describe the evaporation of complex clusters only 
in a very limited way. In connection with similar models this leads to frequent application of 
various coalescence approaches in order to simulate the cluster production and evaporation. 
Within these approaches it is assumed that the individual particles, which come together 
within a certain distance in the phase-space, form a cluster, and since this time on they are 
propagated with common space-time trajectory. But in this way the coalescence procedures 
do not affect the residue decay rates, a

ng used in our case, where we want to investigate the phenomenon of a magnitude, for 
which any additional systematic uncertainty, brought in by a process following the one we 
wish to study, can have a detrimental influence.  

On the other hand, evaporation from an equilibrated hot prefragment is considered to be 
isotropic, thus on average not influencing the kinematical properties of the cooling spectator 
in terms of its mean velocity or average momentum per nucleon 〈p〉/A. We therefore assume, 
that the 〈p〉/A of the surviving spectator after the initial abrasion stage and pre-equilibrium 
emission will be the same as it would be after the evaporation. This makes the impact 
parameter, instead of the final residue mass, the relevant frame of reference, because the 
〈pz/A〉, after reaching the equilibrated stage (where the kinematical properties of the spectator 
do not change anymore with time), should depend only on the violence of the initial collision 
being ruled by the impact parameter, provided the incident-beam energy is fixed. This allows 
directly comparing 〈p /A〉(∗)

z  of the final residues measured in the experiment with the same 
quantity calculated for the kinematically and thermally stabilized hot prefragment, where the 
impact parameter provides the necessary frame of reference.  

But the exact time when the hot fragment reaches the stage of complete equilibration and 
freeze-out may not be always easily identifiable. Gaitanos et al. [Gait00] and Shi et al. [Shi01] 

                                                 
(∗) The quantity measured in the experiment is in fact 〈p 〉/A, which is assumed to be equal to the quantity 〈p /A〉 
that is calculated by the BUU model. 

z z
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argue that the effective end of the collision for the system Au+Au at 600 A MeV for b=4.5 fm, 
resp. Sn+Sn at 800 A MeV for b=5 fm occurs around 50-60 fm/c. Even with a safe guard, the 
time 100 fm/c would be enough for a good separation of the spectators from the participants. 
However, it is desirable to follow the evolution of the spectator properties up to longer time 
scales (app. up to 200 fm/c) in order to see if the resulting momentum balance is sustained in 
the

e generally reaches a rather stable level determined by the 
rea

 

 later dynamical evolution, especially with respect to the developing blast of the 
participating nucleons. If the whole spectator does not absorb the exchanged momentum, the 
spectator may lose part of its momentum and mass quickly after the collision. This would 
correspond to an increase and subsequent decrease in the mass and the momentum of the 
spectator during their time evolution, following the initial stage of the collision, i.e. for t>~50 
fm/c. To a good extent, in our systems this is not the case, as can be observed in Fig.7.1, 
where both the mean mass and the net mean longitudinal momentum change per nucleon of 
the spectator matter decrease significantly in later stages of their time evolutions. In other 
words, the results of the simulations indicate that the exchanged momentum was completely 
assimilated by the spectators.  

As an example, Fig.7.1 displays the time evolution of the mass and the change of 
longitudinal momentum per nucleon of the spectator produced in the reaction 197Au+197Au at 
1 A GeV at various impact parameters calculated with a soft EoS, momentum-dependent 
mean field and in-medium reduced nucleon-nucleon elastic-scattering cross sections σin-med.. 

During the initial violent stage of the reaction (t≈0-60 fm/c) the spectator matter is 
significantly slowed down and subsequently bounced-off. As a consequence, the net relative 
longitudinal momentum chang

ction impact parameter. On a smaller scale, one can observe that ∆|〈pz/A〉| does not fully 
stabilize, but also that within the considered time scale of 100-200 fm/c the deviations from 
the constant value play a minor role, and do not significantly influence the overall ordering of 
the ∆|〈pz/A〉| with respect to the impact parameter. 

Fig.7.1: Time evolution of the mean mass 〈Aspec〉 (left) and the net mean longitudinal momentu
change per nucleon (right) of the projectile spectator for different impact parameters in the system 

7Au+197Au at 1 A GeV as calculated within the BUU model for a soft EoS with momentum-
dependent mean field and in-medium reduced NN cross sections. ∆|〈pz/A〉| is given in the C.M. system

Similar observations can be made for the case of the spectator mass and its evolu

m 

19

. 
 

tion 
uring the collision. After the initial abrasion phase, resulting in a fast mass loss and the time 

tile, where the arbitrary rule of distinction 
r 

d
of spatial coexistence of both target and projec
between spectator and participant region is not well applicable (t≈10-30 fm/c), the spectato
gradually looses mass even until the times t≈100 fm/c. This can be understood, as the 
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consequence of the abrasion process and the participant blast, when the strength of the 
explosion can practically blow away outer parts of the formed, not yet dynamically stabilized 
spectator matter. 

As a consequence, we have decided for a direct comparison with the experiment to use the 
calc

197 197

ic potential and a soft and hard EoS with a momentum-dependent 
mean field (MD) combined with either in-medium reduced (left) or free nucleon-nucleon 

ulated values of ∆|〈pz/A〉| averaged over the time t=100-150 fm/c, which reflects the 
average properties of the spectator matter after the dynamical stabilization and damping out of 
the blast. 

The figures displaying the time evolution of ∆|〈pz/A〉| and the mean mass of the spectator 
matter 〈Aspec〉 and their dependence on the impact parameter for all different equations of state 
can be found in the App.D. 

 
 

7.1. 197Au+197Au at 1 A GeV 
 

Fig.7.2 displays the measured net mean longitudinal-momentum change per nucleon 
∆|〈pz/A〉| of the spectator residues, and its calculated analog for the surviving spectator matter 
in the reaction Au+ Au at 1 A GeV, as the function of the impact parameter in the center-
of-mass reference frame, which in case of the experimental data is the best estimate of the 
reaction impact parameter as discussed in chap.5. The calculated results were obtained using a 
soft and hard EoS with a stat 

elastic cross sections (right). 

 
Fig.7.2: Comparison of the experimental and the calculated ∆|〈pz/A〉| of projectile-like residues with
respect to the impact parameter in the system 197Au+197Au at 1 A GeV. ∆|〈pz/A〉| is given in the C.M. 

stem. The calculated values were obtained with the BUU model [Dan00] with use of a soft and a 
hard EoS with a static (MI) or momentum dependent (MD) mean field, and in-medium reduced (left
or free (right) nucleon-nucleon elastic cross sections. In case of the experimental data the im
parameter b is the best estimate of the reaction impact parameter as discussed in chap.5. 

 
7.1.1. Data comparison to calculations with σin-med 

 

sy
) 

pact 

 
omparing the experimental data with the results of the calculations, we first focus on the C

left plot of Fig.7.2 and the experimental results. Given by the correlation of the impact 
parameter and the final residue mass deduced in chap.5, we see that the considered fragments 
within the mass range Ares=60-197 are produced in the mean impact parameter range of 
〈b〉≈10-16 fm. This gives evidence of, indeed, very peripheral collisions. In terms of the 
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simple geometrical abrasion picture this means that at b≈10 fm the average number of the 
abraded nucleons is about 30 (other are subsequently lost, presumably due to the evaporation 
or break-up), producing the participant zone of only about 60 nucleons, as displayed in 

e produced on average at 〈b〉≈12.5 fm. 
his in terms of the simple geometrical abrasion picture means about 5 abraded nucleons 

pro

mpare the experimental results 
and

app

of the order of 1-3 MeV/c depending on the impact. An 
add

t l  
l  

explore possible uncertainties of the theoretical d

Fig.7.3. The slowest fragments with mass Ares≈135 ar
T

ducing a participant zone of app. 10 nucleons. 
Investigating now the results of the theoretical calculations in Fig.7.2 (left), one 

immediately sees the splitting of the results according to the utilized mean field, i.e. whether 
momentum-dependent or momentum-independent MF has been used. The stiffness of the EoS 
does not play such a significant role. Also in case of these particular calculations, which are 
an extension of the original work of Shi et al. [Shi01], only the use of the momentum-
dependent mean field can yield such a recovery of the spectator-residue momentum per 
nucleon, that the values greater than those before the collision are reached. This fact served as 
the main argument for interpreting the reacceleration of fragmentation residues in [Ric03] as 
the spectator response to the participant blast in [Shi01]. 

However, the current possibility to 
directly co

 the theoretical predictions as a function 
of the impact parameter sheds new light on 
this physical phenomenon. Looking at the 
left part of the Fig.7.2, although the overall 
shape and magnitude of the spectator 
response seem to yield significant 
similarities, the disagreement with respect to 
the impact parameter is rather surprising. 
One observes a significant discrepancy in 
terms of the magnitude of the effect with 
respect to the impact parameter. The 
recovery of the velocities starts in the 
experiment on the average in reactions with 
around 4 fm larger impact parameter than in 
the simulations. 

Certainly one can argue that the method 

Fig.7.3:

lied only determines the mean impact 
parameter, while a specific residue with a 
certain mass can be produced in a wide 
range of impact parameters. But according to the investigation of the possible systematic error 
of this method carried out in [Hub91] and already discussed in chap.5, the results point to the 
spread of app. ± 1 fm, which is far less than the observed discrepancy. Also, despite the high 
number of test particles and independent runs, the statistical fluctuations of the calculations 
contribute with a statistical error 

itional systematic error is introduced by averaging ∆|〈pz/A〉| over a time period of 50 fm as 
discussed above and demonstrated in Fig.7.1. 

However, this altogether cannot explain the significant deviation of the trends of the 
experimental and the calculated results, and rather points to the used physical assumptions as 
a source of the disagreement. Therefore, in the spirit of the interpretation of the spectator 
response in [Shi01], where the increase in relative momentum with the impact parameter for 
MD calculations is attributed to the “strong enough explosion, when the ordered push may 
overcome the friction effects, producing a ne
for the key parameters of the model responsib

 Total number of participants and those 
arising from the projectile as a function of the 
impact parameter in the reaction Au+ Au 
as calculated by the geometrical model 
[Mor78]. 

 197 197

ongitudinal acceleration”, we have to search
e for the strength of the response in order to
escription. 
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7.1.2. Data comparison to calculations with σ  
 

s using MI and MD mean fields in 
ombination with hard and soft EoS but this time with σ . The results of these calculations 

com

 similar magnitude as MD MFs with 
σ

free

A natural candidate for a parameter which may result in a significant enhancement of the 
strength of the participant’s explosion arises already from the original work of Shi [Shi01], 
namely the free nucleon-nucleon elastic-scattering cross sections σfree. Although the first 
calculations with σfree by Shi were carried out only for b=5 fm, they revealed a significant 
increase in the spectator response. This has been understood in a way, that “… because of 
higher cross sections, the equilibration is faster, which allows the participant to explode more 
violently when the spectators are still nearby.” [Shi01]. 

Therefore, we performed identical calculation
c free

pared to the experimental values are displayed in the right subset of Fig.7.2.  
It can immediately be seen that the theoretically predicted spectator response keeps 

similar features as for the case of σin-med., especially with respect to a rather weak sensitivity to 
the stiffness of the EoS. But, the condition that a MD mean field is necessary to induce 
recovery of relative longitudinal momentum and producing net acceleration effect does not 
seem to be valid anymore. It is observed that even MI MFs can, for low impact parameters, 
lead to the net acceleration, producing the effect of the

in-med.. This means that momentum dependence itself is not the exclusive cause of the effect 
responsible for the reacceleration of the fragmentation residues, but rather significantly 
contributes to conditions allowing for such process.    

Generally the spectator response is significantly stronger with the σfree, and comes much 
closer to the data than with σin-med.. In the case of σfree and MD MFs the net relative 
longitudinal momentum change reaches its minimum at 〈b〉 ≈ 10-11 fm and the region of the 
positive values at 〈b〉 ≈ 9-9.5 fm, where it basically copies the trend of the data with a 
negative offset of ≈ 2 fm. But even though it is considerably smaller, the discrepancy of data 
and theory with respect to the impact parameter still prevails. 

Before coming to any conclusions concerning the spectator response to the participants 
blast in the system 197Au+197Au at 1 A GeV, let us briefly discuss arguments for the use of in-
medium reduced or free NN cross sections 

It is often expected, that due to fermionic nature of the nucleons, in case of the increased 
density during the collision the Pauli blocking may prevent scattering into already occupied 
state. This would effectively lower the in-medium scattering cross-sections and would cause a 
decrease in the collision rate [Dan00]. For this case there seems to be a supportive evidence 
from experiments focusing on the stopping observables, such as linear-momentum transfer, 
balance energy and ERAT=E /E (ratio of transverse and lon⊥ ‖ gitudinal energy, respectively) 
[Col98, Schu97, and Schn98]. 

On the other hand, based on specific theoretical considerations, the medium modification 
of exchange virtual pions may even enhance the in-medium cross section [Ber88, Bro89, 
DeJ89] and thus cause an increase of the collision rate. Such an increase of σin-med. could 
conceivably yield a better description of the data presented in the current work.  

In case of low densities and high beam energies, σin-med. should be very similar to σfree 
[Dan00]. Taking into account the high impact parameter in which the fragments, studied in 
our work, seem to be produced and consequently the low number of directly abraded 
nucleons, one would not expect such a density build-up as in the central or semi-central 
collisions. 

 In order to better demonstrate the effects of the different NN cross sections, the left subset 
of Fig. 7.4 displays the difference of the mean spectator mass calculated for the soft MD EoS 
with σin-med. and σfree for the system 197Au+197Au at 1 A GeV. 
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During the initial phase of the reaction (t≈10-30 fm/c), the abrasion results in slightly 
more abraded nucleons for σfree than for the case calculated with σin-med.. As seen from the 
figure, projectile (as well as target) nuclei loose up to 5 nucleons more in favor of the 
participant region, when σfree is assumed. This on one hand leads to proportionally higher 
excitation energy of the projectile remnant (i.e. spectator), and on the other to an increased 
num

ither of two NN cross sections 
use

ter, indicating 
gen

〉| 

rea isplayed in right subset of Fig. 7.4. 

hot spectator in the left plot. In other words, 
above 〈b〉=11 the momentum of the surviving spectator does not depend on the magnitude of 

ber of the participating nucleons, allowing for a stronger participant blast. 
 Following the evolution of the mass difference to later times, one can observe gradually 

increasing difference of the spectator masses produced by e
d, which saturates around t≈150 fm/c. This mass difference scales with the impact 

parameter, however reaches its maximum for b = 9 fm. This is understandable, since if the 
impact parameter is too low, the dynamic effects of the collision are so destructive, that in 
case of both kinds of cross sections, it is sufficient to lead to a survival of only a minor 
spectator piece (see also Fig.7.1 right). However, the slope of the mass difference in the early 
time t≈50 fm/c increases monotonically with the decreasing impact parame

erally faster and more violent evolution of the collision process. 
The situation is similar in the case of hard MD Eos or when MI mean field is used. 

However, the momentum dependence enhances the effects of σfree with respect to the 
momentum independent calculations (see App. D). 

 The question remains, whether the greater mass loss in case of σfree calculations is the 
direct result of the stronger participant blast blowing away the outer parts of the spectator, or 
is it the consequence of generally more extensive abrasion, leading to higher excitation 
energies, thus allowing for a rapid emission of some outer nucleons, before reaching thermal 
equilibration? 

 
Some additional insight can be brought in by investigating the difference of ∆|〈pz/A

calculated for soft MD EoS with c, and how this difference evolves during the course of the 

Fig.7.4: Left: Time evolution of the difference of the mean mass of the spectator matter and its 
dependence on the impact parameter calculated for soft MD EoS same system as in the left figure. 
with σin-med  and σfree for the system 197Au+197Au at 1 A GeV. Right: Time evolution of the difference 
of mean ∆|〈pz/A〉| and its dependence on the impact parameter calculated for soft MD EoS with σin-med  
and σfree  for the same system as in the left plot. 

ction as d
When comparing the calculations for σin-med and σfree, one can observe that within the 

statistical fluctuations the results above 〈b〉=11 fm are practically the same, which is however 
not the case when comparing the masses of the 
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the

 processes 
in t

th kinds of NN cross 
sec

periments where high densities and temperatures are reached, the conditions 
ruli

con

 cross sections used, but its mass does. For the case of b=11 fm, although the momentum 
difference is negligible, the mass difference at times t≥100 fm/c is around 15 units, which is 
hard to imagine as being the consequence of abrasion of only one more nucleon, at times 
t≈10-30 fm/c, with respect to the in-medium reduced NN cross section scenario, as can be 
seen in the left plot of Fig.7.4. Contrary to that, for b=9 fm, the mass difference of the 
surviving spectator is around 30 nucleons, while 2 of them were directly abraded, and the 
difference in ∆|〈pz/A〉| is already by 10 MeV/c higher for the calculations with σfree. 

Therefore, it seems that the higher mass loss in the case of the calculations with σfree is not 
monotonously related to a higher relative momentum gain. Also the difference of ∆|〈pz/A〉| 
seems to be independent from the choice of the cross sections below a certain value of the 
impact parameter, in this case for b ≤ 8fm. This points to two qualitatively different

he range of  8 fm ≤ b ≤ 11 fm, implicating that generally higher σfree allow for the onset of 
the process responsible for a spectator relative momentum recovery at higher impact 
parameters (already for b≤11 fm) while σin-med first at b ≤ 8fm. At this place it is worth to 
remind that according to the geometrical model (see Fig.7.3), the participant region should in 
the system 197Au+197Au colliding at an impact parameter b=8 fm, resp. b=11 fm, consist of 
app. 120 nucleons, resp. app. 30 nucleons, while at the mean impact parameter 〈b〉=12.5 
where the experimental momenta start to recover it’s only 10 nucleons. 

 The more general features of the results in Fig.7.4 can be within the frame of the used 
BUU model interpreted that, for b > 11 fm a density at which the Pauli blocking could 
effectively prevent any nucleon-nucleon scattering was not reached, and the participants blast, 
if developed at all, remains effectively the same in calculations with bo

tions. However, the course of the calculated ∆|〈pz/A〉| at lower impact parameters signals, 
that the magnitude of the nucleon-nucleon cross-sections plays a significant role in the 
evolution of the whole colliding system. 

  Also the low sensitivity of the results with respect to the stiffness of the EoS for all 
investigated impact parameters supports the idea that the densities reached in our experiments 
were not high enough, to create a chance for different compressibilities to manifest 
themselves.  

The fact, that heavy fragmentation residues are produced in collisions with rather low 
density build-up may seem as a drawback for the results which aim at contributing to the 
understanding of the properties of nuclear matter under extreme conditions. However, in 
contrast to ex

ng the reacceleration phenomenon seem to be purer and from this point of view also well 
controlled. According to the utilized model, to a great extent they do not yield, in the 
experimentally accessible impact parameter range, any additional strong dependence on 
problematically evaluable quantities such as density and compressibility, however, the 
extrapolation to region of lower b may still guide our understanding of the involved processes. 

On the other hand, a new sensitivity to the magnitude of the NN cross-sections arose. This 
then means a shift of our main attention from disentangling the stiffness of the EoS from the 
nonlocal features of the nuclear potential rather to the separation of the latter from the effects 
of the magnitude of the NN cross section. This then affects our ability to draw more 

clusive results concerning eventually specific aspects of the nonlocality of the nuclear 
mean field or the process in which it is revealed, which may be possible, if at all, only with 
additional experimental as well as theoretical investigation, e.g. exploring the dependence of 
the spectator response on the incident-beam energy or geometry of the colliding system. 
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7.2 197Au+197Au at 500 A MeV 
 

he investigation of the spectator response with respect to the incident beam energy is a 
natural evolution of this study. It is the most fundamental property of the nonlocality of the 

mean field) to “adapt” its depth according to the 
omentum of the incoming particle. As a consequence, the strength of the repulsiveness or 

attr

 On the other hand, the smaller momentum means also smaller relative velocity of 
the

act parameter as 
disc

. 

T

nuclear potential (and thus nuclear 
m

activeness of the mean field seen by the entering particle varies with respect to its 
momentum. Thus, during the heavy-ion collision the forces acting against the compression of 
the nuclei and ruling the explosion of the participant zone may be different for different beam 
energies. 

In the case of system 197Au+197Au at 500 A MeV one would expect less repulsive mean 
field. This may result in a generally greater density build up which, however, should not fully 
compensate the limitation by the smaller energy brought to the collision zone by the 
projectile.

 colliding ions, meaning longer time of exposition of the spectator to the developing blast, 
thus possibly being able to acquire a greater push. However, with less energy the resulting 
blast should still be generally weaker than in the case of the 1 A GeV system. 

Fig.7.5 displays the measured net mean longitudinal momentum change per nucleon of 
the fragmentation residues ∆|〈pz/A〉|, and its calculated analog for the surviving spectator 
matter in the reaction 197Au+197Au at 500 A MeV, as the function of the impact parameter, 
which in case of the experimental data is the best estimate of the reaction imp

ussed in chap.5. The calculated results were obtained using soft and hard EoS with a static 
potential and soft and hard EoS with a momentum-dependent mean field (MD) combined with 
either in-medium reduced (left subset of Fig.7.5) or free nucleon-nucleon elastic-scattering 
cross sections (right subset of Fig.7.5). 
 

Fig.7.5: Comparison of the experimental and calculated mean longitudinal momentum change of t
projectile-like residues with respect to impact parameter in the system 197Au+197Au at 500 A GeV. The
longitudinal-momentum change is given in the C.M. system. The calculated values were obtained with 
the BUU model [Dan00] using soft and hard EoS with static (MI) or momentum dependent (MD)

he 
 

 
mean field, and in-medium reduced (left) or free (right) nucleon-nucleon cross sections. In case of the 
experimental data the impact parameter b is the best estimate of the reaction impact parameter as 
discussed in chap.5. 
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7.2.1. Data comparison to calculations with σin-med 

Also in case of the system 197Au+197Au at 500 A GeV the attention will be first directed to 
e comparison of the experimental data with the results of the calculations obtained with σin-

 correlation of the fragment mass Afrag 
nd the mean impact parameter 〈b〉 is the same as for the higher-energy system, but, with 

resp

eter, practically the same in both experiments. Therefore, 
the

mply follow the extrapolated course of the Morrissey systematic with a constant 
offs

brought to the participant zone is observed. 

with soft EoS and MD 
MF

 a certain extent still evolves at later times. 
Par

independent from the energy, and, according to the calculations, the deviation from such ideal 

 

th
med as displayed in the left subset of Fig.7.6. The used
a

ect to the previous one, the mass range with available data is limited to Afrag=60-130 for 
reasons discussed in Chap.4. The extrapolation of the data to the higher masses, i.e. higher 
impact parameters, is expected follow the displayed Morrissey systematic as also arises from 
the discussion in the same chapter. 

Since the measured mean net longitudinal-momentum change per nucleon ∆|〈pz/A〉|of the 
fragmentation residue  is in absolute scale very similar to the one measured in the experiment 
with the higher energy, the location of the minimum and the cross-over to the positive values 
is, with respect to the impact param

 estimates of the number of the participating nucleons based on the simple geometrical 
model presented at the beginning of chap.7.1.1 and in Fig.7.3 are valid also for this reaction 
system.  

However, in a great contrast to the almost identical course of the experimental data are the 
results of the BUU calculations, which significantly deviate from the data both in the absolute 
scale as in the overall trend for all four equations of state used. It seems like if the calculated 
results si

et, which on the other hand is only several MeV/c and thus still within the systematic 
error. Moreover, most of the pronounced features of the calculations for the higher-energy 
system seem to be lost. The results do not yield any significant sensitivity to the stiffness of 
the EoS neither to the choice of the MF. Only for the smallest impact parameters one can 
observe some signs of a possible recovery, yet in its magnitude far away from the one 
observed in Fig.7.2 (left). 

The process or quality of the nuclear matter responsible in the model for reacceleration of 
the projectile remnants significantly depends on the incident energy, which is in strong 
contrast to the experimental observations summarized in chap.4.3, where only a small 
dependence on the energy 

In order to try to learn more about the differences in the dynamical evolution of the two 
identical systems differing only by the incident-beam energy, the time evolution of the 
projectile remnant mass and its net longitudinal momentum change per nucleon for both 
systems is compared in Fig.7.6, where the results of the calculations 

 are shown for various impact parameters. 
It follows from the left subset of Fig.7.6 that the collision of the two identical systems at 

the same impact parameter leads to a significantly lower mass loss in case of the lower 
incident beam energy. The highest pace of the growing mass-loss difference is in the initial 
phase of the reaction (t≈20-40 fm/c), but to

ticularly interesting is the evolution of this difference for the lowest considered impact 
parameters, where the lower-energy system even seems to catch-up with the mass loss 
suffered in the higher-energy system. This means that although the process responsible for 
losing the mass of the spectator can yield a comparably similar effect in both systems, for the 
lowest impact parameters in the higher incident-beam energy system it develops much faster. 
It may be interesting to recall that this concerns exactly those impact parameters for which in 
the calculations with 1 A GeV beam a recovery of the relative longitudinal momentum is 
observed. 

In any case a very important revelation seems to be the fact that the calculations do not 
fully support the concept of the spectator-participant model of the reaction as being 
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case in the range of the impact parameters accessible by means of the heavy fragmentation 
products investigated in the experiment is not negligible. For the impact parameter of 11 fm it 
accounts for approximately 15 nucleons, which with the help of Fig.4.7 can be around mass 
Afrag≈80 roughly translated into the difference of 〈vz〉≈0.07 cm/ns what is even a bit more than 
the observed difference between the measured mean velocities. If that were acceptable for 
explaining the difference in the experimental data, there would not be many possibilities for 
any influence of the varying energy invested to the participant zone. 

 

Fig.7.6: Left: Time evolution of the difference of the mean mass of the spectator matter and its 
dependence on the impact parameter calculated for soft MD EoS with σin-med for the system

7Au+197Au at 1 A GeV and 197Au+197Au at 500 A MeV. Right: Time evolution of the difference 
〈pz/A〉| and its dependence on the impact parameter calculated for the same two systems as the left

figure. 

s 
19 of 
∆|  

∆|〈pz/A〉| grows monotonically with decreasing impact 
parameter in contrary to the difference in spectator mass. This once more suggests that the 
ma

App.D. 
 

subset of Fig.7.5, we can observe that neither the calculations with 
e free nucleon-nucleon elastic-scattering cross sections result in any clearly visible 

greement with the data. But, there is still a significant difference with respect to the 
se with the in-medium reduced nucleon-

ucleon elastic-scattering cross-sections. In the present case, at least the results of calculations 
wit

 
However, the calculations show a significant difference in ∆|〈pz/A〉| between the two 

considered systems. Most of it is a direct result of the initial collision phase, but while it, to 
some extent, evolves in the later times as well, it still stabilizes earlier than the difference of 
the masses. Moreover, the difference in 

ss and the relative longitudinal momentum of the spectator matter are not directly coupled 
in the process.  

The situation described above is similar for hard MD EoS or when MI mean field is used. 
But, while the different stiffness of the nuclear matter yields results differing in the same way, 
the difference in mass loss as well as in the relative longitudinal momentum change is twice 
as large with MD MFs then with the momentum-independent ones, as can be seen in the full 
set of figures in 

 
7.2.2. Data comparison to calculations with σfree 
 

Looking at the right 
th
a
calculations discussed in the previous section, i.e. tho
n

h the MD MFs are leading to a partial recovery of the relative longitudinal momentum. In 
this region of low impact parameters (b≤9) the sensitivity to the nonlocal properties of the 
nuclear mean field is restored. But for the higher impact parameters neither the stiffness nor 
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the choice of the mean field play any significant role, and all calculations give similar results, 
copying the trend of the Morrissey systematic with practically constant offset.  

It seems that the role of the higher nucleon-nucleon cross sections for the onset of the 
spectator response which was observed for the system with 1 A GeV beam is preserved 
despite the drop in the energy which can be delivered to the participant region. In order to 
better evaluate the significance of the different cross sections in the collision with the lower 
incident-beam energy, Fig.7.7 displays the comparison of the spectator mass and the net 
rela

 

tive longitudinal momentum change in time calculated for system 197Au+197Au at 500 A 
MeV with soft equation of state and momentum-dependent mean field using both sets of 
discussed nucleon-nucleon cross-sections. 

Fig.7.7: Left: Time evolution of the difference of the mean mass of the spectator matter and its 
dependence on the impact parameter calculated for soft MD EoS with σin-med and σfree for the syste

7Au+197Au at 500 A MeV. Right: Time evolution of the difference of ∆|〈pz/A〉| and its dependence on
the impact parameter calculated for soft MD EoS with σin-med and σfree for the same system as in the

m 
19  

 
ft figure. 

 of the two sets of results. 
he left subset of Fig.7.7 again reveals that σfree lead to a greater mass loss already during 

the

loss. The consequence of the more effective abrasion is 
an 

 (compare 
to F

le
  
The above figure is the analog of Fig.7.4 with the only difference being the incident-beam 

energy. Therefore, it is possible to analyze the features of the results in the lower-energy case 
in a similar way as of the higher-energy system in chap.7.1.2, and compare the mutual 
similarities

T
 abrasion phase of the reaction (t≈10-30 fm/c), yet this time the lower-beam energy slightly 

enhances the effect with respect to the higher-energy case (compare to Fig.7.4). This on the 
other hand should lead to an increased excitation energy caused by the abrasion, leading 
possibly in the end to a greater mass 

extra donation of nucleons to the participant zone enhancing the eventual blast.  
But this does not seem to be the case, not with the respect to the higher-energy system. In 

case of the 500 A MeV beam the mass difference between two calculations with different 
cross sections increases rapidly after the initial abrasion phase, in favor calculations with σfree 
saturating, in time t≈100-150 fm/c depending on the impact parameter. This is in qualitative 
agreement with calculations for 1 A GeV beam, but there is a quantitative difference

ig.7.4). Sorting the results by the impact parameter we observe that the greatest influence 
of the choice of the NN cross sections is for b=8 fm, while in the higher energy case it was 
already observed for b=9 fm. This corresponds to the result followed from discussion on 
Fig.7.6 which can be further extended, since the lower incident-beam energy leads generally 
to smaller mass loss, the region of partial “cross-section equivalency”. Here the dynamic 
effects of the collision are so destructive, that in case of both kinds of NN cross sections, it is 
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enough to lead to a survival of only a minor piece, is reached in lower impact parameters, i.e. 
for b<8 fm where the difference in the spectator mass decreases with respect to the selection 
of the NN cross sections used. 

This, however, means that the complete mass loss cannot be predetermined just by the 
abrasion phase, which is in case of σfree more effective with respect to σin-med in the lower 
incident-beam energy than in the system with 1 A GeV beam. This may again point to the role 
of the blast responsible for a great portion of the spectator mass-loss, probably by blowing 
parts of it away. 

Shifting now the attention to the right subset of the Fig.7.7 we can observe the difference 
in evolution of the net longitudinal momentum change per nucleon as the result of the 
different NN cross-sections used in the calculations. Again in analogy to the results displayed 
in Fig.7.4 in case of the 1 A GeV system, the qualitative effects caused by the choice of the 
NN cross-sections is similar in the lower incident-beam energy, but a difference occurs when 
com

 recovering influence on the 
lon

aragraph is true, the naturally arising question is what can 
cha

ing mass-losses, probably neglected. In addition, it manages its own 
poo

cha

paring the results quantitatively. The choice of the cross sections does not play any 
significant role until a certain impact parameter, this time it is b≈9 fm, while for the high-
energy beam it is b≈11 fm, where the calculations with σfree lead to a deviation from the trend 
set by the calculations with σin-med. However, the difference growing with the impact 
parameter saturates around b≈7 fm, while in the 1 A GeV case it was around b≈8 fm. 
Moreover, interestingly enough, it saturates at the same magnitude of the difference in 
∆|〈pz/A〉| as in the higher-energy case, namely at ~ -15 MeV/c.  

We can therefore speak again about two qualitatively different processes in the range of  
7 fm ≤ b ≤ 9 fm, in which only the σfree can induce some process leading to at least a partial 
recovery of the longitudinal spectator momentum per nucleon, while with σin-med is the similar 
process induced first at b≈7 fm. Once this process is “turned on”, it seems to have 
qualitatively and to great extent also quantitatively the same

gitudinal momentum per nucleon despite the different NN cross sections or the energy 
invested to the participant zone.  

In other words, dynamical effects enhanced by the increase in invested energy in form of 
the higher incident-beam energy or by the more violent abrasion phase of the reaction due to 
the generally higher σfree seem to influence only the onset of the relative-momentum 
recovering process, but not the process itself.  

If the conclusion of the last p
nge the strength of the recovering process, and what and where is its source of energy if it 

can stay out of the reach, when varying the energy deposition to the participant zone by the 
change of the incident-beam energy, and even the dynamics of the blast through the choice of 
the NN cross sections?  

In our opinion, this question points to the spectator itself, since it is the matter which is 
not directly “in-line of fire” in the initial reaction phase, thus not significantly influenced by 
the varying energy of the incident beam, neither by the magnitude of the NN cross-sections, 
since the slightly higher number of the abraded nucleons can be, with respect to the 
magnitude of the follow

l of energy acquired by the excitation during the abrasion and the initial interaction phase.  
Provided the process responsible for the spectator longitudinal momentum per nucleon is 

basically only triggered faster by the choice of the different NN cross sections then the 
differences between the effects of the cross-section choice with respect to the varying 
incident-beam energy should be the same. The influence of σin-med with respect to the 
changing incident-beam energy has been displayed in Fig.7.6 and discussed in the previous 

pter. The influence of the beam energy in the case of σfree is displayed in Fig.7.8.  
At the first sight both figures look very similar. Especially the differences in ∆|〈pz/A〉| 

displayed in the right subsets look very much the same in Fig.7.6 as well as in Fig.7.8, despite 

 96



the significantly different behaviors and magnitudes of the individual ∆|〈pz/A〉| displayed for 
MD soft equation of state in Fig.7.2 and 7.5. We can just recall the results of the calculations 
for 500 A MeV system where with σin-med almost no recovery of the relative momentum 
occurs at all, and that for σfree and the 1 A GeV system the recovery and even reacceleration 
can be observed in quite different range of the impact parameters than in its counterpart with 
σin-med. This is an explicit support for the above statements concerning the independency of 
process responsible for the recovery of the net relative longitudinal momentum of the 
spectator on the magnitude of the NN cross-sections used in the calculations.  

 

 
Fig.7.8: Left: Time evolution of the difference of the mean mass of the spectator matter and its 

dependence on the impact parameter calculated for soft MD EoS with σfree for the system
7Au+197Au at 1 A GeV and 197Au+197Au at 500 A MeV. Right: Time evolution of the difference 
〈p

s 
19 of 
∆| A〉| and its dependence on the impact parameter calculated with σfree for the same two systems as 
the 

free  to be more enhanced by the 
increase of the incident-beam energy. This yet again points to at least partial independence of 
the

is 
yes

BU

implications of the new concept of the spectator response for the nuclear equation of state, the 

z/
left figure. 
 
Concerning the difference in the spectator masses, the left subset of Fig.7.8 is also in 

qualitative agreement with its counterpart for σin-med in Fig.7.6. But by quantitative measures 
the effect of σ  leading to generally higher mass losses seems

 pace of the spectator mass-loss and the evolution of its relative longitudinal momentum. 
An immediately arising question is whether the observed spectator-mass dependency on 

energy invested to the participant zone and the magnitude of the NN cross-sections is in 
accord to the idea of the spectator being self-responsible for its own momentum recovery, 
although that still may be triggered by the impulse of the blast. In our opinion, the answer 

, provided the additional mass-loss caused by either the higher incident-beam energy or the 
higher NN cross-sections does not change the relative energy of the spectator which may be 
available for the momentum-recovery process. This point will be discussed in more detail 
later. 

Turning now the attention back to the beginning of this chapter and particularly to Fig.7.5 
we realize, that even though the visible disagreement of the experiment and calculations was 
not very encouraging, the possibility to compare the results for the two identical systems with 
varying incident-beam energy made the true difference. As the result of the analyses of the 

U calculations for both systems using σfree we could lay down the ground for a principally 
new concept of the spectator response to the participants blast which already yields first 
interesting qualitative similarities to the experimental features summarized in chap.4.3. 
However, before advancing to the final discussion, keeping also in mind the possible 
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last investigated system will be revised and analyzed by means of the transport code 
calculations constrained by the experimental data.  
 
 
7.3. 197Au+27Al at 500 A MeV 

 
Fig.7.9 displays the measured net mean longitudinal momentum change per nucleon 

|〈pz/A〉| of the fragmentation residue, and its calculated analog for the surviving spectator 
atter in the system 197Au+27Al at 500 A MeV, as the function of the impact parameter in the 

h in case of the experimental data is the best estimate of 
the reaction impact parameter as discussed in chap.5. The calculated results were obtained 
wit

∆
m
center-of-mass reference frame, whic

h soft and hard EoS with static potential and soft and hard EoS with a momentum-
dependent mean field (MD) combined with either in-medium reduced (left) or free nucleon-
nucleon elastic-scattering cross sections (right). 

Fig.7.9: Comparison of the experimental and calculated ∆|〈pz/A〉| of the projectile like residues with
respect to the impact parameter in the system 197Au+27Al at 500 A MeV. ∆|〈pz/A〉| is given in C.M. 

stem. The calculated values were obtained with the BUU model [Dan00] using soft and hard EoS 
with static (MI) or momentum dependent (MD) mean field, and in-medium reduced (left) or free 
right) nucleon-nucleon elastic-scattering cross sections. In case of the experimental data the impac

 

sy

( t 

culations we 
ill follow the same line of discussion as for the two previous systems. Therefore the 

ttention will be first devoted to the experimental results. It can be observed, that according to 
tation residue and the mean impact 

aram ter determined and discussed in chap.5, the detected fragments with Afrag=60-145 were 
on 

deeper into the gold nucleus, reaching 〈bA=65〉/bmax ~ 58%, than if both the projectile and the 

parameter b is the best estimate of the reaction impact parameter as discussed in chap.5. 
 
 
7.3.1. Data comparison to calculations with σin-med  
 

In the comparison of the last experimental dataset with the results of the cal
w
a
the utilized correlation of the mass of the fragmen

ep
average produced in the range of mean impact parameters 〈b〉≈7.5-9.5 fm. With help of the 

Morrissey systematic it is possible to extrapolate the data even for the higher fragmentation 
residue masses and the higher impact parameters, as indicated by the dashed line and the 
representation of the beam projectile in the position of the maximum impact parameter, which 
was determined with the simple geometrical model [Mor78].  

Thus, also in this system we observe that the fragments are produced in very peripheral 
collisions, though due to the size of the aluminum target nuclei it is possible to penetrate a bit 
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target nuclei are of the same size, reaching 〈bA=65〉/bmax ~ 66%. In terms of the simple 
geometrical abrasion picture this means that at b≈7.5 fm, i.e. at impact parameter where the 
mean longitudinal momenta first reach the positive values, the average number of the 
nuc

from

th  
if  

et  
la
 in w 

um target system only by few tens of percent smaller than 
in t

recovering mechanism, which in both gold-on-gold systems seemed to be the process that, 

Fig.7.10:

leons abraded from the gold projectile is around 14, while from the aluminum target nuclei 
it is only about 8 nucleons, forming thus the participant zone of 22 nucleons.  

As can be deduced from Fig.7.10, even 
accounting a possible systematic error in the 
impact-parameter determination does not 
really increase the number of participating 
nucleons by a factor greater than two. 
Moreover, the number of nucleons abraded 

 the gold projectile is almost identical 
to the number of nucleons, namely 15, 
which would be abraded in the collision 
with 〈b〉~11 fm in case of the 197Au+197Au in 
order to just reach the positive values of the 
net relative longitudinal momentum change. 
In other words, according to the simple 
geometrical abrasion picture, the number of 
nucleons abraded from the gold projectile 
necessary for recovery of the measured 
relative longitudinal momentum on the same 
level as before the collision does not depend 
on the size of the target nuclei. Thus it does 
not seem to depend on the size of the participa

The last conclusion is in agreement with 
which were achieved without any direct quant
parameter for the system with aluminum targ
system (see chap.5.3); therefore, this particu
overestimated, but rather taken as yet another
concept of the spectator response. 

 Total number of participants and 
those contributed by the gold projectile and 
aluminum target as the function of the impact 
parameter in the reaction 197Au+27Al as 
calculated by the geometrical model [Mor78]. 

nt zone and the strength of the potential blast.  
e observations summarized in the chap.4.4,
ication. But the way of deducing the impact

 is not fully independent of the gold-on-gold
r result of the last paragraph should not be 
dication for in the meantime developed ne

In any case, due to results displayed in Fig.7.10 it is possible to get the feeling of the 
aluminum contribution to the participant zone, which accounts for ~30% at b=3 fm, ~35 % at 
b=6fm and ~40% at b=9fm despite its more than seven-times smaller mass and approximately 
two times smaller radius than the gold projectile. Under these circumstances, the energy 
delivered to the participant zone in collisions with impact parameters leading to the same final 
fragmentation residues is in alumin

he gold target system with the same incident-beam energy. It is hard to imagine, that such 
a small difference would completely change the strength of the possible participant blast. But 
as will be shown below, at least the calculations indicate that it indeed does. 

Turning the attention finally to the results of the calculations in the left subset of Fig.7.11, 
where for four various equations of state and with use of σin-med, no traces of any relative 
longitudinal momentum recovery are visible. In contrast to the experimental data the results 
of all calculations reveal a declining tendency of ∆|〈pz/A〉| of the spectator matter with the 
decreasing impact parameter. The slope of the decline gets even steeper towards the lowest 
impact parameters. 

An unexpected feature of the calculated results is their quantitative sensitivity to the 
momentum-dependent properties of the nuclear mean field, while staying practically 
insensitive to the choice of the stiffness of the EoS. Moreover, this feature is observed in the 
full range of the studied impact parameters even without involvement of any momentum-
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when present, split the calculated predictions according to the (non)locality of the utilized 
MFs. If properly understood, this property of the calculated results would suggest the highly 
asy

ntation residues with the same mass are in both systems 
pro

mmetric reactions as also suitable candidates for testing the momentum-dependent 
properties of the nuclear mean field even in systems were no clear reacceleration nor any 
momentum-recovery is observed, extending the similar conclusion of [Shi01] made for a non-
reaccelerating system 124Sn+124Sn. 

In order to try to gain more insight into the patterns of calculated data in left subset of 
Fig.7.9, it is useful to compare them with the analogical results calculated for the symmetric 
system 197Au+197Au at the same incident-beam energy, i.e. 500 A MeV. However, since the 
impact parameter range of the considered collision in Au+Al system is not identical to the one 
in Au+Au system, an only approximate comparison is possible. With this respect, we utilize 
the finding of chap.5.3, namely that according to the predictions of the EPAX [Sue00] and 
model of Karol [Kar75] the fragme

duced in reactions with impact parameters differing by ~3 fm in the whole mass range of 
the considered fragments. This approximation is for qualitative comparisons extrapolated also 
into the regions of lower impact parameters. (Note: such impact parameters will be in the 
following comparisons depicted as the “corresponding impact parameters”, meaning that for 
example b=3 fm in the reaction 197Au+27Al corresponds to b=6 fm in the reaction 
197Au+197Au).  

Fig.7.11 then displays the time evolution of the difference between the mean masses of 
the spectator matter and between the net relative longitudinal momentum changes and their 
dependence on the “corresponding impact parameter” calculated for soft MD EoS with σin-med for 
the systems 197Au+197Au and 197Au+27Al at 500 A MeV.  

Fig.7.11: Left: time evolution of the difference of the mean mass of the spectator matter and its 
dependence on the “corresponding impact parameter” calculated for soft MD EoS with σin-med for the

stems 197Au+197Au and 197Au+27Al at 500 A MeV. Right: time evolution of ∆|〈pz/A〉| and it
dependence on the “corresponding impact parameter” calculated for the same two systems as the left 
figure. For definition of the “corresponding impact parameters” see the text. 

The left subset of Fig.7.11 demonstrates how significant influence the size of the target 

 
sy s 

 

 mass difference in the 
ft plot of Fig.7.11. During the initial abrasion phase of the collision the magnitude of the 

difference in the masses calculated for the two systems scales with the “corresponding impact 

nucleus can have. It also reveals an interesting feature, which is important for completion of 
the newly constructed concept of the spectator response and indicates the answer to the 
question raised at the end of chap.7.2.2. Although the comparison of the simulations is limited 
by the compatibility of the “corresponding cross-sections”, no reasonably assumed systematic 
error can reverse the trend observed in the evolution of the spectator
le
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par

 effect.  
s in the case of σin-med, also in this case the trends of the calculations are far away from 

reproducing the data, although the agreement in the area of coincidence of the data and the 
alitative feature of the insensitivity to the 

tiffness of the EoS and difference according to the choice of the nuclear mean field is 
pre

impact parameters (b≤5) we can observe an interesting way of 
spli

le spectator response in such asymmetric system, Fig.7.12 displays the 
diff

of the collision σfree leads to the abrasion of more nucleons, which is overall much more 

ameter” and more importantly it is in the absolute value positive. That means that abrasion 
process in the Au+Al system is more violent than in the Au+Au system. However, during the 
subsequent evolution with time the absolute value of the mass difference becomes clearly 
negative. This implicates that even though the gold projectile suffered significantly greater 
wound by the collision with the aluminum ion, at the end it did not loose as many nucleons as 
the gold projectile which experiences a milder encounter with another gold nucleus. In our 
understanding, the process responsible for this additional mass loss has to come from the 
outside of the spectator matter, in other words is caused by the blast. It is natural to view the 
possible blast caused by the collision of the gold with aluminum nucleus as weaker than the 
one developed in the correspondingly violent collision of two gold ions, provided the 
incident-beam energy in the laboratory frame is the same, as is the case of our experiments. 

Turning now the attention to the right plot of Fig.7.11, right at the first sight, the 
difference in ∆|〈pz/A〉| reflects a very similar behavior of the two systems despite the size of 
the target nuclei, and despite the difference in the strength of the blast. Only the closer look 
reveals the changing order of the calculations for different “corresponding impact 
parameters”. Since this effect appears only for the sufficiently low “corresponding impact 
parameters” we interpret this as the consequence of presence of the momentum recovering 
process in the calculations with the gold target, which seems to be almost completely missing 
in the calculations with the aluminum target.  

The situation described above is similar for hard MD Eos or when MI mean field is used. 
Neither the stiffness, nor the momentum-dependence of the nuclear mean field change the 
difference in mass loss or the longitudinal momentum change, as can be seen in the full set of 
figures in App.D. 

 
 

7.3.2. Data comparison to calculations with σfree 
 

While in the analysis of the previous two gold-on-gold systems we could see how 
significant effect the change of the used NN cross sections can have, looking at the right 
subset of Fig.7.9 we can observe that with the aluminum target the use of σfree seem to have 
only a very limited

A

Morrissey systematic is quite promising. Also the qu
s

served over a substantial part of the investigated impact parameter range. Yet this time the 
sensitivity to the momentum dependence is approximately half than what can be seen in the 
left plot of Fig.7.9.  

Moreover, in the low 
tting the theoretical results, which for the only time in this analysis sorts relatively 

according to the stiffness for the utilized EoS. To be more specific, the calculations with soft 
EoS for static as well as for the nonlocal mean field seem to slow down in the drop of 
∆|〈pz/A〉|, yielding the signs of its possible recovery. This effect seems to have the same 
magnitude in both calculations. 

In an effort to understand how the difference in the magnitude of the NN cross sections 
can affect the possib

erence of the spectator masses and ∆|〈pz/A〉| calculated again for soft MD EoS with σin-med 
and σfree for the system 197Au+27Al at 500 A MeV.  

When investigating the right plot of Fig.7.12, it can be observed that also in this 
asymmetric system σfree cause a greater damage to the gold projectile. First in the initial phase 
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enhanced in this particular system, than in any of the symmetric gold-on-gold ones (compare 
to Fig.7.4 and 7.7). This can be understood in the way that the smaller aluminum nucleus has 
to 

 
cas

penetrate deeper into the larger gold projectile in order to abrade the same number of 
nucleons from the gold projectile, when considering the geometrical picture, thus when 
increasing the overall magnitude of the reaction probability its abrasion effectiveness is 
enhanced according to surface of the scar caused by the penetration, which is larger than in

e of the symmetric system. However, from the point of view of understanding the 
dynamical evolution of the system, a more interesting point is that the overall mass loss 
difference caused by σfree is generally only 2-3 times greater than the mass loss difference 
caused by the abrasion when σin-med and σfree were compared in both Au+Au systems in times 
t≥100 fm/c. The ratio of the difference of the abraded mass and the total mass loss is app. 8-
10, when considering only the calculations for the impact parameters where the mass loss 
difference does not saturate; e.g. for b=9 the number of nucleons abraded in time t≈10-30 
fm/c due to the change of NN cross sections was only ~2-3 in both Au+Au systems, but the 
total difference in the mass, for t≥100 fm/c, due to the different cross sections is ~25-30 
nucleons. 

Fig.7.12: Left: Time evolution of the difference of the mean mass of the spectator matter and its 
dependence on the impact parameter calculated for soft MD EoS with σin-med and σfree for the syste

7Au+27Al at 500 A MeV. Right: Time evolution of the difference of ∆|〈pz/A〉| and its dependence on
the impact parameter calculated for soft MD EoS with σin-med and σfree for the same system as in the
left figure. 

 
In our opinion, this is the further evidence for the participants blast as being responsible 

r the additional mass loss in both symmetric systems, and that the strength of the blast 
significantly varies with the magnitude of the cross-sections. On the other hand, since the 
ratio of the differences in abraded masses and the total mass difference does not change that 

m 
19  

 

fo

dra

of a 1 A GeV beam. 

matically, the strength, or better formulated, the effect of the blast on the spectator does 
not vary so much with the incident-beam energy. This may not sound very intuitive, but we 
suspect that it reflects the longer exposition of the spectator to the developing blast, since with 
lower incident beam energy it is slower, and cannot escape from the explosion zone as fast as 
in the case 

Reformulating the main point of the last paragraph, the left plot of Fig.7.12 in comparison 
to its analogs in Fig 7.4 and 7.6 indicates that the participant blast is able to blow away parts 
of the spectator. Moreover the blast in the Au+Al system seems to be particularly weak, at 
least with respect to both Au+Au systems. Yet recalling the experimental results, this does not 
seem to affect the mean longitudinal velocities, which yield in the magnitude a very similar 
reacceleration as in the other two investigated systems. This is in an accord to the conclusions 
based on the results in Fig.7.11. 
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With such an interpretation we can re-investigate our deductions concerning the findings 
based on the comparison of ∆|〈pz/A〉| when calculated with different NN cross-sections, such 
as displayed in the right subset of Fig.7.4, and Fig.7.6. These differences helped to identify 
the

mparisons in symmetric systems can be observed. Since in 
this

cautiously interpreted in the discussion on the right subset of Fig.7.11. In 
oth

ce of the blast, that is considerably stronger in the Au+Au reaction than in the one 
wit

lot of Fig.7.13 then displays the difference in ∆|〈p /A〉| calculated for the two 
sys

 

 onsets of the momentum-recovering process and even to trace the impact parameter 
needed for its onset. Considering now the differing strength of the blast as indicated in the 
previous paragraph, we gained confirming support for the observation that the “threshold 
impact parameter” decreases with decreasing incident-beam energy and increases with higher 
NN cross sections. 

Examining now also the right plot of the Fig.7.12, the qualitative difference to its 
counterparts from analogical co

 case, only one threshold impact parameter can be found. Considering only times t≥30 
fm/c, the difference ∆|〈pz/A〉| first slightly increases with the decreasing impact parameter until 
app. b≈4 fm, below which the absolute value of the difference declines. In the spirit of the 
earlier analyses, this is the consequence of the onset of the relative momentum-recovering 
process in the case of the calculations with σfree. However, the difference in ∆|〈pz/A〉| does not 
saturate as in the previously investigated systems, which indicates that for σin-med no process 
leading to any partial recovery of the momenta starts at all, just as follows also from the 
Fig.7.9, and as was 

er words, and with respect to the new concept of the spectator response developed in the 
chap.7.2, the blast was not strong enough to initiate the process leading to the recovery of 
∆|〈pz/A〉|.  

Before advancing to the final discussion and summary of the observations made when 
investigating the spectator response in terms of the simulations restricted by the experimental 
data, the survey of the mutual comparisons will be completed by Fig.7.13. There the effects of 
the size of the target nucleus on the spectator mass and its ∆|〈pz/A〉| in calculations with σfree is 
displayed, again with use of the “corresponding impact parameters” as introduced in 
chap.7.3.1.      

.But Fig.7.13 does not reveal any qualitatively new information about the dynamical 
evolution of the investigated systems. The left subset of the figure displays the influence of 
the size of the target nucleus on the evolution of the spectator mass, which can be viewed as a 
consequen

h the aluminum target despite the larger cross-sections in both system. Recalling the 
results of the simple geometrical model displayed in Fig.7.3 and Fig.7.10, we can observe that 
the ratio in the number of abraded nucleons in Au+Au and Au+Al system, with respect to the 
“corresponding impact parameters”, is app. ~2. We suspect this fact for being also the most 
detrimental factor in the strength of the blast revealed in the BUU calculations. 

The right p z
tems. While for the higher “corresponding impact parameters” the difference in the 

calculations is practically negligible, the calculations for the lowest three ones yield already a 
visible difference. This can be understood when assuming the onset of the relative–
momentum recovering process, which is in case of Au+Au already around b=9 fm, while for 
the system with aluminum it merely appears first at b=3 (see Fig.7.12 right). Therefore, due to 
the construction of the “corresponding impact parameters”, which include the range of the 
true b for Au+Al system from b=3 to 10, the relative-momentum recovering process does not 
have chance to reveal itself in the right subset of Fig.7.13. 
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Fig.7.13: Left: Time evolution of the difference of the mean mass of the spectator matter and its 
dependence on the “corresponding impact parameter” calculated for soft MD EoS with σfree for the 

stems 197Au+197Au and 197Au+27Au at 500 A MeV. Right: Time evolution of the difference of 
〈pz/A〉| and its dependence on the “corresponding impact parameter” calculated for the same two
stems as the left figure. 

7.4. The spectator response and its implications 

sy
∆|  
sy
 

 

the mechanism, which seem to be in the model responsible for the 
covery of the relative momentum of the spectator, with explicit similarities to the features of 

chapter is therefore to summarize 
nd highlight the individual indications and pieces of evidence without which the creation of 

the

in the case of the calculations with 
mo

V. The overall disagreement of the calculations and the experiment 
is even more pronounced than at the higher incident-beam energy, and, thus, the strength of 
the relative-momentum recovery process in the simulations seemed to be at first dependent on 

Although the quantitative as well as qualitative comparison of the simulated and 
experimental results has shown important deviations, the long and tedious analyses of the 
theoretical results constrained by the experimental data resulted in a significant shift of the 
understanding of the spectator response to the participant blast. Moreover, it also revealed 
basic characteristics of 
re
the process observed in the experiment. The aim of this last 
a

 new spectator response concept would not be possible. 
The analyses started with the comparison of the experimentally determined and 

theoretically calculated ∆|〈pz/A〉| of the spectator residues in the reaction 197Au+197Au at 1 A 
GeV. There we have learned that the simulations, with respect to the experiment, yield a 
significant recovery of the spectator relative momentum only for too low impact parameters 
and only for the momentum-dependent mean-field. Increase of the magnitude of the NN 
elastic scattering cross-sections by switching to σfree instead of the initially used σin-med 
increased also the relative-momentum recovery effect in the simulations. However, it caused a 
significant recovery of the spectator relative momenta also 

mentum-independent MFs. Thus we learnt that the nonlocal quality of the nuclear potential 
is not the exclusive cause of the relative-momentum recovery, but seemed to lead to its 
significant enhancement. 

The comparison of the influence of the NN cross-section choice on the mass and the 
∆|〈pz/A〉| of the spectator (Fig.7.4) revealed how significant the effect on both quantities is, but 
on each of them in a different way. Moreover, the initial insensitivity, subsequent dependency 
and again saturation of the difference in ∆|〈pz/A〉| with respect to the impact parameter pointed 
to the onset of a relative-momentum recovery process of a similar strength in both sets of 
calculations, but at impact parameter depending on the choice of the NN cross-sections.  

The true break-through came with the analysis of the second reaction system, i.e. 
197Au+197Au at 500 A Me
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omentum recovery process seems to depend on the strength of the blast. 

ld 
targ

direct consequence of the ordered push provided by the participant blast, we have arrived at 

 energy invested to the participant zone (compare Fig.7.2 and Fig.7.5). Additional to this, 
the comparison of the spectator mass as a function of the incident-beam energy showed how 
detrimental effect the higher energy of the incident beam can have on the spectator in terms of 
its mass (Fig.7.6). Then the relative comparison of the influence of the NN cross-section 
choice on ∆|〈pz/A〉| in this lower incident-beam energy system revealed a similar feature as for 
its higher-energy analog, allowing us to determine the onsets of the relative-momentum

overy process also in our second investigated system. But, while the values of the 
“threshold impact parameters” were again depending on the magnitude of the cross-sections, 
they were also generally lower than in the 1 A GeV system. However, the most significant 
observation was that in the both systems (Fig.7.4 and 7.7), the recovery process was of the 
same strength, meaning that it effectively does not depend on the amount of the energy 
invested to the participant zone, neither the different values of the used cross-sections nor the 
impact parameters when it sets on. Moreover, its strength was the same despite the generally 
very different magnitude of the recovery of the spectator relative longitudinal-momentum 
(Fig.7.2 and 7.5). 

This all pointed to the process which source cannot reside in the collision zone preventing 
it from being directly affected by the different strength of the collision being ruled by the 
incident-beam energy. It suggests that the spectator itself is responsible for its own 
momentum-recovery and the energy, which is for that used is acquired in the abrasion phase 
of the reaction, thus remaining generally the same even in reactions with different incident-
beam energy. However, the process itself, in terms of being present at all, seems to be 
correlated well with the energy of the beam which reduction may be partially substituted by a 
higher magnitude of the NN cross sections or the inclusion of the momentum-dependent 
properties of the nuclear mean field into the calculations. In other words, the onset, but only 
the onset, of the m

The role of the blast in the initiation of the relative-momentum recovery process became 
more transparent in the analyses of the third system, i.e. 197Au+27Al at 500 A MeV, even 
though almost no effect of any relative-momentum recovery is in the simulations with σin-med 
visible, in a strong contrast to the experimental data which reaccelerate in similar manner as 
the fragmentation residues in 197Au+197Au at the same incident beam energy. From the simple 
geometrical model applied to the experimental results, we have additionally learned that the 
same number of nucleons needs to be abraded in order to yield at the end the residue with the 
same reacceleration as in the case of the gold-on-gold system at the same incident-beam 
energy. But after introducing the “corresponding impact parameters” in order to directly 
compare the evolution of the spectator mass between the systems with aluminum and go

et, we observed that while the abrasion process is, in the compared impact parameters, 
much stronger with aluminum as the target nucleus, at the end the overall spectator mass loss 
is much greater in the calculations with the gold-on-gold system. Moreover the changes in 
∆|〈pz/A〉| remained practically the same in both compared systems. In other words, in the 
calculations, despite the lower number of abraded nucleons in the reaction with gold target, 
the blast was much stronger and could simply blow away greater portions of the spectator, yet 
the most importantly, without affecting its momentum per nucleon. 

Looking retrospectively at the relative power of the blast “newly revealed” also in Fig.7.4 
and Fig.7.8 we could see its correlation with the threshold impact parameter necessary for the 
onset of the relative-momentum recovery mechanism, which contributed as the last piece to 
the new understanding of the spectator response. 

In conclusion, guided by the results of the above differential analyses, the understanding 
of the net longitudinal-momentum recovery per nucleon observed in the calculations and 
interpreted as the spectator response to the participant blast has undergone a systematic 
evolution. From the view of the net relative longitudinal-momentum recovery as being the 
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the concept of the spectator having its own power and resources to induce the recovery of its 
relative longitudinal-momentum. However, it seems that still a sufficiently strong blast is 
nee

ntum recovery process is turned on, it does 
not

mplicates the time 
it e

 Reviewing now the main characteristics of this process, determined by 
the

ded at least for the ignition of this additional engine, which is ruled by the energy input, 
number of participating nucleons, reaction geometry and the properties of nuclear matter in 
terms of its stiffness, quality of the mean field and the magnitude of the NN scattering cross-
sections. But once the relative longitudinal-mome

 significantly depend on the properties of the blast, but rather only on the amount of the 
available energy presumably acquired in the abrasion stage of the reaction. 

While it is possible in the simulations to trace the properties of the relative longitudinal-
momentum recovering process, there is unfortunately no direct answer to the question how 
this mechanism actually works. In our opinion, it is not so unreasonable to presume that it 
may be a slightly enhanced backward emission of individual nucleons or complex clusters, 
which by their recoil donate the spectator a little extra push forward. An unanswered question 
then remains why only certain strength of the blast can force the spectator to release anything 
backwards beyond the level allowed by the emission isotropy. However, advancing further 
with the speculative element of the new concept, it can be suggested that the necessary 
condition for an onset of the process responsible for the recovery of the spectator momentum 
is that the blast reaches the spectator on time, i.e. before it fully equilibrates. The supportive 
argument for this hypothesis may be the fact that the strength of the blast i

ffectively reaches the spectator as also indicated by the pace of the spectator-mass 
evolution. Then, when the particles of the blast reaching the nucleons of the spectator, the 
excitation energy of the individual nucleons on the near-side, with respect to the blast, is on 
the average higher than when the spectator is already fully equilibrated. Thus the relatively 
same impact of the blast can, in case of the not-fully-equilibrated spectator, yield an 
additional and sufficiently large increase of the local excitation, which would result in 
ejection of a particle or a cluster, supporting with its recoil the recovery of the spectator 
relative momentum. 

The effect of the relative momentum recovery would grow with the size and especially the 
nuclear charge of the emitted fragment, since the Coulomb force would enhance its recoil. 
Such a consideration may be taken as a hint why the BUU code does not properly reproduce 
the magnitude of the momentum recovery, since as mentioned in the introductory part of this 
chapter, it’s by default limited in the description of the cluster production. On the other hand 
it surely does not have to be the only reason. As we could see the important role of the blast, it 
should not be forgotten that the reliability of its description by the model is limited by our 
knowledge of the nuclear equation of state. And this is not yet complete. 

But more important than the deficiencies of the quantitative predictions is just the fact that 
the model contains the elements of the process, which yields the relative longitudinal-
momentum recovery.

 analyses of the theoretical results guided by the experimental data, we can compare it with 
the qualitative behavior of the reacceleration phenomenon analyzed in the chapter 4. The 
result is a striking similarity of the both processes suggesting that it can be indeed the very 
same mechanism, which yields the reacceleration of the fragmentation residues in the 
experiment as well as the recovery of the relative longitudinal momentum of the spectator 
matter in the simulations.   
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8. Conclusions 
 
This study has been motivated by an experimental observation of a fascinating 

phenomenon of the reacceleration of the fragmentation residues [Enq99, Ric03] and the 
theoretical prediction of the spectator response to the participant blast [Shi01]. While the 
theoretical work of [Shi01] implicates the use of the net relative longitudinal momentum 
change of the spectator residue during a heavy-ion collision as a new observable sensitive to 
the various aspects of the nuclear equation of state, the work of [Ric03] interprets the 
experimentally observed reacceleration as the theoretically predicted spectator response. But 
the limited amount of the experimentally investigated systems and the missing direct 
inf t parameter prevented the reacceleration from being explicitly used 
for sments with respect to the extraction of information on the nuclear 
equation of state. 

 Au+ Au at 0.5 A GeV. All three experiments were performed utilizing 
the

 cause the fragment velocity to deviate from the Morrissey systematic, for different 
sys

its overall magnitude. The discussion of experimental 
resu

ormation on the impac
any quantitative asses

Therefore, we decided to provide the absent bridge by experimental investigation of a 
reaction system were the reacceleration of the fragmentation residues would be quantitatively 
comparable with the model predictions mediated by the impact parameter. In addition, we 
intended to extend the study also with respect to the incident-beam energy and the geometry 
of the colliding system, both presumably affecting the dynamical evolution of the system, 
testing thus the reliability of the model and possibilities of extracting any specific information 
related to the properties of nuclear matter under extreme conditions described by the equation 
of state. 

We performed a sequel of experiments in which the reaction system 197Au+197Au was 
investigated at laboratory incident-beam energies of 0.5 and 1 A GeV, complemented by a 
study of the system 197 27

 high-resolution magnetic spectrometer, the Fragment Separator, at GSI-Darmstadt, 
Germany. The main results of these experiments have been the mean longitudinal velocities 
of the fragmentation residues as the function of their masses, which can be to a great extent 
related to a specific impact parameter.  

The experimental results revealed a clear reacceleration of the fragmentation residues with 
a very similar magnitude in all the studied systems. However, the differences in the actual 
reacceleration observed for the fragments with the same mass, or with the minimum mass-loss 
needed to

tems provided valuable information on the source and the properties of the mechanism 
responsible for the reacceleration. The analysis pointed to the spectator remnant as being 
responsible for its own reacceleration, which seems to be in its strength independent from the 
energy invested, which on the other hand appears to rule what is the minimum impact 
parameter at which the relative longitudinal-momentum process sets on. Moreover the 
geometry of the system turned out in the experiment to be of no relevance for the onset of the 
reacceleration, but to slightly influence 

lts was concluded by introducing a novel concept of the reacceleration which from the 
original version of an effect of the “strong enough explosion, when the ordered push may 
overcome the friction effects, producing a net longitudinal acceleration” [Shi01] changed to 
the spectator reaccelerated by the recoil of particles or clusters emitted in a slightly enhanced 
backward emission initiated possibly by a strong enough blast, which besides that seems to 
have only a limited function. 

Parallel to the experimental analysis, we also used the theoretical model, which yielded 
the first predictions of the spectator response to the participant blast. We used four different 
equations of state with varying stiffness of the nuclear matter and the momentum-dependent 
quality of the nuclear mean field, and with two different sets of the NN scattering cross 
sections we calculated the time evolution of the physical quantities analogical to those 
measured in the experiment for all three experimentally investigated systems. However, the 
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direct quantitative comparison of the calculated results and the experimental data yielded 
significant discrepancies, which could even cause doubts whether the experimentally 
observed and theoretically predicted effects are a consequence of the same process. But the 
differential analyses of the theoretical results allowed extracting the information on the 
mechanism, which is in the model responsible for at least a partial recovery of the relative 
lon

rocess. One can therefore question whether the spectator 
resp

the spectator response 
is p

gitudinal momentum of the spectator. While trying to stay unbiased by the interpretation of 
the experimental findings, also the analysis of the calculated results pointed to the spectator as 
being self-responsible for the recovery of its own longitudinal momentum per nucleon, 
practically independent on the strength of the blast, which, however, still seems to influence at 
least the conditions for its onset. 

The very similar properties of the process recovering the spectator relative longitudinal 
momentum in the theoretical results and those of the mechanism identified when investigating 
the features of the experimentally observed reacceleration phenomenon indicate that the both 
processes can be of an identical nature, completing thus our contemporary understanding of 
the spectator response to the participant blast. 

Having in mind the shift from the original to the new concept of the spectator response to 
the participant blast, we have to recall once more the pioneering works of Shi, Ricciardi and 
their collaborators. Since while the experiment and the theory were correctly interconnected, 
it may now seem that the original pretext of this work, aiming to contribute to the possible 
extraction of new information on the nuclear equation of state, was based on an incomplete 
understanding of the involved p

onse, understood by the means of the new concept, can still contribute to the common 
effort of searching for the correct equation of state of the nuclear matter. We are convinced 
that the answer is yes, since it is still the blast that is ruled by the very most properties of the 
nuclear matter, therefore also any role of the blast in the spectator response is determined by 
these properties. Thus, the investigation of the conditions under which 

ossible, and how it evolves with change of various reaction parameters, can reveal the 
information on the behavior of the nuclear matter under extreme conditions. The proper 
understanding of the process which can transmit such information is then necessary but still 
only one of the very first steps leading to the deepening of our insight into the peculiar nature 
of the nuclear matter.      
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Appendix A 
 
Fig.A.1: Left: Review of correlation of the highest (Zmax) and the 2nd highest (Zmax2) charge 
produced in the reactions 197Au+197Au at 600 A MeV and 1 A GeV and 197Au+27Al at 600 A 
MeV as measured by the ALADIN collaboration. The top of the triangle corresponds to 
fission events, the ridge at the bottom to the fragmentation. Right: Probability that the charge 
of the measured fragment is the highest charge produced in the corresponding reaction 
extracted from the data displayed in the left figures (fission events excluded) [source data 
provided by ALADIN [ALA]].   
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Appendix B1 
 

Longitudinal velocity distributions of reaction residues with constant mass Ares in the 
reference frame of the primary beam measured in the experiment 197Au+197Au at 1 A GeV. 
The displayed differential yields are corrected for the dead-time, normalized to the same total 
beam intensity and corrected for the angular transmission dependence on the position at the 
int ediate and final focal plane. The longitudinal velocity distributions were reconstructed 
using the procedures described in chap.3.4. The staggering of the data in the region of low 
residue masses Ares and the sharp edges of the distributions in mass region close to the 
projectile are caused by the border effects, i.e. incomplete coverage of these distributions in 

 

erm

the measurement. 
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Appendix B2 

ongitudinal velocity distributions of reaction residues with constant mass Ares in the 
ference frame of the primary beam measured in the experiment 197Au+197Au at 500 A MeV. 
he displayed differential yields are corrected for the dead-time, normalized to the same total 
eam intensity and corrected for the angular transmission dependence on the position at the 

 
 
 
 
 

 
L
re
T
b
intermediate and final focal plane. The longitudinal velocity distributions were reconstructed 
using the procedures described in chap.3.4. The staggering of the data in the region of low 
residue masses Ares and the asymmetry of the distributions in mass region around Ares~140 are 
caused by the border effects, i.e. incomplete coverage of these distributions in the 
measurement. 
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Appendix B3 

ongitudinal velocity distributions of reaction residues with constant mass Ares in the 
ference frame of the primary beam measured in the experiment 197Au+27Al at 500 A MeV. 
he displayed differential yields are corrected for the dead-time, normalized to the same total 
eam intensity and corrected for the angular transmission dependence on the position at the 

 
L
re
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b
intermediate and final focal plane. The longitudinal velocity distributions were reconstructed 
using the procedures described in chap.3.4. The staggering of the data in the region of low 
residue masses Ares and the asymmetry of the distributions in mass region around Ares~140 are 
caused by the border effects, i.e. incomplete coverage of these distributions in the 
measurement. 
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Appendix C 

ig.C1:
 
F  Evaluation of the total transmission efficiency of the FRS as the function of the 

agmentation residue mass Afrag and its dependence on the investigated reaction system. The 
on or any fast break-up dominated by very 

fr
displayed values are not applicable for fissi
asymmetric partitions of the disassembling system (for discussion of various types of reaction 
processes see chap.4.1.1).  

 
Fig.C2: Evaluation of the effect of the limited angular transmission of the FRS on the mean 
longitudinal velocity as the function of the fragmentation residue mass Afrag and its 
dependence on the investigated system. The consequence of the limited angular transmission 
is then a generally higher mean longitudinal velocity. The displayed values are not applicable 
for fission or any fast break-up dominated by very asymmetric partitions of the disassembling 
system (for discussion of various types of reaction processes see chap.4.1.1).  
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Appendix D 

eview of results of the calculations performed within the BUU model for all three 

s 
with incident beam

 
R
experimentally investigated systems complementing the discussion in the chap.7. The results 
are given for four different equations of state and two different parameterizations of the 
nucleon-nucleon elastic-scattering cross-sections as the function of the time for several 
different impact parameters. All displayed results were calculated in the center-of-mass 
reference frame. For description of the used BUU model see chap.6, for the definition of the 
“corresponding impact parameters” used for the comparison of Au+Au and Au+Al system

 energy of 500 A MeV see chap.7.3. 

 
 
Fig.D.1: Time evolution of the net mean longitudinal momentum change per nucleon of the projectile 
spectator ∆|〈pz/A〉| for different impact parameters in the system 197Au+197Au at 1 A GeV as calculated 
within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean 
field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field using in-
medium reduced nucleon-nucleon elastic-scattering cross sections σin-med. ∆|〈pz/A〉| is calculated in the 
center-of-mass reference system. 
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Fig.D.2: Time evolution of the net mean longitudinal momentum change per nucleon of the projectile
pectator ∆|〈pz/A〉| for different impact parameters in the system 197Au+197Au at 1 A GeV as calculated

 
 s

within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean 
field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field using free 
nucleon-nucleon elastic-scattering cross sections σfree. ∆|〈pz/A〉| is calculated in the center-of-mass 
reference system. 
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Fig.D.3: Time evolution of the net mean longitudinal momentum change per nucleon of the projectile 
spectator ∆|〈pz/A〉| for different impact parameters in the system 197Au+197Au at 500 A MeV as 
calculated within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) 
nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field 
using in-medium reduced nucleon-nucleon elastic-scattering cross sections σin-med. ∆|〈pz/A〉| is 
calculated in the center-of-mass reference system. 
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Fig.D.4: Time evolution of the net mean longitudinal momentum change per nucleon of the projectile 
spectator ∆|〈pz/A〉| for different impact parameters in the system 197Au+197Au at 1 A GeV as calculated 
within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean 
field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field using free 
nucleon-nucleon elastic-scattering cross sections σfree. ∆|〈pz/A〉| is calculated in the center-of-mass 
reference system. 
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Fig.D.5: Time evolution of the net mean longitudinal momentum change per nucleon of the projectile 
spectator ∆|〈pz/A〉| for different impact parameters in the system 197Au+27Al at 500 A MeV as 
calculated within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) 
nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field 
using in-medium reduced nucleon-nucleon elastic-scattering cross sections σin-med. ∆|〈pz/A〉| is 
calculated in the center-of-mass reference system. 
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Fig.D.6: Time evolution of the net mean longitudinal momentum change per nucleon of the projectile 
spectator ∆|〈pz/A〉| for different impact parameters in the system 197Au+27Al at 500 A MeV as 
calculated within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) 
nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field 
using free nucleon-nucleon elastic-scattering cross sections σfree. ∆|〈pz/A〉| is calculated in the center-
of-mass reference system. 
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Fig.D.7: Time evolution of the difference of the net mean longitudinal momentum change per nucleon 
∆|〈pz/A〉| of the spectator matter and its dependence on the impact parameter calculated within the 
BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean field and for a 
soft and hard EoS with a momentum-independent (MI) nuclear mean field with in-medium reduced 
nucleon-nucleon elastic-scattering cross sections σin-med for the systems 197Au+197Au at 1 A GeV and 
197Au+197Au at 500 A MeV. ∆|〈pz/A〉| is calculated in the center-of-mass reference system. 
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Fig.D.8: Time evolution of the difference of the net mean longitudinal momentum change per nucleon 
∆|〈pz/A〉| of the spectator matter and its dependence on the impact parameter calculated within the 
BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean field and for a 
soft and hard EoS with a momentum-independent (MI) nuclear mean field with free nucleon-nucleon 
elastic-scattering cross sections σfree for the systems 197Au+197Au at 1 A GeV and 197Au+197Au at 500 A 
MeV. ∆|〈pz/A〉| is calculated in the center-of-mass reference system. 
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Fig.D.9: Time evolution of the difference of the net mean longitudinal momentum change per nucleon 
∆|〈pz/A〉| of the spectator matter and its dependence on the “corresponding impact parameter” 
calculated within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) 
nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field 
with in-medium reduced nucleon-nucleon elastic-scattering cross sections σin-med for the systems 
197Au+197Au at 500 A MeV and 197Au+27Al at 500 A MeV. ∆|〈pz/A〉| is calculated in the center-of-mass 

ference system. 

 

re
 

 155



 
 
 
 
 
 
 
 

 
 
Fig.D.10: Time evolution of the difference of the net mean longitudinal momentum change per 
nucleon ∆|〈pz/A〉| of the spectator matter and its dependence on the “corresponding impact parameter” 
calculated within the BUU model for a soft and a hard EoS with a momentum-dependent (MD) 
nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) nuclear mean field 
with free nucleon-nucleon elastic-scattering cross sections σfree for the systems 197Au+197Au at 500 A 
MeV and 197Au+27Al at 500 A MeV. ∆|〈pz/A〉| is calculated in the center-of-mass reference system. 
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Fig.D.11: Time evolution of the difference of the net mean longitudinal momentum change per 
nucleon ∆|〈pz/A〉| of the spectator matter and its dependence on the impact parameter calculated within 
the BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean field and 
for a soft and hard EoS with a momentum-independent (MI) nuclear mean field with in-medium 
reduced and free nucleon-nucleon elastic-scattering cross sections σin-med and σfree, respectively, for the 
system 197Au+197Au at 1 A GeV. ∆|〈pz/A〉| is calculated in the center-of-mass reference system. 
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Fig.D.12: Time evolution of the difference of the net mean longitudinal momentum change per 
nucleon ∆|〈pz/A〉| of the spectator matter and its dependence on the impact parameter calculated within 
the BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean field and 
for a soft and hard EoS with a momentum-independent (MI) nuclear mean field with in-medium 
reduced and free nucleon-nucleon elastic-scattering cross sections σin-med and σfree, respectively, for the 
system 197Au+197Au at 500 A MeV. ∆|〈pz/A〉| is calculated in the center-of-mass reference system. 
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Fig.D.13: Time evolution of the difference of the net mean longitudinal momentum change per 
nucleon ∆|〈pz/A〉| of the spectator matter and its dependence on the impact parameter calculated within 
the BUU model for a soft and a hard EoS with a momentum-dependent (MD) nuclear mean field and 
for a soft and hard EoS with a momentum-independent (MI) nuclear mean field with in-medium 
reduced and free nucleon-nucleon elastic-scattering cross sections σin-med and σfree, respectively, for the 
system 197Au+27Al at 500 A MeV. ∆|〈pz/A〉| is calculated in the center-of-mass reference system. 
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Fig.D.14: Time evolution of the mean spectator mass 〈Aspec〉 for different impact parameters in the 
ystem 197Au+197Au at 1 A GeV as calculated within the BUU model for a soft and a hard EoS with a 
omentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
dependent (MI) nuclear mean field using in-medium reduced nucleon-nucleon elastic-scattering 

ross sections σin-med. The lines of different style and color corresponding to different impact 
arameters, for which the particular calculation was performed, have the same meaning as in Fig.D.1. 
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Fig.D.15: Time evolution of the mean spectator mass 〈Aspec〉 for different impact parameters in the 
system 197Au+197Au at 1 A GeV as calculated within the BUU model for a soft and a hard EoS with a 
momentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
independent (MI) nuclear mean field using free nucleon-nucleon elastic-scattering cross sections σfree. 
The lines of different style and color corresponding to different impact parameters, for which the 
particular calculation was performed, have the same meaning as in Fig.D.2. 
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Fig.D.16: Time evolution of the mean spectator mass 〈Aspec〉 for different impact parameters in the 
system 197Au+197Au at 500 A MeV as calculated within the BUU model for a soft and a hard EoS with 
a momentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
independent (MI) nuclear mean field using in-medium reduced nucleon-nucleon elastic-scattering 
cross sections σin-med. The lines of different style and color corresponding to different impact 
parameters, for which the particular calculation was performed, have the same meaning as in Fig.D.3. 
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Fig.D.17: Time evolution of the mean spectator mass 〈Aspec〉 for different impact parameters in the 
system 197Au+197Au at 500 A MeV as calculated within the BUU model for a soft and a hard EoS with 
a momentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
independent (MI) nuclear mean field using free nucleon-nucleon elastic-scattering cross sections σfree. 
The lines of different style and color corresponding to different impact parameters, for which the 
particular calculation was performed, have the same meaning as in Fig.D.4. 
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Fig.D.18: Time evolution of the mean spectator mass 〈Aspec〉 for different impact parameters in the 
system 197Au+27Al at 500 A MeV as calculated within the BUU model for a soft and a hard EoS with a 
momentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
independent (MI) nuclear mean field using in-medium reduced nucleon-nucleon elastic-scattering 
cross sections σin-med. The lines of different style and color corresponding to different impact 
parameters, for which the particular calculation was performed, have the same meaning as in Fig.D.5. 
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Fig.D.19: Time evolution of the mean spectator mass 〈Aspec〉 for different impact parameters in the 
system 197Au+27Al at 500 A MeV as calculated within the BUU model for a soft and a hard EoS with a 
momentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
independent (MI) nuclear mean field using free nucleon-nucleon elastic-scattering cross sections σfree. 
The lines of different style and color corresponding to different impact parameters, for which the 
particular calculation was performed, have the same meaning as in Fig.D.6. 
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Fig.D.20: Time evolution of the difference of the mean spectator mass 〈Aspec〉 and its dependence on 
the impact parameter calculated within the BUU model for a soft and a hard EoS with a momentum-
dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) 
nuclear mean field with in-medium reduced nucleon-nucleon elastic-scattering cross sections σin-med 
for the systems 197Au+197Au at 1 A GeV and 197Au+197Au at 500 A MeV. 
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Fig.D.21: Time evolution of the difference of the mean spectator mass 〈Aspec〉 and its dependence on 
the impact parameter calculated within the BUU model for a soft and a hard EoS with a momentum-
dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) 
nuclear mean field with free nucleon-nucleon elastic-scattering cross sections σfree for the systems 
197Au+197Au at 1 A GeV and 197Au+197Au at 500 A MeV. 
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Fig.D.22: Time evolution of the difference of the mean spectator mass 〈Aspec〉 and its dependence on 
the “corresponding impact parameter” calculated within the BUU model for a soft and a hard EoS with 
a momentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
independent (MI) nuclear mean field with in-medium reduced nucleon-nucleon elastic-scattering cross 
sections σin-med for the systems 197Au+197Au at 500 A MeV 197 27 and Au+ Al at 500 A MeV. 
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Fig.D.23: Time evolution of the difference of the mean spectator mass 〈Aspec〉 and its dependence on 
the “corresponding impact parameter” calculated within the BUU model for a soft and a hard EoS with 
a momentum-dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-
independent (MI) nuclear mean field with free nucleon-nucleon elastic-scattering cross sections σfree 
for the systems 197Au+197Au at 500 A MeV and 197Au+27Al at 500 A MeV. 
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Fig.D.24: Time evolution of the difference of the mean spectator mass 〈Aspec〉 and its dependence on 
the impact parameter calculated within the BUU model for a soft and a hard EoS with a momentum-
dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) 
nuclear mean field with in-medium reduced and free nucleon-nucleon elastic-scattering cross sections 
σin-med and σfree, respectively, for the system 197Au+197Au at 1 A GeV. 
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Fig.D.24: Time evolution of the difference of the mean spectator mass 〈Aspec〉 and its dependence on 
the impact parameter calculated within the BUU model for a soft and a hard EoS with a momentum-
dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) 
nuclear mean field with in-medium reduced and free nucleon-nucleon elastic-scattering cross sections 
σin-med and σfree, respectively, for the system 197Au+197Au at 500 A MeV. 
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Fig.D.26: Time evolution of the difference of the mean spectator mass 〈Aspec〉 and its dependence on 
the impact parameter calculated within the BUU model for a soft and a hard EoS with a momentum-
dependent (MD) nuclear mean field and for a soft and hard EoS with a momentum-independent (MI) 
nuclear mean field with in-medium reduced and free nucleon-nucleon elastic-scattering cross sections 
σin-med and σfree, respectively, for the system 197Au+27Al at 500 A MeV. 
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