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This special issue includes a series of 12 articles, which represent a se-
lection of extended contributions presented at the 15th Granada Seminar on
Computational and Statistical Physics held in Granada from September 17
to 20, 2019, and organized by Institute Carlos I for Theoretical and Compu-
tational Physics at the University of Granada.

The brain is a paradigmatic example of a highly complex system, in
which cognitive functions are the result of emergent phenomena derived from
collective effects of a large number of microscopic elemental components, such
as neurons, synapses and glial cells, which in turn interact with multiple
elements at higher spatial scales, thus forming microcircuits or anatomical
structures with a well-characteristic cellular, functional and organizational
differentiation.

It is precisely for this reason that the tools and ideas of from statistical
mechanics and the modern field of complex-networks provide rigorous and
adequate frameworks to shed light on the collective characteristics of brain
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networks, thus opening a window of opportunity to investigate the theory of
concomitant cognitive functions. Theoretical advances in this regard are now
crucially complemented by the astonishing availability of both structural and
functional data, on a wide range of spatial and temporal scales, as provided
by recent developments in neuroimaging and neurophysiology.

Despite the large number of scientific publications on the structure and
dynamics of brain networks and, in particular, on the interaction of them with
learning and information processing, still today there are unsolved challenges,
including aspects related to the acquisition and consolidation of memory, the
emergence of high-level cognition, the plasticity and reconfiguration of these
networks to compensate for cerebral damage, to name just a few. The use
of computers has proven to be an extremely powerful tool for modeling neu-
ral activity, synaptic transmission, as well as designing biologically inspired
circuits.

Therefore, we are currently in a position to achieve a much deeper under-
standing of how the brain works and how the large repertoire of high-level
functionalities emerge. This combination of emerging neural properties and
complex brain networks, understood from a computational point of view,
and with applications to artificial intelligence and computer science, was the
focus of the latest 15th edition of the Granada Seminar on Computational
and Statistical Physics. This conference constituted a meeting point where
the latest advances in neuroscience, computational modeling and research in
neural networks were presented in a highly interdisciplinary and stimulating
environment. This special issue gathers together various high-quality origi-
nal contributions presented at this seminar, covering the areas of research in
experimental neuroscience, computational neuroscience, artificial intelligence
and brain networks. In particular, the list of articles includes the following
contributions:

In the first work, Zambrano et al. extend the most common algorithms
and computational frameworks for artificial neural networks to a more bi-
ological and realistic scenario. In particular, the authors present a biologi-
cally plausible continuous-time reinforcement learning (RL) framework ap-
propriate for continuous temporal representations. The authors apply this
framework to the modeling of working memory tasks with the addition of
an action-selection system inspired by the functioning of the basal ganglia, a
novel exploratory mechanism, and an accessory network to model feedback
with transmission delays. This novel RL algorithm enables neural networks
to accumulate evidence efficiently over time, leading to levels of performance
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and reaction times similar to those obtained in experiments in behavioral
neuroscience.

Detecting specific signatures of neural activity, such as spike correlations,
is an especially important task that can be difficult in stochastic neural net-
works. The problem is often computationally intensive and may require
carefully assembled strategies to analyze the parallel activity of multiple in-
terconnected neurons. In this issue, Budzinski et al. present a novel approach
to detect burst synchrony in a small-world network of neurons modeled as
Rulkov iterated maps. The approach is based on a symbolic method of time
series analysis, the ordinal analysis, which is suitable for detecting non-linear
temporal correlations. Budzinski et al. show that the ordinal analysis uncov-
ers different dynamic regimes and fine details of the bursting activity of cells,
which are not captured by other methods. The impact of network proper-
ties, such as coupling strength and topology, is also evaluated. Overall, the
method can be applied to raw data and therefore offers an alternative and
less computationally intensive approach to detect synchronous dynamics in
neural networks.

One of the most relevant characteristics of the stochastic activity of neural
networks, both in experiments and in computational models, is the existence
of long temporal correlations which often reflect scale-free avalanches of neu-
ral activity. Alterations of such correlations might correspond to pathologi-
cal states of brain activity. The characterization of the temporal correlations
is therefore vital to verify the hypothesis of the brain operating close to a
critical point. In this issue, Lombardi et al. present a study of temporal
correlations in the avalanche sequences of broadband activity of human EEG
and MEG recordings during resting state. The authors report the existence
of long-range power-law correlations, with power-law exponents which are
consistent across EEG and MEG data and robust to different scaling param-
eters and temporal binning. This study constitutes a preliminary step to
develop approaches for inferring long-range correlations in extended neural
systems, and to identify pathological behaviors in the complex interplay of
cortical rhythms.

It is widely accepted that elements of neural systems, such as neurons
and synapses, can have their dynamics affected by different sources of noise.
Likewise, it is also known that there are intrinsic mechanisms that take ad-
vantage of this stochasticity to determine neuronal function. An example is
the stochastic resonance (SR) phenomenon, where adding a certain level of
non-zero noise to a non-linear system reduces information loss. In this issue,
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S. Ikemoto investigates neural networks consisting of thresholding functions
that exploit SR at run time and during training, with the goal of smooth
mapping and back propagation. Such a neural network can properly operate
only when noise is present. In particular, the author focuses his study on a
neural network for which only a sub-network is activated selectively by adding
noise locally on that sub-network, introducing a new activation function. The
result is that this noise-activated sub-network becomes a functionalized neu-
ral network capable to train and map inputs to outputs. Interpolations are
further investigated by imposing varying noise intensity on various regions
of the network after subnetworks are trained separately.

An interesting aspect about nonlinear dynamics with application in neu-
roscience, robotics and artificial intelligence refers to the study of the so-called
Central Pattern Generators (CPG). These are neural circuits that generate
robust sequences of coordinated neural activity to control motor rhythms.
In this issue, Garrido-Peña et al. study the characteristics of the dynamical
invariants in the relationships between specific intervals that construct the
CPG sequence and the instantaneous period of the rhythm in the pyloric
CPG of crustacean. More precisely, they analyze different aspects concern-
ing the variability of the intervals comprising the rhythm in a model of a
mollusk feeding CPG under different neuron stimulation. The authors re-
port dynamical invariants found only for specific time intervals building the
sequence of the feeding CPG, and conclude that such dynamical invariants
can be a universal feature of any sequence generating circuit.

As previously stated, the dynamical control of different rhythms on CPGs
has also important application in robotics. Recently the use of hierarchical
networks in motor pattern generation in hexapod robots and in insect move-
ment has provided ways for their understanding. In this issue, Barrio et
al. analyzed in deep the dynamics of a six coupled neurons CPG of insect
movement that produces the global leg coordination pattern. The authors
provide a detailed study without further simplifications of the possible gaits
patterns generated by the CPG using numerical techniques recently devel-
oped for the study of small networks. They found that most of the observed
patterns (symmetric and non-symmetric) follow routes which lead to a sta-
ble tripod gait. Since the model includes many parameters, an algorithm to
locate the limit of the tripod gait in the parameter space is also introduced,
which shows that there is a large three parametric region where the tripod
pattern is ubiquitous and highly dominant in rapidly moving insect regimes.

Other important aspect in neuroscience concerns with the study of syn-
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chronization phenomena and their relation, e.g., with some brain functions
and pathological conditions. In this issue, Ódor et al. studied the prototyp-
ical model for phase synchronization, the Kuramoto model with Gaussian
noise, running on empirically obtained high-resolution human structural net-
works (the KKI-18 large human connectome graph). The authors reveal that
the distributions of de-synchronization times exhibit power-law tails, char-
acterized exponents compatible with those measured in vivo, and analyze a
number of other features by comparing the results with those emerging on
other network topologies, thus putting the emphasis on how the structure
influences the emerging function.

Reservoir Computing is a fascinating approach in machine learning that
combines high computational capabilities with an easy offline learning algo-
rithm. As shown in the contribution by Morales et al. in this issue, the per-
formance of traditional reservoir approaches —such as “Echo state networks”
(ESN)— can be significantly enhanced by introducing biologically-inspired
plasticity rules. More specifically, when assessing nonlinear time-series pre-
diction tasks, the authors concluded that this improvement can be associated
with a reduction on pairwise correlations among units, with optimal perfor-
mance achieved if a combination of diverse forms of plasticity (synaptic and
non-synaptic rules) is implemented. Their results also suggest that optimal
reservoirs seem to emerge at the edge of instability, thus creating a new sce-
nario to test and prove the inspiring hypothesis that biological computing
systems could operate at the “edge of chaos”.

Also in this issue, Apicella et al. extended the study of directed lin-
ear chains of neurons (where one neuron only connects to the previous one
and the next in the chain) by adding heterogeneity in the connections and
introducing long-range connectivity. The authors present simulations and
non-linear stability analyses to characterise the amplification properties of a
signal input introduced into the system, and provide stability phase diagrams
together with the report of detailed emergent and collective synchronization
patterns. In their article the authors also determine the relationship be-
tween the non-local coupling strength distribution and the frequency of the
network oscillations and illustrate how the presence of long-range interac-
tions introduces novel and rich dynamical behavior into the system, such as
synchronous oscillations and phase coherence among all the interacting units.

The complex interplay between spontaneous spiking activity and short-
term synaptic plasticity in neural networks can lead to intriguing phenom-
ena with strong computational implications. In this issue, Zendrikov and
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Paraskevov reported the emergence of spontaneous repetitive synchronization
in the population spikes as a consequence of such interplay where synaptic
plasticity nonlinearly is modulating the interaction between neurons, which
induces different emerging phenomena depending on network topology. For
large-scale two-dimensional networks with small-world network connectomes,
periodic population spikes in the form of circular traveling waves diverging
from seemingly non-stationary nucleation sites can emerge. Moreover, the
mechanism behind this phenomenon is different form stochastic resonance
and could be related with transient chimera patterns.

Functional (correlation) networks provide us with a description of activ-
ity patterns in the brain. The hierarchical and modular structure of such
networks has been associated with optimal balance between segregated tasks
and integrated, whole-brain, function. On the other hand, it is well-known
that the underlying structural networks of neural connectivity are organized
in a hierarchical and modular way and thus, one can wonder which types
of dynamical regimes can generate hierarchical-modular functional networks
when operating on such structural networks. In the present issue, Safari
et al. show —by profusely exploiting tools of spectral graph theory— that
these features can emerge in the neighbourhood of critical points for the dy-
namical processes regulating neural activity. In particular, the authors study
the persistence and collapse of hierarchical modular functional networks and
reveal that they emerge in the quasi-critical regime (associated with optimal
processing capabilities and normal brain function), while they break down
in other dynamical regimes (often associated with pathological conditions).
These results offer important clues for the study of optimal neurocomputing
architectures and processes.

Finally, Fernandez-Iriondo et al. present in this issue a study concerning
the relationships between structural brain connectivity (SC), which is con-
sidered static and does not change for at least several months of our life,
and dynamic functional connectivity (DFC), which changes very quickly,
even faster than one second. The authors introduce two metrics for net-
work comparison: the similarity between SC and DFC, and the intrinsic
time-variability of DFC. Overall, the authors found that the cerebellum, as
compared to the cerebral cortex, is a key structure in the relation of SC
and DFC. These results expand current knowledge on cerebellar networks,
which are extremely rich and complex, and participate in multiple cognitive
tasks such as movement control and coordination, executive function and
emotional regulation.
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