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 Abstract  

The study conducted a stunting classification of measurement data for 

children under 5 years old. The dataset has attributes such as: gender, 

age, weight (BB), height (TB), weight / height (BBTB), weight / age 

(BBU), and height / age (TBU). The research uses the CRISP-DM 

methodology in processing the data. The data were tested on several 

classification models, namely: logistic regression (LR), linear 

discriminant analysis (LDA), quadratic discriminant analysis (QDA), k-

nearest neighbor (KNN), classification and regression trees (CART), 

nave bayes (NB), support vector machine - linear kernel (SVM-Linear), 

support vector machine - rbf kernel (SVM-RBF), random forest 

classifier (RPC), adaboost (ADA), and neural network (MLPC). These 

models were tested on the dataset to find out the best model in accuracy. 

The test results show that SVM-RBF produces an accuracy of 78%. 

SVM-RBF has consistently been at the highest accuracy in several tests. 

Testing through k-fold cross validation with k=10. 

Introduction 

According to WHO stunting malnutrition is a growth and development disorder in children 

caused by malnutrition (malnutrition), repeated infections, and insufficient psychosocial 

stimulation. Stunting diagnosis by measuring height and comparing with growth curve based 

on WHO. The history includes a history of growth, risk factors, and a physical examination, 

especially to see the presence of body dysmorphic and disproportionate conditions, to support 

the diagnosis of stunting. The need for predicting infant nutrition levels is very high considering 

that the stunting rate in Indonesia since 2018 is still above 30%. Several classification methods 

have been used to measure nutrient levels. However, the method is applied to different data so 

that it can cause bias in its accuracy. 

This study aims to find a good classification method with high accuracy. The application of the 

method is carried out by utilizing various methods for classifying the same data. Currently, 

there are stunting data from several villages within the Kab. Gorontalo. The data to be 

processed are 1731 records. It is expected to get a machine learning classification method that 

has the highest accuracy. This research collects references from various sources such as: 

journals, reports, proceedings. This is done to gain insight into the existing problems. 

Stunting Malnutrition 

Stunting is a chronic malnutrition problem caused by inadequate nutritional intake for a long 

time due to feeding that does not match nutritional needs. Stunting occurs when the fetus is 

still in the womb and only appears when the child is two years old. Malnutrition at an early age 
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increases infant and child mortality, causes sufferers to get sick easily and have poor posture 

as adults (Indonesia, 2014). 

Stunting according to the WHO Child Growth Standard is based on the index of body length 

for age (PB/U) or height for age (TB/U) with a limit (z-score) <-2 SD (WHO, 2021). The TB/U 

indicator describes nutritional status that is chronic, meaning that it appears as a result of long-

standing conditions such as poverty, inappropriate parenting behavior, often suffering from 

repeated illnesses due to poor hygiene and sanitation (DepKes, 2007). 

Zscore=(MV-AV)/SS (1) 

MV = Measured value 

AV = Average value in the reference population 

SD = Standard deviation of the reference population 

The results of the z-score above then refer to the grouping table to determine the nutritional 

status. 

Table 1. Malnourish Classification Reference 

Index Classification Z-Score 

TB/U 

Normal -2.0 < Z 

Moderately malnourished -3.0 < Z < -2.0 

Severely malnourished Z < -3.0 or edema 

Supervised Learning on Machine Learning 

In this paper, we use various classification techniques in the category of supervised learning. 

There are many algorithms available. Logistic regression (LR), this algorithm uses a single 

estimator in a multinomial logistic regression model on data with classes. Use LR to define 

boundaries between classes and establish class probabilities that depend on the distance from 

the boundary. The probability moves quickly to an extreme value (0 or 1) as the data set gets 

larger. Based on that, LR is more than just a method for classification. This algorithm can make 

more robust and detailed predictions and can be adjusted in different ways. LR is a predictive 

approach whose results can be dichotomous. LR is linear interpolation and is commonly used 

in applied statistics and discrete data analysis (Peng & Lee, 2021). 

Linear discriminant analysis (LDA) is a statistical-based learning function. LDA provides the 

probability of each data in the class compared to just doing the classification. LDA is used in 

statistics and machine learning to find a linear combination of features that can best separate 

two or more classes (Kotsiantis et al., 2007). Quadratic discriminatory analysis (QDA) is 

generally used as a statistical tool for observing different multivariate in normal population 

(Ghosh et al., 2021). QDA based on graphical lasso can also be classified on the recognition of 

human activity data (Jinjia et al., 2019). 

K-nearest neighbor (KNN) is a method of classifying data based on its distance or similarity 

from other data in the vicinity. KNN can use various methods in calculating the distance 

(Fachrie, 2020). Classification and regression trees (CART) is a classification model that 

involves the identification and construction of a binary decision tree using training data whose 

class is well known. The number of entities in the two subgroups defined in each binary split, 

corresponding to the two branches emerging from each intermediate node, becomes 

progressively smaller, so a sufficiently large training sample is required if good results are to 

be obtained. The decision tree starts with the root node t derived from any variable in the feature 

space that minimizes the size of the impurity of the two sibling vertices (McLachlan, 2005). 

Support vector machine (SVM) performs data classification by looking for a maximized hyper 

plane that can be used to separate the 2 classes. This model is closely related to the classical 
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multilayer perceptron neural network. SVM revolves around the notion of margin‖—the two 

sides of a hyperplane that separates two classes of data are often also called linear SVM (SVM-

Linear). Maximizing the margin and thereby creating the largest possible distance between the 

separating hyperplane and the instances on either side has been shown to reduce the upper 

bound on the expected generalization error (Kotsiantis et al., 2007). SVM with radial basis 

function kernel (SVM-RBF) which is a 3-layer feedback network. Each hidden layer applies a 

radial activation function whose output is derived from the sum. The data training process is 

generally divided into 2 stages. The first stage is determining the center and width of the hidden 

layer based on the clustering algorithm. The second stage of weights connecting the hidden 

layer with the output layer is determined by the Singular Value Decomposition (SVD) or Least 

Mean Squared (LMS) algorithm (Howlett & Jain, 2001). 

The random forest classifier (RFC) is a collection of CART models trained on a data set of the 

same size as the training set, called a bootstrap, created from random re-sampling of the training 

set itself. After the tree is constructed, a bootstrap set, which does not include certain records 

from the original dataset in the form of an out-of-bag (OOB) sample, is used as the test set. The 

misclassification rate of all test sets is an OOB estimate of the generalization error (Breiman et 

al., 2017). Adaptive boosting (ADA) is a boosting method that works through weight 

adjustment without requiring any a priori knowledge about learning from the method (Schapire, 

1990). Furthermore, improvements were made in the form of AdaBoost.M1, AdaBoost.M2, 

AdaBoost.R, AdaBoost.MO, AdaBosst.MH. AdaBoost has the advantages of speed, simple 

operation, and easy implementation in computer programs. The available parameters are only 

the number of iterations so that it is easy to combine with other methods (Freund et al., 1999). 

Multilayer perceptron classifier (MLPC) is an artificial neural network model that belongs to 

the feedforward category. MLPC consists of at least 3 layers of nodes, namely: the input layer, 

the hidden layer, and the outer layer. The hidden layer and the outer layer use a nonlinear 

activation function. MLPC uses the backpropagation method in doing learning. MLPC uses 

backpropagation in studying data patterns. Backpropagation applies gradient descent in search 

of optimal learning. Parameter adjustments need to be made in order to produce good test 

results (Windeatt, 2008). 

K-Fold Cross Validation 

K-fold cross validation (K-FOLD) is a cross validation method to evaluate and validate models 

in the context of this study on the classification model. This method applies several 

combinations of the amount of training data and the amount of testing data from the dataset. 

The number of combinations is determined from the value of k. Suppose the value of k = 3, 

then there are 3 combinations, namely: 1/3 of the dataset becomes training data and two 2/3 

becomes testing data, 1/2 dataset becomes training data and also testing data, and 2/3 of the 

dataset becomes training data and the remaining 1/3 becomes testing data (Stone, 1974). 

Methods 

This research refers to the Cross Industry Standard Process for Data Mining (CRISP-DM) in 

the process of data processing, modeling, and evaluation. This method is a data mining process 

with a life cycle which is divided into 6 phases which include business understanding, data 

understanding, data processing, modeling, evaluation, and deployment. For research purposes, 

we only use 5 phases. 

The stages in the CRISP-DM (Cross Industry Standard Process for Data Mining) life cycle 

used in this study are; (1) Business Understanding At the business understanding stage, an 

understanding of research is carried out as the best decision support for classifying stunting 

nutritional status which is expected to be able to provide the best treatment for toddlers who 

experience stunting nutritional status, so that anticipatory steps can be taken in the form of 

early prevention of children under five with stunting nutritional status. This is done to prevent 
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and reduce the rate of toddlers experiencing stunting which results in disability so that the 

development of toddlers is hampered or can even result in death. Utilization of the dataset and 

the use of the proposed algorithm, this research will achieve the planned goals; (2) Data 

Understanding The second phase or phase carried out in the life cycle of the CRISP-DM 

method is data understanding. The dataset used in this study is a dataset on the nutritional status 

of stunting in toddlers in 2020 which was obtained from the Pandanaran Health Center 

Semarang. The dataset of the stunting nutritional status of toddlers totals 300 data records. In 

the dataset there are 5 attributes and 1 label with integer and binominal data types. From a total 

of 300 records in the stunting nutritional status data for toddlers, it is stated that 258 toddlers 

experience stunting nutritional status and 42 other toddlers experience normal nutritional 

status; (3) Data Processing (Data Preparation) This stage processes the dataset to simplify the 

data. The existing dataset has attributes, namely: gender (Gender), age in months (Age), weight 

kg (BB), height cm (TB), weight/height (BBTB), weight/age (BBU). ) and height / age (TBU). 

The classification attribute is class; (4) Modeling This stage is the application of modeling 

techniques using classification algorithms that are included in supervised machine learning. At 

the modeling stage in this study is the classification of stunting nutritional status in toddlers by 

applying the following algorithms: logistic regression (LR), linear discriminant analysis 

(LDA), quadratic discriminant analysis (QDA), k-nearest neighbor (KNN), classification and 

regression trees (CART), nave bayes (NB), support vector machine - linear kernel (SVM-

Linear), support vector machine - rbf kernel (SVM-RBF), random forest classifier (RPC), 

adaboost (ADA), and neural network ( MLPC). Each algorithm applies its respective default 

parameters; (5)Evaluation This stage is to evaluate the previous stage, namely modeling. The 

purpose of the evaluation is to adjust the model obtained so that it is appropriate and in 

accordance with the targets to be achieved. At this stage, the models are tested in k-fold cross 

validation with k=10. The test results will be compared to see which model is the best in 

classifying stunting nutritional status based on its accuracy. 

Results and Discussion 

The study followed the CRISP-DM flow with the use of 5 phases. 

Business Understanding 

This phase is done to understand the attributes of the data. The data attributes in the dataset are 

gender (Gender), age in months (Age), weight kg (BB), height cm (TB), weight/height 

(BBTB), weight/age (BBU) and height / age (TBU). The number of data in the dataset is 1731 

records. 

 

Figure 1. Amount of Records for Every Class 

The number of recordings between classes looks unbalanced, because the data on the ground 

there are indeed many that fall into that category. 
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Data Understanding 

The historgram distribution of data for each attribute is shown in Figure 2 below. The histogram 

shows that the age attribute is evenly distributed from 0 months to 40 months. Height shows 

that heights 60 to 70 have the highest amount of data 

 

Figure 2. Scatter Data Based On Age With Weight 

Figure 3 below shows that there is an outlier in height below from the existing data set. This 

happened due to a recording error at the time of data collection. This outlier data will be 

removed from the dataset at the data preparation stage. Outliers will greatly affect the 

performance of the classification model later. 

 

Figure 3. Scatter Data Based On Age With Height 

On the distribution of data based on height and weight shows outliers from each data 

 

Figure 4. Scatter Data Based on Height With Weight 

Figure 4 shows an outlier at a height below 20 
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Figure 5. Boxplot Diagram of Dataset 

The boxplot diagram also shows that there are outliers in height and weight. Figure 6 shows 

the correlation between the attributes in the dataset. There is a high correlation between height 

and age and weight and age 

 

Figure 6. Correlations of Every Attribute on Dataset 

Data Preparation 

This phase changes the target value from symbol to number: SP=0, P=1, N=2 and gender P=0, 

L=1 in gender attributes 

 

Histogram representation of each attribute 
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Figure 7.  Histogram of Everi Attibute 

Modelling 

The classification modeling process is carried out in several stages, namely; (1) Divide the 

dataset into X and y; (2) Split X and y into the training and the test set; (3) Scaling the features; 

(4) Build the list of models to use; (5) Evaluate each model; (6) Compare algorithms. 

This step is done to form a good model in doing classification. Data testing must be prepared 

by dividing a certain amount of data into training data and data testing. 
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Figure 8. Processes of Supervised Machine Learning 

The process of each algorithm is done modeling based on the process on figure 8. Algorithms 

applied  
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Figure 9. Result of every models via k-fold cross validation at k=10 

Evaluation 

K-fold cross validation is applied to each classification model using k=10. Testing is also 

performed on seed parameters from 1 to 25. Results show svm-RBF is consistently at the top 

accuracy compared to other models. The highest accuracy was obtained on SVM-RBF of 

78.10% at seed=12 

 

Figure 10. Models test on seed 1 to 25 on kfold cross validation k=10. 
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The parameters of each model are used by the default parameters only. This is done to find out 

the initial ability of each model in classifying datasets. 

Conclusion  

The results of testing the classification of measurement data of children under 5 years old using 

machine learning models can be done. The results showed the highest accuracy on the SVM 

model with kerner=RBF of 78.10%. The SVM-RBF consistently tops its accuracy compared 

to the other 10 models with default parameters. Further research needs to be done tuning 

parameters on each model to get the best parameters from each model for dataset classification. 
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