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#### Abstract

The aim of this article is the way for finding approximation solution of multi-order fractional differential equation with conformable sense with use approximated function by shifted Legendre polynomial, the method is easy and powerful for get our results of linear and non-linear equation, the background idea behind this method is finding system of algebra after achieve messing variable is that mean obtains approximate solution, a few example are illustrate for presented how much our method is capable.
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## INTRODUCTION

There are numerous phenomena in various disciplines of research can work quite well represented by models using fractional calculus mathematic techniques. In many circumstances, there are no analytic or precise solutions to fractional differential equations. As a result, novel approaches for deriving analytical and approximation fractional differential equation solutions have been devised. ${ }^{[1,2]}$

Little number techniques and methods have gotten a lot of attention in recent years and have proven to be a useful tool for fractional calculus.

According to the studies, the Caputo fractional derivative is commonly incorporated in fractional calculus computed using spectral methods. To compute fractional differential equations with Caputo derivatives, Legendre polynomial has been employed. ${ }^{[3]}$

In addition, Chebyshev wavelet is used for solving nonlinear fractional differential equation, ${ }^{[4,5]}$ operation matrix is used for solving fractional multi-order differential equation, ${ }^{[3]}$ and spectral collocation method is used for compute this kind of differential equation by Laguerre polynomial (LP). ${ }^{[6]}$

The aim of this article is finding a solution to our fractional equations both kinds linear and non-linear using shifted LP. In this case, if number of N is large means our approximate, you can't use hand writing for find solution, so we prefer write a program for such case by Python.

Hence, in our method, try to find approximating solution of multi-order fractional differential equation based on conformable derivative using shifted Legendre polynomial with program of Python.

## PRELIMINARIES

Definition 1: Given function $\mathrm{h}:[0, \infty) \rightarrow R$ then the conformable fractional derivative of h of order $\alpha$ is determined by

$$
D_{\alpha} h(x)=\lim _{\epsilon \rightarrow 0} \frac{h\left(x+\epsilon x^{1-\alpha}\right)-h(x)}{\epsilon}, \quad \forall x>0, \alpha \in(0,1)
$$

Some time, write $h^{\mathrm{a}}(x)$ for $D_{a} h(x)$ to indicate the conformable derivative of $h$ of order $\alpha$

Definition 2: In this paper, we need to use Legendre polynomials in distance $x=[0,1]$ so using change variable $x=2 x-1$, these polynomials can be obtained as follows

$$
\begin{equation*}
E_{n}(x)=(-1)^{n} \sum_{k=0}^{n}\binom{n}{k}\binom{n+k}{k}(-x)^{k} \tag{2}
\end{equation*}
$$

Where $\mathrm{E}_{0}(x)=1, \mathrm{E}_{0}(x)=2 x-1$ on the interval $[0,1]$, the shifted LP is defined as $E_{n}(x)=\sum_{k=0}^{n}(-1)^{n+k} \frac{(n+k)!x^{k}}{(n-k)!(k!)^{2}}, n=0,1,2, \ldots$
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And explicit way for finding shifted Legendre polynomial is "Rodrigues formula"

$$
\begin{equation*}
E_{n}(x)=\frac{1}{n!} \frac{d^{n}}{d x^{n}}\left(x^{2}-x\right)^{n} \tag{4}
\end{equation*}
$$

Each continuous function $h(x)$ in the interval [0,1] can be written using the transferred Legendre polynomials as follows:
$h(x) \approx \sum_{i=0}^{N} a_{i} E_{i}(x)$
Where, $a_{i}$ is obtained using the following relation:
$a_{i}=(2 i+1) \int_{0}^{1} h(x) E_{i}(x) d x$
Definition 3: The orthogonal property of these polynomials is as follows

$$
\int_{0}^{1} E_{i}(x) E_{j}(x) d x=\left\{\begin{array}{cl}
\frac{2}{2 i+1} & i=j  \tag{7}\\
0 & i \neq j
\end{array}\right.
$$

The orthogonal property of the expansion of any function makes it possible in terms of Legendre polynomials.

Theorem 1: Let $h_{N}(x)$ function can be approximate by shifted LP like that

$$
\begin{equation*}
h_{N}(x)=\sum_{i=0}^{N} a_{i} E_{i}(x) \tag{8}
\end{equation*}
$$

After that, for any derivative we use ${ }^{[7]}$

$$
\begin{equation*}
D^{\alpha}\left(h_{N}(x)\right)=\sum_{i=\sqrt{\alpha}}^{N} \sum_{k=\sqrt{\alpha}}^{i} a_{i} W_{i, k}^{\alpha} x^{k-\alpha} \tag{9}
\end{equation*}
$$

Where, ${ }_{\alpha}$ is define as least integer greater than or equal to $\alpha$ and

$$
\begin{equation*}
W_{i, k}^{(\alpha)} x^{k-\alpha}=\frac{(-1)^{i+k} \Gamma(i+k+1)}{\Gamma(i-k+1) \Gamma(k+1) \Gamma(k-n+1)} \tag{10}
\end{equation*}
$$

Proof: According to the property of the conformable derivative and using the estimated function definition $h_{N}(x)$, we get the following results:
$D^{\alpha}\left(h_{N}(x)\right)=\sum_{i=0}^{N} a_{i} D^{\alpha}\left(E_{i}(x)\right)$
$D^{\alpha}\left(E_{i}(x)\right)=\sum_{k=\bar{\alpha}}^{i} \frac{(-1)^{i+k} \Gamma(i+k+1)}{\Gamma(i-k+1) \Gamma(k+1) \Gamma(k-n+1)} x^{k-\alpha}$
By substitution, we get
$D^{\alpha}\left(h_{N}(x)\right)=\sum_{i=\alpha}^{N} \sum_{k=\alpha}^{i} a_{i} \frac{(-1)^{i+k} \Gamma(i+k+1)}{\Gamma(i-k+1) \Gamma(k+1) \Gamma(k-n+1)} x^{k-\alpha}$

## NUMERICAL SCHEME

In here presented how solve the multi-order fraction differential equation by Python program for get analytic and numerical results.

Assume the initial condition for this equation which is a multiorder fractional differential equation ${ }^{[8]}$

$$
\begin{equation*}
D^{\alpha}(h(x))+\sum_{k=1}^{r-1} B_{k}(x) h(x)+B_{r}(x) h(x)=f(x), \quad x \in[0,1] \tag{14}
\end{equation*}
$$

$h^{i}(0)=q_{i}, \quad i=0,1, \ldots, \bar{\alpha}-1$
Where, $n-1<\alpha \leq n, B_{k}(x), k=1,2, \ldots . r$ and $f(x)$ are functions that are well-known to be continuous on $[0,1]$ and $q_{i}, i=0,1, \ldots, \sqrt{\alpha}-1$, constants are provided. Assume the fractional differential Equation (14) has an answer that may be represented as
$h_{N}(x)=\sum_{i=0}^{N} a_{i} E_{i}(x)$
By the initial equation, we have $\sqrt{\alpha}$ equation and is depend on our approximate about N so all equation number is $N+1$, except ${ }^{\alpha}$ equation other equation get by the finding root of shifted Legendre polynomial $E_{N+1-\bar{\alpha}}(x)$ and put on Equation (14). So solving this system of equation is our approximation solution for multi-order fractional differential Equation (14).

Example 1: (Bagley-Torvik equation). The inhomogeneous Bagley-Torvik initial value problem is

$$
\begin{equation*}
D^{2}(h(x))+D^{\frac{3}{2}}(h(x))+h(x)=1+x, \quad x \in[0,1] \tag{17}
\end{equation*}
$$

With initial assumption $h(0)=1, h^{\prime}(0)=1$ and $N=2$
Solution:
$h_{N}(x)=\sum_{i=0}^{N} a_{i} E_{i}$
$h_{2}(x)=\sum_{i=0}^{2} a_{i} E_{i}=a_{0} E_{0}(x)+a_{1} E_{1}(x)+a_{2} E_{2}(x)$
$h_{2}(x)=a_{0}+2 a_{1} x-a_{1}+6 a_{2} x^{2}-6 a_{2} x+a_{2}$
So use initial condition for finding the $\alpha$ equation and for any derivative, we use

$$
\begin{array}{r}
D^{\alpha}\left(h_{N}(x)\right)=\sum_{i=\sqrt{\alpha}}^{N} \sum_{k=\sqrt{\alpha}}^{i} a_{i} W_{i, k}^{\alpha} x^{k-\alpha} \\
h_{2}(0)=a_{0}-a_{1}+a_{2}=1 \rightarrow(1) \\
D^{1}\left(\left(h_{2}(0)\right)=2 a_{1}-6 a_{2}=1 \rightarrow(2)\right.
\end{array}
$$

For finding $N+1$ equation, we need use the root of the polynomial $E_{N+1-\bar{\alpha}}(x)=E_{1}(x)=2 x-1=0 \rightarrow x=0.5$

So put the root in the Equation (17) after, we calculate all structure instead each x variable.
$D^{2}\left(h_{2}(0.5)\right)=12 a_{2}$
$D^{\frac{3}{2}}\left(h_{2}(0.5)\right)=12 \sqrt{0.5} a_{2}$
$h_{2}(0.5)=a_{0}-\frac{1}{2} a_{2}$
Substitute each one of $D^{2}\left(h_{2}(0.5)\right), D^{\frac{3}{2}}\left(h_{2}(0.5)\right)$ and $h_{2}(0.5)$ in the Equation (17) and instead of each $x$ put root of shifted Legendre polynomial
$12 a_{2}+12 \sqrt{0.5} a_{2}+a_{0}-\frac{1}{2} a_{2}=1+\frac{1}{2}$
$=a_{0}+\left(\frac{23}{2}+6 \sqrt{2}\right) a_{2}=\frac{3}{2} \rightarrow(3)$
So we have a linear system after solve by matrix operation, we get
$\left(\begin{array}{ccc}1 & -1 & 1 \\ 0 & 2 & -6 \\ 1 & 0 & \frac{23}{2}+6 \sqrt{2}\end{array}\right)\left(\begin{array}{l}a_{0} \\ a_{1} \\ a_{2}\end{array}\right)=\left(\begin{array}{c}1 \\ 1 \\ \frac{3}{2}\end{array}\right)$
$a_{0}=\frac{3}{2}, a_{1}=\frac{1}{2}, a_{2}=0$
$h_{2}(x)=1+x$
Therefore, the obtained solution is the exact solution of this problem, code of Python for this example is given. ${ }^{[9]}$

Example 2: Suppose the following fractional linear differential equation with variable coefficients
$D^{\frac{3}{2}}(h(x))+2 D(h(x))+3 \sqrt{x} D^{\frac{1}{2}}(h(x))+(1-x)$
$h(x)=2 \sqrt{x}+4 x+7 x^{2}-x^{3}, \quad x \in(0,1]$
With the primary conditions $h(0)=0, h^{\prime}(0)=0$ and $N=2$
Solution:
$h_{N}(x)=\sum_{i=0}^{N} a_{i} E_{i}$
$h_{2}(x)=a_{0} E_{0}(x)+a_{1} E_{1}(x)+a_{2} E_{2}(x)$
$h_{2}(x)=a_{0}+2 a_{1} x-a_{1}+6 a_{2} x^{2}-6 a_{2} x+a_{2}$
For finding $N+1$ equation, we need use the root of the polynomial $E_{N+1-\sqrt{\alpha}}(x)=E_{1}(x)=2 x-1=0 \rightarrow x=0.5$

So we put the root in the Equation (18) after, we calculate all structure instead each x variable

$$
\begin{aligned}
& D^{\frac{3}{2}}\left(h_{2}(0.5)\right)=12 a_{2}\left(\frac{1}{2}\right)^{\frac{1}{2}} \\
& D^{1}\left(h_{2}(0.5)\right)=2 a_{1} \\
& D^{\frac{1}{2}}\left(h_{2}(0.5)\right)=2 a_{1} \sqrt{0.5}-6 a_{2} \sqrt{0.5}+12 a_{2} \sqrt{0.5} \\
& h_{2}(0.5)=a_{0}-\frac{1}{2} a_{2}
\end{aligned}
$$

We substitute each one of $D^{\frac{3}{2}}\left(h_{2}(0.5)\right), D^{1}\left(h_{2}(0.5)\right), D^{\frac{1}{2}}\left(h_{2}(0.5)\right)$
and $h_{2}(0.5)$ in the Equation (18) and instead of each x we put root (0.5)
$\frac{1}{2} a_{0}+7 a_{1}+8.2352813742238570 a_{2}=5.03921356237095 \rightarrow(1)$
$h_{2}(0)=a_{0}+a_{1}+a_{2}=0 \rightarrow(2)$
$D^{1}\left(\left(h_{2}(0)\right)=2 a_{1}-6 a_{2}=0 \rightarrow(3)\right.$
So we have a linear system, we solved by matrix operation
$\left(\begin{array}{ccc}\frac{1}{2} & 7 & 8.2352813742238570 \\ 1 & -1 & 1 \\ 0 & 2 & -6\end{array}\right)\left(\begin{array}{l}a_{0} \\ a_{1} \\ a_{2}\end{array}\right)=\left(\begin{array}{c}5.03921356237095 \\ 0 \\ 0\end{array}\right)$
$a_{0}=\frac{1}{3}, a_{1}=\frac{1}{2}, a_{2}=\frac{1}{6}$
$h_{2}(x)=x^{2}$

Therefore, the obtained solution is the precise solution to this problem.

Example 3: Consider the following problem with an initial value.
$D^{4}(h(x))+D^{\frac{7}{2}}(h(x))+h(x)^{3}=x^{9}, \quad x \in(0,1]$
With initial condition $h(0)=0, h^{\prime}(0)=h^{\prime \prime}(0)=0$ and $h^{\prime \prime \prime}(0)=6, N=4$
$h_{N}(x)=\sum_{i=0}^{N} a_{i} E_{i}=a_{0} E_{0}(x)+a_{1} E_{1}(x)+a_{2} E_{2}(x)+a_{3} E_{3}(x)+a_{4} E_{4}(x)$
$h_{4}(x)=70 a_{4} x^{4}+\left(20 a_{3}-140 a_{4}\right) x^{3}+\left(6 a_{2}-30 a_{3}+90 a_{4}\right) x^{2}+$
$\left(2 a_{1}-6 a_{2}+12 a_{3}-20 a_{4}\right) x+a_{0}-a_{1}+a_{2}-a_{3}+a_{4}$
For finding $N+1$ equation we need use the root of the polynomial $E_{N+1-\bar{\alpha}}(x)=E_{1}(x)=2 x-1=0 \rightarrow x=0.5$

So we put the root in the Equation (19) after, we calculate all structure instead each x variable so our equation is
$\left(a_{0}+\frac{a_{2}}{2}+\frac{3 a_{4}}{8}\right)^{3}+(1680+840 \sqrt{2}) a_{4}-\frac{1}{512}=0 \rightarrow(1)$
So by initial condition, we have $\alpha$ equation

$$
\begin{aligned}
& h_{4}(0)=a_{0}-a_{1}+a_{2}-a_{3}+a_{4}=0 \rightarrow(2) \\
& D^{1}\left(h_{4}(0)\right)=2 a_{1}-6 a_{2}+12 a_{3}-20 a_{4}=0 \rightarrow(3) \\
& D^{2}\left(h_{4}(0)\right)=12 a_{2}-60 a_{3}+180 a_{4}=0 \rightarrow(4) \\
& D^{3}\left(h_{4}(0)\right)=120 a_{3}-840 a_{4}-6=0 \rightarrow(5)
\end{aligned}
$$

Now use Newton iteration method for finding the messing variable and our result will be
$a_{0}=\frac{1}{4}, a_{1}=\frac{9}{20}, a_{2}=\frac{1}{4}, a_{3}=\frac{1}{20}$ and $a_{4}=0$

If we put those number in our $h_{4}(x)$ our result will be $h_{4}$ $(x)=x^{3}$ which is the precise solution to this issue.

## CONCLUSION

In this paper, using the method and technique for get approximate solution of fractional differential equations with initial conditions and conformable sense are used to characterize the fractional derivatives, the solution can be easily analyzed for any number of different values of x since it is written as a truncated Legendre series. Furthermore, the suggested strategy's validity and applicability are proved by numerical findings. The numerical results show that as the number of N terms is raised, the method converges. With tiny N , we get the precise answer for several examples, all examples are achieved by the use of Python programming to create quick algorithms. The method presented here can be used to solve the high order of N for conformable fractional differential equations as well as conformable fractional partial differential equations.
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APPENDIX


Result of Python code for example 1


Result of Python code for example 2



IPython console Hstory
Result of Python code for example 3

