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Abstract

Let A be an element of the copositive cone Cn. A zero u of A is a nonzero nonnegative
vector such that uTAu = 0. The support of u is the index set supp u ⊂ {1, . . . , n}
corresponding to the positive entries of u. A zero u of A is called minimal if there does
not exist another zero v of A such that its support supp v is a strict subset of supp u.
We investigate the properties of minimal zeros of copositive matrices and their supports.
Special attention is devoted to copositive matrices which are irreducible with respect to the
cone S+(n) of positive semi-definite matrices, i.e., matrices which cannot be written as
a sum of a copositive and a nonzero positive semi-definite matrix. We give a necessary
and sufficient condition for irreducibility of a matrix A with respect to S+(n) in terms of
its minimal zeros. A similar condition is given for the irreducibility with respect to the cone
Nn of entry-wise nonnegative matrices. For n = 5 matrices which are irreducible with
respect to both S+(5) and N5 are extremal. For n = 6 a list of candidate combinations
of supports of minimal zeros which an exceptional extremal matrix can have is provided.

1 Introduction

A real symmetric n × n matrix A is called copositive if xTAx ≥ 0 for all x ∈ Rn
+. The set of

copositive matrices forms a convex cone, the copositive cone Cn. This matrix cone is of interest
for combinatorial optimization, for surveys see [9, 14, 5]. However, verifying copositivity of a
given matrix is a co-NP-complete problem [18]. It is a classical result by Diananda [6, Theorem
2] that for n ≤ 4 the copositive cone can be described as the sum of the cone of positive semi-
definite matrices S+(n) and the cone of element-wise nonnegative symmetric matricesNn. In
general, this sum is a subset of the copositive cone, S+(n) +Nn ⊂ Cn. Horn showed that for
n ≥ 5 the inclusion is strict [6, p.25].

A nonzero vector u ∈ Rn
+ is called a zero of a copositive matrix A if uTAu = 0. It has been

recognised early that the zero set of a copositive matrix is a useful tool in the study of the
structure of the cone Cn [6, 12]. In [3] Baumert considered the possible zero sets of matrices in
C5. He provided a partial classification of the zero sets of matricesA ∈ C5 which are irreducible
with respect to the coneN5, i.e., which cannot be written as a nontrivial sumA = C+N , where
C is copositive andN is element-wise nonnegative. In [8] this classification was completed and
a necessary and sufficient condition for irreducibility of a copositive matrix A ∈ Cn with respect
to the coneNn was given in terms of its zero set. This allowed the classification of the extreme
rays of the cone C5 in [13].

In [4] Baumert introduced the concept of maximal zeros of a copositive matrix. He called a zero
u of A maximal if for no other zero v of A, the index set of positive entries of u is a strict subset
of the index set of positive entries of v. In this note we introduce and investigate the concept of
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minimal zeros of copositive matrices. Here a zero u of A is called minimal if for no other zero v
of A, the index set of positive entries of v is a strict subset of the index set of positive entries
of u. We consider some properties of the set of minimal zeros of a copositive matrix and derive
necessary and sufficient conditions for a copositive matrixA to be irreducible with respect to the
coneNn or S+(n) in terms of its set of minimal zeros. In contrast to maximal zeros, or zeros of
copositive matrices in general, a minimal zero is determined up to scaling by a positive constant
by the index set of its positive entries. Thus a copositive matrix can essentially have only a finite
number of minimal zeros, which opens the way to a combinatorial approach.

The obtained results can potentially be used in order to obtain a classification of the extreme
rays of the cone Cn for small n. In application to the case n = 5, we show that a matrix A ∈ C5
with positive diagonal elements is irreducible with respect to both cones S+(5) and N5 if and
only if its set of minimal zeros is one of two types. These types correspond to the two types
of exceptional extreme rays of C5 which have been obtained in [13], i.e., extreme rays which
are not contained in the sum S+(5) + N5 [17]. Thus, by using the results of this paper, the
classification of the extreme rays of C5 can be reduced to the consideration of just two cases, in
contrast to the approximately 30 cases which have been considered in [3, 8] and on which the
classification in [13] is based. For n = 6, a matrix A ∈ C6 with positive diagonal elements is
irreducible with respect to both S+(6) andN6 if and only if its set of minimal zeros is one of 44
types.

The remainder of the paper is structured as follows. In the next section we provide necessary
definitions and collect some results from the literature for later use. In Section 3, we characterize
minimal zeros in different ways and establish conditions on the combinations of minimal zeros
that a copositive matrix can have. In Section 4 we consider irreducibility of a copositive matrix
with respect to the cones of positive semi-definite and nonnegative matrices, respectively. In
Section 5 we apply the results in order to restrict the combinations of minimal zeros that can
occur in exceptional extreme copositive matrices. We provide a list of combinations for the cone
C6. Finally, we give a summary in the last section.

2 Notations and preliminaries

We shall denote vectors with lower-case letters and matrices with upper-case letters. Individual
entries of a vector u or a matrix A will be denoted by ui, Aij , respectively. For a matrix A
and a vector u of compatible size, the i-th element of the vector Au will be denoted by (Au)i.
Inequalities u ≥ 0 on vectors will be meant element-wise. We denote by 1 = (1, . . . , 1)T the
all-ones vector. Let further Eij be the n× n matrix that has zero entries everywhere except at
(i, j) and (j, i), where it has entries 1.

For a subset I ⊂ {1, . . . , n} we denote by AI the principal submatrix of A whose elements
have row and column indices in I , i.e. AI = (Aij)i,j∈I . Similarly for a vector u ∈ Rn we define
the subvector uI = (ui)i∈I .

We call a nonzero vector u ∈ Rn
+ a zero of a copositive matrix A ∈ Cn if uTAu = 0. We

denote the set of zeros of A by VA = {u ∈ Rn
+ \ {0} | uTAu = 0}. For a vector u ∈ Rn we

define its support as suppu = {i ∈ {1, . . . , n} | ui 6= 0}. A zero u of a copositive matrix A
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is called minimal if there exists no zero v of A such that the inclusion supp v ⊂ suppu holds
strictly. We shall denote the set of minimal zeros of a copositive matrix A by VAmin. The support
set of A is the set suppVA = {suppu |u ∈ VA}, and the minimal support set is the set
suppVAmin = {suppu |u ∈ VAmin}.
An element A ∈ Cn is called extremal if the conditions A = B + C , B,C ∈ Cn imply the
existence of nonnegative numbers λ, µ such that B = λA, C = µA. The conic hull of a
nonzero extremal element A ∈ Cn is an extreme ray. Following [17], if A 6∈ S+(n) +Nn, then
A and the extreme ray it generates are called exceptional.

Definition 1. [8, Definition 1.1] For a matrix A ∈ Cn and a subsetM ⊂ Cn, we say that A
is irreducible with respect to M if there do not exist γ > 0 and M ∈ M \ {0} such that
A− γM ∈ Cn.

Note that this definition differs from the concept of an irreducible matrix that is normally used in
matrix theory. For simplicity we speak about irreducibility with respect to M whenM = {M}.
In our paper, we shall be concerned with the cases

M = S+(n), M = {wwT}, M = Nn, and M = {Eij}.

Lemma 1. Let A ∈ Cn andM⊂ Cn. Then the following are equivalent.

(a) A is irreducible with respect toM,

(b) A is irreducible with respect to M for all M ∈M,

(c) A is irreducible with respect to R+M,

(d) A is irreducible with respect to the convex conic hull ofM.

Proof. The equivalence of (a)–(c) and the implication (d)⇒ (a) follow directly from Definition 1.
Let us show the implication (a)⇒ (d).

For the sake of contradiction, assume (a) and let M =
∑m

k=1 αkMk be a nonzero element of
the convex conic hull ofM, with αk > 0 andMk ∈M\{0} for all k, such thatA−γM ∈ Cn
for some γ > 0. We then also have (A − γM) + γ

∑m
k=2 αkMk = A − γα1M1 ∈ Cn,

as this is a sum of copositive matrices. But this contradicts (a), because γα1 > 0 and M1 ∈
M \ {0}.

In particular, A ∈ Cn is irreducible with respect to S+(n) if and only if it is irreducible with
respect to wwT for every nonzero vector w ∈ Rn, and it is irreducible with respect toNn if and
only if it is irreducible with respect to Eij for all i, j = 1, . . . , n.

Note that if a matrix A is on an exceptional extreme ray of Cn, then A must be irreducible with
respect to both S+(n) andNn.

Finally we collect some results from the literature that will be used later on.

Lemma 2. [8, Lemma 2.4] Let A ∈ Cn and u ∈ VA. Then the principal submatrix Asuppu is
positive semi-definite.
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Lemma 3. [8, Lemma 2.5] Let A ∈ Cn and u ∈ VA. Then (Au)i = 0 for all i ∈ supp(u).

Lemma 4. [7, Theorem 7.2] Let A ∈ Cn be a copositive matrix and I ⊂ {1, . . . , n} an
index set of cardinality k. Suppose that the principal submatrix AI is positive semi-definite,
and let u ∈ Rn be a nonzero vector such that suppu ⊂ I . Then u ∈ VA if and only if
uI ∈ Rk

+ ∩ kerAI .

Lemma 5. [2, p.200] Let A ∈ Cn and u ∈ VA. Then Au ≥ 0.

Lemma 6. [8, Theorem 2.6] Let A ∈ Cn, and let i, j ∈ {1, . . . , n}. Then A is irreducible with
respect to Eij if and only if there exists a zero u of A such that (Au)i = (Au)j = 0 and
ui + uj > 0.

In [8] the lemma was stated for n ≥ 2, but it is easily seen that the assertion holds also for
n = 1.

Lemma 7. [8, Corollary 4.4] LetA ∈ Cn withAii = 1 for all i, and let u ∈ VA with | suppu| =
2. Then the two positive elements of u are equal.

Lemma 8. [8, Corollary 4.14] Let A ∈ Cn be irreducible with respect to Nn. If there exists
u ∈ VA with | suppu| ≥ n− 1, then A ∈ S+(n).

Lemma 9. [8, Lemma 4.7] LetA ∈ C3 withAii = 1 for i = 1, 2, 3. ThenA is irreducible with re-

spect to {E12, E13, E23} if and only if it is of the formA =

 1 − cosφ3 − cosφ2

− cosφ3 1 − cosφ1

− cosφ2 − cosφ1 1


for some scalars φ1, φ2, φ3 ≥ 0 satisfying φ1 + φ2 + φ3 = π.

Lemma 10. [8, Theorem 5.6] Let A ∈ C5 with Aii = 1 for all i = 1, . . . , 5 be irreducible with
respect to Eij for all 1 ≤ i < j ≤ 5. Then either A ∈ S+(5), or there exists a permutation
matrix P and scalars θ1, . . . , θ5 ≥ 0 such that

∑5
i=1 θi < π and

PAP T =


1 − cos θ1 cos(θ1 + θ2) cos(θ4 + θ5) − cos θ5

− cos θ1 1 − cos θ2 cos(θ2 + θ3) cos(θ5 + θ1)
cos(θ1 + θ2) − cos θ2 1 − cos θ3 cos(θ3 + θ4)
cos(θ4 + θ5) cos(θ2 + θ3) − cos θ3 1 − cos θ4

− cos θ5 cos(θ5 + θ1) cos(θ3 + θ4) − cos θ4 1

 .

(1)

Finally we provide a result that is closely linked with the semi-definite approximation of the
MAXCUT problem by Goemans and Williamson [10].

Definition 2. The MAXCUT polytopeMCn ⊂ S+(n) is the convex hull of all matrices A ∈
S+(n) such that Aij ∈ {−1,+1} for all i, j = 1, . . . , n, i.e., all matrices of the form vvT ,
v ∈ {−1,+1}n.

The following lemma is a consequence of [10, Lemma 3.2].

Lemma 11. [15, Corollary 4.3] Let A ∈ S+(n) be a positive semi-definite matrix with Aii =
1, i = 1, . . . , n. Let B be the real symmetric n × n matrix defined entry-wise by Bij =
2
π

arcsinAij , i, j = 1, . . . , n. Then B ∈MCn.
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3 Minimal zeros of copositive matrices

In this section we consider properties of minimal zeros of general copositive matrices. First we
state an auxiliary result.

Lemma 12. Let A be a copositive matrix and u ∈ VA with support suppu = I . Let k be the
cardinality of I and denote the intersection Rk

+∩kerAI byK . Let v ∈ Rn be a nonzero vector
such that supp v ⊂ I . Then the following are equivalent.

(a) v ∈ VA,

(b) vI ∈ K .

Proof. By Lemma 2 the principal submatrixAI is positive semi-definite. The proof of the lemma
now follows from Lemma 4.

The lemma states that the set of zeros of a copositive matrix A whose support is contained in
the support of some fixed zero, is a convex polyhedral cone. This does not hold for the set of all
zeros, which is not convex in general. We now relate the minimal zeros to the extreme rays of
this cone. We first characterize these extreme rays.

Lemma 13. Let L ⊂ Rk be a nonempty linear subspace, let K = Rk
+ ∩ L, and let u ∈ K be

a nonzero vector. Then the following are equivalent.

(a) u is an extremal element of K ,

(b) if v ∈ K and supp v ⊂ suppu, then v is a multiple of u.

Proof. Let u be extremal and let v ∈ K be such that supp v ⊂ suppu. Then there exists
ε > 0 such that w = u− εv ≥ 0. Since u, v ∈ L, we also have w ∈ K . Then u = w + εv,
and by extremality of u the vectors v, w must be multiples of u. This proves the implication (a)
⇒ (b).

Let us now assume (b) and suppose that u = v + w for some v, w ∈ K . Since v, w ≥ 0, we
have supp v, suppw ⊂ suppu. By condition (b), v, w are then multiples of u. This proves the
extremality of u.

Lemma 14. Assume the conditions of Lemma 12. Then the following are equivalent.

(a) v is a minimal zero of A,

(b) vI is an extremal element of K .

Proof. For any vector y ∈ Rk, let ỹ ∈ Rn with supp ỹ ⊂ I be defined by ỹI = y. By Lemma
12, for every nonzero vector y ∈ K the vector ỹ is a zero of A.

Assume condition (a). Then condition (a) of Lemma 12 holds, and hence also condition (b) of
this lemma. Assume for the sake of contradiction that vI is not an extremal element of K . Then
there exist linearly independent vectors w, z ∈ K such that vI = w+z

2
. Consider the proper

affine line {y(λ) = λw + (1 − λ)z |λ ∈ R} in Rk and the corresponding proper affine line
{ỹ(λ) = λw̃ + (1 − λ)z̃ |λ ∈ R} in Rn. Define the interval J = {λ ∈ R | y(λ) ∈ K}.
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Then ỹ(λ) ∈ VA for all λ ∈ J . By closedness of K this interval is closed, and by w, z ∈ K
we have [0, 1] ⊂ J . Since w, z ≥ 0 and vI = w+z

2
, we have suppw, supp z ⊂ supp vI .

Hence the indices of the nonzero elements of y(λ) are contained in supp vI for every λ ∈ R.
In particular, for every λ ∈ J we have supp y(λ) ⊂ supp vI and supp ỹ(λ) ⊂ supp v. By
the minimality of v, we then have supp ỹ(λ) = supp v for every λ ∈ J , and hence also
supp y(λ) = supp vI . But since the indices of the nonzero elements of w− z are contained in
supp vI , the set {λ ∈ J | supp y(λ) = supp vI} must be open. It follows that J = R, which
contradicts the pointedness of the cone K . This proves (b).

Let us now assume (b). Then condition (b) of Lemma 12 holds, and hence also condition (a)
of this lemma. Assume for the sake of contradiction that there exists a zero w of A such that
suppw ⊂ supp v strictly. Then we have also suppwI ⊂ supp vI and wI ∈ K . By Lemma
13 the extremality of vI implies that wI is a multiple of vI . But then w is a multiple of v, which
contradicts the strictness of the inclusion suppw ⊂ supp v. This proves (a).

Corollary 1. Let A be a copositive matrix and u ∈ VA. Then u can be represented as a finite
sum of minimal zeros of A.

Proof. Let I = suppu and let the coneK be defined as in Lemma 12. By this lemma, we have
uI ∈ K . Then there exists a finite number of nonzero extremal elements ṽ, . . . , w̃ of K such
that ṽ + · · · + w̃ = uI . Define vectors v, . . . , w ∈ Rn such that supp ṽ, . . . , supp w̃ ⊂ I
and vI = ṽ, . . . , wI = w̃. Then by Lemma 14, v, . . . , w are minimal zeros of A, and by
construction v + · · ·+ w = u.

Next we show that up to multiplication by a constant, a minimal zero is defined by its support.

Lemma 15. Let A be a copositive matrix and u ∈ VA. Then the following are equivalent.

(a) u is a minimal zero of A,

(b) if v is another zero of A with support supp v ⊂ suppu, then there exists µ > 0 such that
v = µu.

Proof. Let the cone K be defined as in Lemma 12.

Assume condition (a). Then by Lemma 14 the vector uI is an extremal element of K . Note that
for every vector w ∈ K we have suppw ⊂ suppuI , and hence by Lemma 13 the cone K is
1-dimensional. Let now v ∈ VA with supp v ⊂ suppu. By Lemma 12 we then have vI ∈ K ,
and by the preceding vI is a multiple of uI . It follows that v is a multiple of u. Condition (b) now
easily follows.

Assume condition (b). Then for every v ∈ VA with supp v ⊂ suppu we have supp v =
suppu. Hence u is a minimal zero by definition, which proves (a).

Corollary 2. Let A be a copositive matrix. Then the number of equivalence classes of minimal
zeros of A with respect to multiplication by a positive constant is finite.

The classes of minimal zeros are hence in a one-to-one correspondence with the minimal sup-
port set suppVAmin. They are also in a one-to-one correspondence with the elements of the sets
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Xi from [7, Method 7.3], which relate to the extreme rays of the intersection of the nonnegative
orthant with the kernel of the maximal positive semi-definite principal submatrices of A.

Next we give a characterization of minimal zeros in terms of principal submatrices.

Lemma 16. Let A ∈ Cn be a copositive matrix and let I ⊂ {1, . . . , n} be a nonempty index
set. Then the following are equivalent.

(a) A has a minimal zero with support I ,

(b) the principal submatrix AI is positive semi-definite with corank 1, and the generator of the
kernel of AI can be chosen such that all its elements are positive.

Proof. Assume the notations of Lemma 12.

Assume condition (a), and let u be the minimal zero. Then by Lemma 2 the submatrix AI is
positive semi-definite. The vector uI is in the interior of Rk

+ and is by Lemma 14 an extremal
element of the cone K = Rk

+ ∩ kerAI . It follows that K is 1-dimensional, and hence kerAI
is 1-dimensional and generated by uI . This proves (b).

Assume condition (b). Choose a vector u ∈ Rn
+ such that suppu = I and uI generates the

kernel of AI . Then uI ∈ K . Since the kernel of AI is 1-dimensional by assumption, the vector
uI is also an extremal element of K . By Lemma 14 it follows that u is a minimal zero, which
proves (a).

Corollary 3. Let A ∈ Cn be a copositive matrix and u a minimal zero of A with support
I = suppu. Then for every proper subset J ⊂ I we have that the principal submatrix AJ is
positive definite.

Proof. By Lemma 16 the principal submatrix AI is positive semi-definite, has corank 1, and its
kernel is generated by a vector all whose elements are nonzero. Therefore AJ is both positive
semi-definite and non-degenerate, which implies that it is positive definite.

Next we shall consider m-tuples of minimal zeros with overlapping supports. We begin with an
auxiliary result.

Lemma 17. Let A ∈ Cn be a copositive matrix and I ⊂ {1, . . . , n} an index set such that AI
is positive definite. Let u ∈ VA such that (suppu) \ I = {k} consists of exactly one element,
and let u be normalized such that uk = 1. Then we have Akk = uTI AIuI , and u is a minimal
zero.

Proof. By Lemma 2 the principal submatrix Asuppu is positive semi-definite. It has the kernel
vector usuppu, which consists of positive elements only, and its principal submatrixA(suppu)\{k}
is positive definite. Hence Asuppu is of corank 1 and by Lemma 16 A has a minimal zero v with
support suppu. By Lemma 15 u is proportional to v and hence minimal.

By Lemma 3 we have Asuppuusuppu = 0. It follows that (Au)i =
∑

j∈I Aijuj + Aik = 0 for
every i ∈ suppu. In particular, Aik = −

∑
j∈I Aijuj for all i ∈ suppu. Setting i = k yields

Akk = −
∑

l∈I Alkul =
∑

j,l∈I Aljujul = uTI AIuI .
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Corollary 4. Let A ∈ Cn be a copositive matrix and I ⊂ {1, . . . , n} an index set such that AI
is positive definite. Let u, v be zeros of A such that (suppu) \ I = {k}, (supp v) \ I = {l}
for some indices k, l, and let u, v be normalized such that uk = vl = 1. Then (Au)l =
Akl +

∑
j∈I uj(Av)j − vTI AIuI . If u 6= v after normalization, then k 6= l.

Proof. We have (Au)l =
∑

j∈I Aljuj +Akl =
∑

j∈I((Av)j −
∑

l∈I Ajlvl)uj +Akl, which
proves our first claim.

Let now k = l. We then have

0 = uTAu = uTI AIuI + 2
∑
i∈I

Ailui + All

= uTI AIuI + 2
∑
i∈I

(
(Av)i −

∑
j∈I

Aijvj

)
ui + vTI AIvI

= uTI AIuI + 2
∑
i∈I

(Av)iui − 2uTI AIvI + vTI AIvI ≥ (uI − vI)TAI(uI − vI).

Here we used Lemma 17 for the second relation. Since AI � 0, it follows that uI = vI and
hence u = v. The second claim of the corollary now easily follows.

Theorem 1. Let A ∈ Cn be a copositive matrix and I ⊂ {1, . . . , n} an index set such
that the principal submatrix AI is positive definite. Let u1, . . . , um be zeros of A such that
(suppul) \ I = {kl} consists of exactly one element, and let ul be normalized such that
ul
kl = 1, l = 1, . . . ,m. Suppose that the zeros u1, . . . , um are mutually different after normal-

ization. Suppose further that suppurI ⊂ suppur+1
I for all r = 1, . . . ,m− 1.

Then the indices k1, . . . , km are mutually different, and u1, . . . , um are minimal zeros. More-
over, if v ∈ VA is a zero satisfying supp v ⊂ I ∪{k1, . . . , km}, then v =

∑m
i=1 αiu

i for some
nonnegative scalars αi. If in addition v is minimal, then there exists l ∈ {1, . . . ,m} and α > 0
such that v = αul.

Proof. By Lemma 17 the zeros u1, . . . , um are minimal, and by Corollary 4 the indices k1, . . . , km

are mutually different.

For the sake of notational simplicity, let us assume without loss of generality that kr = r for
r = 1, . . . ,m.

Consider r, s ∈ {1, . . . ,m} such that r ≥ s. By Lemma 3 we have (Aur)i = 0 for all
i ∈ I such that uri > 0. But then also (Aur)i = 0 for all i ∈ I such that usi > 0, because
suppusI ⊂ suppurI . Hence (Aur)iu

s
i = 0 for all i ∈ I . Corollary 4 then yields (Aus)r =

Ars − (urI)
TAIu

s
I , (Aur)s = Ars +

∑
j∈I u

r
j(Au

s)j − (urI)
TAIu

s
I . By Lemma 5 both these

expressions are nonnegative.

It follows that

(Aus)r+(Aur)s = 2(Aus)r+
∑
i∈I

uri (Au
s)i ≥

∑
i∈I

uri (Au
s)i =

∑
i∈I

uri (Au
s)i+

∑
i∈I

usi (Au
r)i.

(2)
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Switching the roles of r, s, we get that the inequality between the left-most and the right-most
expression in (2) is valid also for r ≤ s.

Let now v be a zero such that supp v ⊂ I ∪ {1, . . . ,m}. Set y = v −
∑m

r=1 vru
r, then

supp y ⊂ I and yTI AIyI = vTI AIvI − 2
∑m

r=1 vrv
T
I AIu

r
I +

∑m
r,s=1 vrvs(u

r
I)
TAIu

s
I . We

obtain

0 = vTAv = vTI AIvI + 2
∑
i∈I

m∑
r=1

Airvivr +
m∑

r,s=1

Arsvrvs

= vTI AIvI + 2
∑
i∈I

m∑
r=1

(
(Aur)i −

∑
j∈I

Aiju
r
j

)
vivr

+
m∑

r,s=1

(
(Aus)r −

∑
j∈I

usj(Au
r)j + (urI)

TAIu
s
I

)
vrvs

= yTI AIyI + 2
∑
i∈I

m∑
r=1

(Aur)ivivr

+
1

2

m∑
r,s=1

(
(Aus)r + (Aur)s −

∑
j∈I

usj(Au
r)j −

∑
j∈I

urj(Au
s)j

)
vrvs ≥ yTI AIyI .

Here for the third equality we used Corollary 4, and the last inequality follows from (Aur)i ≥ 0
by virtue of Lemma 5 and (2). But AI � 0, hence yI = 0 and consequently y = 0.

Thus v is a weighted sum of the minimal zeros u1, . . . , um with nonnegative coefficients αl =
vl. Assume that v is a minimal zero. Then by Lemma 15 only one of the zeros u1, . . . , um can
have a positive coefficient αl, and v must be proportional to that ul.

Theorem 1 restricts the ensemble of minimal zeros that a copositive matrix can have. For ex-
ample, we have the following restriction on pairs of minimal zeros with overlapping supports.

Corollary 5. Let A be a copositive matrix and u, v minimal zeros of A with supports suppu =
I , supp v = J . Assume that J \I = {k} consists of one element. Then every zerow ofA with
support suppw ⊂ I ∪ J can be represented as a convex conic combination w = αu + βv
with α, β ≥ 0. In particular, up to multiplication by a positive constant, there are no minimal
zeros w with suppw ⊂ I ∪ J other than u and v.

Proof. By Lemma 15 there exists i ∈ I such that i 6∈ J . By Corollary 3 the principal submatrix
AI\{i} is positive definite. Noting that J \ {k} ⊂ I \ {i}, the proof is accomplished by applying
Theorem 1 to this submatrix and to the zeros u1 = v, u2 = u.

4 Irreducibility of copositive matrices

In this section we establish necessary and sufficient criteria for the irreducibility of a copositive
matrix A ∈ Cn with respect to the conesNn and S+(n), respectively.
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First we give a slightly stronger version of Lemma 6, by requiring the zero u to be minimal.

Lemma 18. Let A ∈ Cn, and let i, j ∈ {1, . . . , n}. Then A is irreducible with respect to Eij if
and only if there exists a minimal zero u of A such that (Au)i = (Au)j = 0 and ui + uj > 0.

Proof. If there exists a minimal zero with the required properties, then A is irreducible with
respect to Eij by Lemma 6. Hence we have to prove only the önly if"direction.

Assume that A is irreducible with respect to Eij . By Lemma 6 there exists a zero v of A with
(Av)i = (Av)j = 0 and vi + vj > 0. Let without restriction of generality vi > 0. By Corollary
1 there exist minimal zeros u, . . . , w of A such that v = u + · · · + w. Let without loss of
generality ui > 0. By Lemma 5 we have Au ≥ 0, . . . , Aw ≥ 0. From (Av)i = 0 it then
follows that (Au)i = · · · = (Aw)i = 0. Similarly, we obtain (Au)j = 0. Thus u is a minimal
zero with the required properties.

Corollary 6. Let A ∈ Cn. Then A is irreducible with respect to Nn if and only if for every pair
of indices i, j ∈ {1, . . . , n} there exists a minimal zero u of A such that (Au)i = (Au)j = 0
and ui + uj > 0.

We shall now consider irreducibility with respect to the cone of positive semi-definite matrices.

Lemma 19. Let A ∈ Cn be a copositive matrix and let w ∈ Rn be a nonzero vector. Then A is
irreducible with respect to wwT if and only if there exists a zero u of A with wTu 6= 0.

Proof. Let us first assume that there exists a zero u with wTu 6= 0. For every ε > 0, we then
have uT (A−εwwT )u = −ε(wTu)2 < 0, andA−εwwT 6∈ Cn. It follows thatA is irreducible
with respect to wwT .

It remains to show the “only if"direction. Let A ∈ Cn be irreducible with respect to wwT . For
every ε > 0, consider the optimization problem

min
v

1

2
vT (A− εwwT )v : v ≥ 0,1Tv = 1. (3)

The optimal value of this problem is negative, and it is attained by compactness of the feasible
set. Let v be a global minimizer of the problem. Having only linear constraints, the problem fulfills
a constraint qualification [1],[11, p.52], and therefore it follows from the Karush-Kuhn-Tucker
optimality conditions that there exist Lagrange multipliers λ ∈ Rn

+ and µ ∈ R such that vTλ =
0 and (A−εwwT )v−λ+µ1 = 0. Multiplying with vT , we obtain µ = −vT (A−εwwT )v > 0.
From vTλ = 0 it also follows that suppλ ∩ supp v = ∅.
Let now εk → 0 be a sequence, let vk ∈ Rn

+ be a global minimizer of problem (3) for ε = εk,
and let λk = (λk1, . . . , λ

k
n), µk be the corresponding Lagrange multipliers. Note that 〈λk, vk〉 =

0, µk > 0, and
(A− εkwwT )vk − λk + µk1 = 0 (4)

holds for all k.

By possibly choosing a subsequence, we can assume without restriction of generality that vk →
u for some vector u ≥ 0 with 1Tu = 1. We may assume without loss of generality that
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suppu ⊂ supp vk, and hence suppλk ∩ suppu = ∅ and uTλk = 0 for all k. Multiplying (4)
by (vk − u)T , we then get

(vk − u)T (A− εkwwT )vk = 0. (5)

Moreover, 0 ≥ limk→∞(vk)T (A − εkww
T )vk = uTAu ≥ 0, and u ∈ VA. By Lemma 5

we have Au ≥ 0. Suppose the index i is such that (Au)i > 0. From (4) we obtain ((A −
εkww

T )vk)i = λki − µk < λki for all k. By limk→∞((A − εkww
T )vk)i = (Au)i > 0 we

must have λki > 0 for k large enough. We may hence assume without loss of generality that
suppAu ⊂ suppλk for all k. It follows that suppAu∩supp vk = ∅, and hence (vk)TAu = 0.

Inserting this into (5), we obtain (vk)T (A−εkwwT )vk = −εkuTwwTvk. HencewTu·wTvk >
0, and thus wTu 6= 0. Hence u is the required zero.

As with the case of irreducibility with respect to Eij , we may require the zero to be minimal.

Corollary 7. LetA ∈ Cn be a copositive matrix and let w ∈ Rn be a nonzero vector. ThenA is
irreducible with respect to wwT if and only if there exists a minimal zero u of A with wTu 6= 0.

Proof. By Lemma 19, the existence of a minimal zero u with wTu 6= 0 implies irreducibility with
respect to wwT .

Let, on the other hand, A be irreducible with respect to wwT . Then by Lemma 19 there exists
a zero v of A with wTv 6= 0. By Corollary 1 there exist minimal zeros u, . . . , y such that
v = u + · · · + y. For at least one of these minimal zeros, let it be u, we then must have
wTu 6= 0. This concludes the proof.

We are now able to characterize irreducibility with respect to the cone of positive semi-definite
matrices in terms of minimal zeros.

Theorem 2. A copositive matrix A ∈ Cn is irreducible with respect to the cone S+(n) if and
only if the linear span of the minimal zeros of A equals Rn. In particular, the number of linearly
independent minimal zeros has to be at least n.

Proof. The matrix A is irreducible with respect to the cone S+(n) if and only if it is irreducible
with respect to all extreme rays of this cone. By Corollary 19, this holds if and only if for every
nonzero vector w ∈ Rn there exists a minimal zero u of A such that wTu 6= 0. This condition
holds if and only if the minimal zeros span the whole space.

5 Minimal support sets of irreducible copositive matrices

In this section we obtain necessary conditions for a collection I = {I1, . . . , Im} of index
subsets Ii ⊂ {1, . . . , n} to represent the minimal support set suppVAmin of a copositive matrix
A ∈ Cn which is irreducible with respect to both S+(n) andNn and satisfies Aii = 1 for all i.

The obtained results can be applied to the classification of the extreme rays of Cn. The extremal
elements of Cn which are positive semi-definite or nonnegative have been described in [12,
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Theorem 3.2]. Extremal elements which are neither positive semi-definite nor nonnegative, i.e.,
which are exceptional, are necessarily irreducible with respect to both S+(n) andNn. Following
[3, p.9] and [8, p.1615], we may limit our consideration to extreme elements A ∈ Cn satisfying
Aii = 1 for all i. The results of this section limit the number of possible minimal support sets
which can occur in an exceptional extreme element with unit diagonal. The classification of the
extreme rays at least for C6 thus comes within reach.

Before we state the main result of this section, we will need to consider the connection between
the linear span of the minimal zero set VAmin and the properties of the minimal support set
suppVAmin. Let I1, . . . , Im ⊂ {1, . . . , n} be the elements of I = suppVAmin, sorted by their
cardinality. Since Aii = 1 for all i, we cannot have a zero u ∈ VA with exactly one positive
element. Hence the cardinalities of the support sets satisfy |Ik| ≥ 2, k = 1, . . . ,m. Let m2 be
the number of support sets of cardinality 2.

We now construct two graphs G2(I), G>2(I) from I1, . . . , Im. The graph G2(I) has n ver-
tices 1, . . . , n and m2 edges I1, . . . , Im2 . The graph G>2(I) is bipartite, with the two vertex
subsets being defined as V = {1, . . . , n}, W = {m2 + 1, . . . ,m}. A pair (v, w) ∈ V ×W
is an edge of G>2(I) if and only if v ∈ Iw. Let G2,1, . . . , G2,r be the connected components
of G2(I) which are bipartite.

Lemma 20. LetG be a graph with vertex set {1, . . . , n} andm edges (u1, v1), . . . , (um, vm).
Let MG be the n ×m matrix whose entries (uk, k) and (vk, k), k = 1, . . . ,m, are equal to
1 and all other entries are equal to 0. Let G1, . . . , Gr be those connected components of G
which are bipartite. Then for every k = 1, . . . , r the rows of MG with indices in the vertex set
of Gk are linearly dependent.

Proof. Let without loss of generality 1, . . . , p be the vertices ofGk, and let r1 = (r1
1, . . . , r

1
m), . . . , rp =

(rp1, . . . , r
p
m) be the corresponding rows ofMG. SinceGk is bipartite, there exist values σ1, . . . , σp ∈

{−1,+1} such that for every edge (i, j) ∈ Gk we have σiσj = −1. In other words, the as-
signment of the labels σ1, . . . , σp to the vertices 1, . . . , p realizes a 2-coloring of Gk.

By construction, the column j of MG has exactly two entries which equal 1, and all its other
entries equal to 0. The row indices of the entries which equal 1 are given by the vertices uj, vj
of edge j ofG. SinceGk is a connected component ofG, this edge either connects two vertices
outside of Gk, or it is an edge of Gk. In the first case rij = 0 for all i = 1, . . . , p. In the second
case r

uj

j = r
vj

j = 1, rij = 0 for i 6= uj, vj , and σuj
σvj

= −1. In both cases we obtain∑p
i=1 σir

i
j = 0.

Since this is valid for every j = 1, . . . ,m, we finally obtain
∑p

i=1 σir
i = 0. Thus the rows

r1, . . . , rp are linearly dependent.

Lemma 21. Let A ∈ Cn be a copositive matrix with unit diagonal. Let I1, . . . , Im be the el-
ements of its minimal support set I = suppVAmin, ordered by cardinality, and let m2 be the
number of supports with cardinality 2. Define the two graphs G2(I), G>2(I) as above, and let
G2,1, . . . , G2,r be the connected components of G2(I) which are bipartite.

If the linear span of the minimal zero set VAmin is the whole space Rn, then there exist edges
(v1, w1), . . . , (vr, wr) of G>2(I) such that vj is a vertex of G2,j for all j = 1, . . . , r, and the
vertices w1, . . . , wr are mutually different.
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Proof. Assume the conditions of the lemma. Let u1 = (u1
1, . . . , u

1
n)T , . . . , un = (un1 , . . . , u

n
n)T ∈

VAmin be linearly independent minimal zeros of A, normalized such that maxl u
k
l = 1 for all

k = 1, . . . , n. For k = 1, . . . , n, let ik be the index of the support of uk, suppuk = Iik .
By Lemma 15 the indices i1, . . . , in are mutually distinct, and we may assume without loss of
generality that they are ordered. Let s be the number of indices ik such that |Iik | = 2, i.e.,
|Iik | = 2 for k ≤ s and |Iik | > 2 for k > s.

Then the vectors u1, . . . , us appear as columns of the n × m2 matrix MG2(I) built from the
graph G2(I) as in Lemma 20. The nonzero entries of the columns us+1, . . . , un correspond to
edges in the graph G>2(I).

The n×nmatrixU composed of the column vectors u1, . . . , un is invertible. Denoting by sgnσ
the sign of the permutation σ ∈ Sn, we get detU =

∑
σ∈Sn

sgnσ
∏n

k=1 u
k
σ(k) 6= 0. We shall

partition the set of the summands in this sum into n!
s!

subsets indexed by the (n − s)-tuples
(σ(s+ 1), . . . , σ(n)).

Let J = (js+1, . . . , jn) ∈ {1, . . . , n}n−s be an ordered (n − s)-tuple of mutually distinct
indices, and let J be the set of all n!

s!
such (n − s)-tuples. For J ∈ J , let j1 < · · · < js

be the indices in the complement {1, . . . , n} \ {js+1, . . . , jn}. Let further σJ ∈ Sn be the
permutation given by σJ(k) = jk, k = 1, . . . , n, and let UJ be the s × s submatrix of U
with columns 1, . . . , s and rows j1, . . . , js. Then the determinant can be written as detU =∑

J∈J sgnσJ detUJ
∏n

k=s+1 u
k
jk

.

It follows that for at least one ordered (n−s)-tuple J ∈ J the summand detUJ
∏n

k=s+1 u
k
jk

is
nonzero. Let without loss of generality J = (s+ 1, . . . , n), such that σJ is the neutral element
of Sn and UJ is the upper left s× s block of U . Otherwise we may permute the coordinates of
Rn, or equivalently, the rows of U , to achieve J = (s + 1, . . . , n). We then have that UJ is
invertible and ukk 6= 0 for k = s+ 1, . . . , n.

The columns of UJ appear as columns i1, . . . , is in the s×m2 matrix formed of the first s rows
of MG2(I). Since the columns of UJ are linearly independent, the first s rows of MG2(I) must
also be linearly independent. From Lemma 20 it then follows that the vertex subset {1, . . . , s}
cannot be a superset of the vertex set of G2,j , j = 1, . . . , r. Hence for every j = 1, . . . , r
there exists a vertex vj of G2,j such that vj > s.

Now note that for k > s we have ukl 6= 0 if and only if (l, ik) is an edge of G>2(I). Hence
(k, ik) is an edge of G>2(I) for all k = s+ 1, . . . , n.

Then the edges (vj, ivj
), j = 1, . . . , r, witness the validity of the claim of the lemma.

Lemma 22. Let A ∈ Cn be irreducible with respect to Nn and such that Aii = 1 for every
i = 1, . . . , n. Then for every i, j = 1, . . . , n there exists a unique real number αij ∈ [0, 1]
such that Aij = − cos(αijπ).

Proof. We have Aij ≥ −1 because the principal submatrix A{i,j} has to be copositive. On the
other hand,Aij ≤ 1 by [16, Lemma 3.1] becauseA is irreducible with respect toNn. The claim
of the lemma now readily follows.

Clearly we have αij = αji and αii = 1 for all i, j. We shall now consider linear equalities and
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inequalities on these scalars imposed by the minimal support set of A. First we shall provide
some auxiliary results.

Lemma 23. Let A ∈ C5 with Aii = 1 for i = 1, . . . , 5 be irreducible with respect to Eij for
all i, j = 1, . . . , 5. Let αij ∈ [0, 1] such that Aij = − cos(αijπ), i, j = 1, . . . , 5. Then∑

1≤i<j≤5 αij ≥ 4.

Proof. If A 6∈ S+(5), then by Lemma 10 A can be brought to the form (1) with
∑5

i=1 θi < π
by a permutation of its rows and columns. It follows that in this case

∑
1≤i<j≤5 αij = 5 −

1
π

∑5
i=1 θi > 4.

Let now A ∈ S+(5), and let B be defined element-wise by Bij = 2
π

arcsinAij = 1 −
2
π

arccosAij = 2αij − 1, i, j = 1, . . . , 5. Then B ∈ MC5 by Lemma 11. By Definition
2 the extremal elements of the polytope MC5 are given by vvT with vi ∈ {−1,+1} for all
i = 1, . . . , 5. For every vector v ∈ {−1,+1}5 we have, however,

∑
1≤i<j≤5 vivj ≥ −2, and

hence −2 ≤
∑

1≤i<j≤5Bij = 2
∑

1≤i<j≤5 αij − 10. This yields the claim of the lemma.

Corollary 8. Let A ∈ C5 with unit diagonal and −1 ≤ Aij ≤ 1 for all i, j = 1, . . . , 5. Let
αij ∈ [0, 1] such that Aij = − cos(αijπ) for i, j = 1, . . . , 5. Then

∑
1≤i<j≤5 αij ≥ 4.

Proof. The matrix A can be decomposed into a sum Γ + N , where Γ ∈ C5 is irreducible with
respect toEjk for all 1 ≤ j < k ≤ 5, andN ∈ N5 with zero diagonal. Let γjk ∈ [0, 1] be such
that Γjk = − cos(γjkπ) for 1 ≤ j < k ≤ 5. Then we have

∑
1≤j<k≤5 γjk ≥ 4 by Lemma

23. But γjk ≤ αijik for all 1 ≤ j < k ≤ 5, because the function f(x) = − cos(πx) is strictly
increasing on [0, 1]. The claim now readily follows.

Lemma 24. Let A ∈ Cn be irreducible with respect to Nn and such that Aii = 1 for every
i = 1, . . . , n. For i, j = 1, . . . , n, let αij ∈ [0, 1] be such that Aij = − cos(αijπ). Let further
B be a real symmetric n× n matrix defined element-wise by Bij = 2

π
arcsinAij = 2αij − 1.

Then the following relations hold, where the indices i, j, k are assumed to be pairwise distinct:

(a) if {i, j} ∈ suppVAmin, then αij = 0;

(b) if {i, j} 6∈ suppVAmin, then αij > 0;

(c) if I ∈ suppVAmin, then BI ∈MC|I|;

(d) if I ⊂ J strictly and J ∈ suppVAmin, then BI ∈ relintMC|I|;

(e) if {i, j, k} ∈ suppVAmin, then αij + αik + αjk = 1;

(f) if there does not exist I ∈ suppVAmin such that I ⊂ {i, j, k}, then αij +αik +αjk > 1;

(g) if {i, j} ∈ suppVAmin, then αik + αjk ≥ 1 for all k;

(h) for every pairwise distinct indices i1, . . . , i5 ∈ {1, . . . , n} we have
∑

1≤j<k≤5 αijik ≥
4.

Proof. (a) By Lemma 16 we have Aij = −1 and hence αij = 0.
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(b) If αij = 0, then Aij = −1 and {i, j} ∈ suppVAmin by Lemma 16.

(c) By Lemma 16 the principal submatrix AI is positive semi-definite. The claim now follows
from Lemma 11.

(d) By Lemma 16 the principal submatrix AI is positive definite. The claim now follows from
Lemma 11 and the fact that the function f(x) = 2

π
arcsinx is bijective on [−1, 1].

(e) By Lemma 18 the principal submatrix A{i,j,k} is irreducible with respect toN3. The rela-
tion αij + αik + αjk = 1 now follows from Lemma 9.

(f) By Lemma 18 the principal submatrix A{i,j,k} is not irreducible with respect to E12, E13,
andE23. Hence it can be decomposed into a sum Γ+N , where Γ ∈ C3 is irreducible with
respect to {E12, E13, E23}, and N ∈ N3 with zero diagonal and positive off-diagonal
elements. Let γlm ∈ [0, 1] be such that Γlm = − cos(γlmπ) for 1 ≤ l < m ≤ 3. By
Lemma 9 we then have γ12 + γ13 + γ23 = 1. However, αij > γ12, αik > γ13, and
αjk > γ23, because the function f(x) = − cos(πx) is strictly increasing on [0, 1]. The
claim now readily follows.

(g) Let u ∈ VAmin with suppu = {i, j}. By Lemma 7 the two positive elements of u are
equal, and we may normalize them to 1. By Lemma 5 we get (Au)k = Aik + Ajk =
cos((1 − αik)π) − cos(αjkπ) ≥ 0. It follows that (1 − αik)π ≤ αjkπ and hence
αik + αjk ≥ 1.

(h) This follows from Corollary 8.

Theorem 3. Let A ∈ Cn be a copositive matrix satisfying Aii = 1 for all i. Suppose that A is
irreducible with respect to both S+(n) and Nn. Let I1, . . . , Im be the supports in the minimal
support set I = suppVAmin of A, ordered by their cardinality. Then I satisfies the following
conditions.

(i) Every index set Ii contains 2 ≤ |Ii| ≤ n− 2 indices.

(ii) There do not exist i, j such that Ii ⊂ Ij strictly.

(iii) For every index set I ⊂ {1, . . . , n} and indices i, i1, . . . , il, j satisfying the conditions

� I ⊂ Ii strictly,

� Iir \ I = {kr} consists of exactly one element for r = 1, . . . , l,

� (Iir ∩ I) ⊂ (Iir+1 ∩ I) for r = 1, . . . , l − 1,

� Ij ⊂ I ∪ {k1, . . . , kl},

there exists r ∈ {1, . . . , l} such that j = ir.

(iv) LetG2(I),G>2(I) be the graphs constructed from I as in Lemma 21, and letG2,1, . . . , G2,r

be the connected components of G2(I) which are bipartite. Then there exist edges
(v1, w1), . . . , (vr, wr) of G>2(I) such that vj is a vertex of G2,j for all j = 1, . . . , r,
and the vertices w1, . . . , wr are mutually different.
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(v) The system of linear equations and strict and nonstrict inequalities which is defined by
(a)–(h) of Lemma 24 on the variables αij = αji ∈ [0, 1], 1 ≤ i, j ≤ n, has a solution.

Proof. Since Aii 6= 0 for all i, there cannot be any zero u of A with | suppu| = 1. By Lemma
8 there cannot be a zero u with | suppu| ≥ n− 1. Hence (i) holds.

Condition (ii) follows from the definition of minimality of a zero.

Condition (iii) is a consequence of Corollary 3 and Theorem 1.

Condition (iv) follows from Theorem 2 and Lemma 21.

Condition (v) follows from Lemma 24.

An exceptional extremal matrix A ∈ Cn is irreducible with respect to both S+(n) and Nn.
Hence conditions (i)–(v) of Theorem 3 are necessary conditions for the minimal support set of
an exceptional extremal copositive matrix.

For given n it can be checked algorithmically whether a collection I1, . . . , Im ⊂ {1, . . . , n} of
index sets satisfies conditions (i)–(v) of Theorem 3. While this is evident for conditions (i)–(iii),
we shall consider the algorithms for checking conditions (iv),(v) in more detail.

Condition (iv) can be checked by constructing a new bipartite graphG fromG>2(I). To this end
we manipulate the vertex subset V = {1, . . . , n} of G>2(I) based on the bipartite connected
components G2,1, . . . , G2,r of the graph G2(I). First we delete all vertices in V which do not
appear in one of the connected components G2,1, . . . , G2,r. Then for every j = 1, . . . , r we
fuse the subset of V which corresponds to the vertex set of G2,j into one vertex j. The so
obtained graph G is again bipartite with vertex subsets {1, . . . , r} and {m2 + 1, . . . ,m}.
Then condition (iv) is satisfied if and only if G has a matching of size r.

Condition (v) can be checked by solving a linear program. Note that conditions (c) and (d)
of Lemma 24 lead to nonstrict and strict linear inequalities on αij , respectively, because the
polytopeMC|I| from Definition 2 and its relative interior are described by nonstrict and strict
linear inequalities, respectively, on the off-diagonal elements of the matrix B. In order to handle
the strict inequalities, we introduce a single additional slack variable ε. We then turn all strict
inequalities into nonstrict inequalities by adding ε on the smaller side. Then we maximize ε with
respect to the system of linear constraints provided by conditions (a)–(h) of Lemma 24. This
amounts to a linear program with n(n−1)

2
+ 1 variables ε, α12, . . . , αn−1,n. If the program is

infeasible or its optimal value is nonpositive, then condition (v) cannot hold. On the other hand,
if the primal value is unbounded or the optimal value is strictly positive, then condition (v) is
satisfied. Since we have to distinguish if the optimal value is zero or strictly positive, we need to
solve the linear program exactly. Note that it has integer coefficients and thus a rational solution.
This solution can be obtained by the simplex method.

Two collections I1, . . . , Im and J1, . . . , Jm satisfying conditions (i)–(v) of Theorem 3 can be
considered being equivalent if there exists a permutation π ∈ Sn of the indices 1, . . . , n
such that {π(I1), . . . , π(Im)} = {J1, . . . , Jm}. We have computed all such collections for
n ≤ 7. The number of equivalence classes is 0 for n ≤ 4, 2 for n = 5, 44 for n = 6,
and 12378 for n = 7. Hence Cn cannot have exceptional extreme rays for n ≤ 4, which
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No. suppVAmin No. suppVAmin

1 {1,2},{1,3},{1,4},{2,5},{3,6},{5,6} 23 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{2,4,6},{3,4,5,6}
2 {1,2},{1,3},{1,4},{2,5},{3,6},{4,5,6} 24 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{3,4,6},{3,5,6}
3 {1,2},{1,3},{1,4},{2,5},{3,5,6},{4,5,6} 25 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{3,4,6},{4,5,6}
4 {1,2},{1,3},{1,4},{2,5,6},{3,5,6},{4,5,6} 26 {1,2,3},{1,2,4},{1,3,5},{1,4,5},{2,3,6},{2,4,6}
5 {1,2},{1,3},{2,4},{3,4,5},{1,5,6},{4,5,6} 27 {1,2,3},{1,2,4},{1,3,5},{1,4,5},{2,3,6},{3,4,6}
6 {1,2},{1,3},{1,4,5},{2,4,6},{3,4,6},{4,5,6} 28 {1,2,3},{1,2,4},{1,3,5},{2,4,5},{3,4,5},{2,3,6}
7 {1,2},{1,3},{2,4,5},{3,4,5},{2,4,6},{3,4,6} 29 {1,2,3},{1,2,4},{1,3,5},{2,4,5},{2,3,6},{2,5,6}
8 {1,2},{1,3},{2,4,5},{3,4,5},{2,4,6},{3,5,6} 30 {1,2,3},{1,2,4},{1,3,5},{2,4,5},{3,4,6},{3,5,6}
9 {1,2},{3,4},{1,3,5},{2,4,6},{1,5,6},{4,5,6} 31 {1,2,3},{1,2,4},{1,3,5},{2,4,5},{1,5,6},{2,5,6}

10 {1,2},{1,3,4},{1,3,5},{2,3,6},{3,4,6},{3,5,6} 32 {1,2,3},{1,2,4},{1,3,5},{2,4,5},{1,5,6},{4,5,6}
11 {1,2},{1,3,4},{1,3,5},{1,4,6},{2,5,6},{3,5,6} 33 {1,2,3},{1,2,4},{1,3,5},{2,4,5},{3,5,6},{4,5,6}
12 {1,2},{1,3,4},{1,3,5},{1,4,6},{3,5,6},{4,5,6} 34 {1,2,3},{1,2,4},{1,3,5},{2,4,6},{3,5,6},{4,5,6}
13 {1,2},{1,3,4},{1,3,5},{2,4,6},{3,4,6},{2,5,6} 35 {1,2,3,4},{1,2,3,5},{1,2,4,6},{1,3,5,6},{2,4,5,6},{3,4,5,6}
14 {1,2},{1,3,4},{1,3,5},{2,4,6},{3,4,6},{3,5,6} 36 {1,2},{1,3},{1,4},{2,5},{4,5},{3,6},{5,6}
15 {1,2},{1,3,4},{1,3,5},{2,4,6},{3,4,6},{4,5,6} 37 {1,2},{1,3,4},{1,3,5},{1,4,6},{2,5,6},{3,5,6},{4,5,6}
16 {1,2},{1,3,4},{1,3,5},{2,4,6},{3,5,6},{4,5,6} 38 {1,2},{1,3,4},{1,3,5},{2,4,6},{3,4,6},{2,5,6},{3,5,6}
17 {1,2},{1,3,4},{2,3,5},{3,4,5},{2,4,6},{3,4,6} 39 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{1,4,6},{2,5,6},{3,5,6}
18 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{1,4,6},{1,5,6} 40 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{1,4,6},{3,5,6},{4,5,6}
19 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{1,4,6},{2,5,6} 41 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{2,4,6},{3,4,6},{3,5,6}
20 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{1,4,6},{3,5,6} 42 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{2,4,6},{3,5,6},{4,5,6}
21 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{2,4,6},{3,4,6} 43 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{1,4,6},{2,5,6},{3,5,6},{4,5,6}
22 {1,2,3},{1,2,4},{1,2,5},{1,3,6},{2,4,6},{3,5,6} 44 {1,2,3},{1,2,4},{1,3,5},{1,4,5},{2,3,6},{2,4,6},{3,5,6},{4,5,6}

Table 1: Candidate minimal support sets of exceptional extreme matrices in C6

yields a quick proof of Dianandas identity Cn = S+(n) +Nn for n ≤ 4. The two equivalence
classes for the case n = 5, with representatives {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5}} and
{{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {1, 4, 5}, {1, 2, 5}}, are realized by the Horn form [12] and the
T -matrices from [13], respectively, which indeed exhaust the types of exceptional extreme rays
of C5. In Table 1, we list one representative of each of the 44 equivalence classes for the case
n = 6.

Finally, we give an idea of the strength of conditions (iii)–(v) in Theorem 3 by providing in Table
2 the number of equivalence classes of nonempty collections satisfying conditions (i) and (ii)
and different combinations of conditions (iii)–(v) of Theorem 3 for different matrix sizes n. The
lower bounds in Table 2 are the numbers of equivalence classes of collections where all subsets
have an equal number of elements, and where there are exactly 7 subsets, respectively. The
actual numbers of classes are likely one or two orders of magnitude higher, but the effort for
their computation is beyond reasonable limits. From the table one sees that condition (iii) is the
strongest for n ≤ 5, but for n ≥ 6 condition (iv) becomes dominant.
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combination number of equivalence classes for
of conditions n = 4 n = 5 n = 6 n = 7
(i),(ii) 10 150 15933 > 14028724
(i),(ii),(iv),(v) 6 33 298 19807
(i)–(iii),(v) 0 11 2697 > 157872
(i)–(iv) 0 2 80 18676
(i)–(v) 0 2 44 12378

Table 2: Number of equivalence classes of nonempty minimal support sets satisfying different
combinations of conditions

6 Conclusions

In this work we introduced and considered minimal zeros of copositive matrices. We established
that the minimal zeros are essentially in one-to-one correspondence with the sets of indices of
their positive elements (Lemma 15), which allows for a combinatorial approach to the classifi-
cation of the possible combinations of minimal zeros. The main results are Theorems 1 and 2,
which restrict the combinations of minimal zeros that a copositive matrix can have. The former
is valid in general, while the latter holds for matrices which are irreducible with respect to the
cone of positive semi-definite matrices. Lemma 24 provides relations which the minimal support
set imposes on the off-diagonal elements of a matrix A ∈ Cn which has unit diagonal and is
irreducible with respect to both S+(n) and Nn. Together with trivial restrictions coming from
the definition of minimality of a zero and conditions on the number of positive elements in the
zeros which have been established in [3, 8] they open an approach to the classification of the
exceptional extreme rays of the cone Cn for low n (Theorem 3). Independently of the application
to the classification of extreme rays, the concept of minimal zeros might prove to be a useful
tool in the study of copositive matrices in general.
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