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Abstract

A dynamic large deviations principle for a countable reaction network including coagulation—
fragmentation models is proved. The rate function is represented as the infimal cost of the reaction
fluxes and a minimiser for this variational problem is shown to exist. A weak reversibility condition
is used to control the boundary behaviour and to guarantee a representation for the optimal fluxes
via a Lagrange multiplier that can be used to construct the changes of measure used in standard
tilting arguments. Reflecting the pure jump nature of the approximating processes, their paths are
treated as elements of a BV function space.

1 Introduction

Since the initial works of Kurtz [Kur70, Kur72], reacting particle systems have been a major object
of study, see also the survey [AK11] and the references therein. In these works it is proven that
the concentration of particles converges to a deterministic limit as the number of particles goes to
infinity. The next question is then how to prove a dynamical large deviation principle corresponding
to this limit. It is important to know these large deviations for a number of reasons. Firstly, the large
deviations can often be used to improve efficiency of rare event simulations [Sie76]. Secondly,
the large deviation rate encodes thermodynamic properties of the macroscopic system, like the
free energy functional that drives the system and sometimes the dissipation potential. Together
these completely characterise the macroscopic evolution as a function of thermodynamic driving
forces. In fact, we studied such connections in the article [MPPR15], which was also the main
motivation behind the current study. As we discuss below, there are a number of large deviation
results for chemical reactions in the literature. However, applications to modern biochemistry and
coagulation-fragmentation type reactions show a practical need to extend the theory to large and
complex reaction networks.
In this paper we study a network of reactions,

T E(T) L
> aA, ==Y BUA,  reR, (1.1)
yeY yey

where ) is a countable space of species, R is a countable space of reactions. The numbers
oz?(f), ;,” are called the stoichiometric coefficients or complexes, and the reaction rates k" de-

pend on the concentration of the species in ).

Microscopic model. The reaction networks described above are commonly modelled by the
following microscopic particle system. If at some given time ¢ there are N () particles of types
Yi(t),. .., YN (t) in the system with fixed volume V', then the empirical measure (or concen-

tration) is defined as CV)(t) := V1 Zi]i(f) Ly, ;). With jump rate k") (C)(t)), also called



propensity, a reaction 7 occurs, causing the concentration to jump to the new state CV)(¢) +
%fy(”, where v = B — o € RY is the effective stoichiometric vector (sometimes called
state change vector) for reaction r. Since the propensities k&' depend on the particles through
the empirical concentration only, CV(¢) is a Markov jump process in RY with generator

(QM®)(c) = Z V() (@(c+ $97) — @(c)). (1.2)

reR

Convergence to Reaction Rate Equation. We will assume that the initial concentration
C™)(0) is deterministic and converges to a fixed initial concentration ¢(0) as V' — oo. As such,
the volume V' controls the order of the (changing) number of particles in the system. We will
assume further that the scaled propensities V*Ik(“v)(c) converge to the macroscopic reaction
rates £ (c) from (1.1). Then under the appropriate conditions, the process C'")(¢) converges as
V' — o0 to the deterministic concentration ¢(¢) that solves the Reaction Rate Equation [Kur70],

é(t) =) kD (e(t)y". (1.3)

reR

Large deviations. In our main result, Theorem 5.1, we prove that the processes C*)(t)|L_,
satisfy a large deviation principle as V' — oo, with rate functional

T T
I(c): sgﬁw(y))/o §(t)-c(dt)—/0 H (c(t),&(1)) dt, (1.4)

ceC(

where

H(c,§) := Z k™ (c) (667(7‘) -1).

reR

Spaces and topologies. In our setting, concentrations C'V)(t), ¢(t) will always lie in the
space of summable sequences ['()). Here, the countability of ) (and R) is particularly useful
because, although the weak and strong topologies on [1(3/) differ, they have precisely the same
convergent sequences. We also exploit the fact that [*()) is the dual of ¢o()) with Banach-Alaoglu
arguments. We briefly mention that instead of [1(3/) one could also work with the more general
Orlicz space of sequences for which the rate functional is finite, as in [Lé095].

For the paths in [ () we take a slightly different space than the usual Cadlag/Skorohod space,
namely the space of functions of bounded variation. In this space any path ¢ has a measure-
valued derivative ¢, which is used in (1.4). We equip the path space with (what we call) the hybrid
topology. This topology is weaker than the norm topology but stronger than the weak-* topology
[HPR]. It turns out that some large deviation results, in particular the exponential tightness, have
a very natural and explicit construction in this topology. Our large-deviation result also holds in the
Skorohod space, however controlling the variation requires more complicated estimates.

Literature and techniques. In [Fen94] and [Lé095], dynamical large deviation principles are
proved for particle systems with a countable, respectively continuous range of species and reac-
tions. In these models as in ours, the reaction rates depend on the empirical measure of the entire



particle system—there is a mean-field interaction. However, only jump-type unimolecular reactions
are considered, meaning that each reaction only transforms one particle into one other. The model
of [Fen94] includes independent jumps and unbounded mean-field interaction, but the mean-field
interaction is of a very specific type. In the model of [Lé095] each particle is permanently assigned
to a spatial lattice site, and the jump rates in an additional chemical coordinate are bounded. In the
paper [DK95], the results of [Fen94, Lé095] are combined into a more general framework, still for
unimolecular reactions. These works follow the ideas of [DG87], where one first proves a Sanov-
type large deviation principle of the empirical measure on the space of paths, and then transforms
back to the path of the empirical measure. However, the Sanov-type large-deviation principle is
based on an explicit Radon-Nykodym derivative for the original process with respect to a process
of independent particles, which fails for reactions involving multiple molecules.

In [SW95, Ch. 5] a dynamical large deviation principle is proven for systems with more general
chemical reactions, but for a finite number of species and reactions (implying bounded propen-
sities) and under the assumption that the propensities are bounded away from zero. This lower
bound on the propensities controls the behaviour at the boundary of the state space. However,
this assumption can be physically and mathematically undesirable, especially if one aims to gen-
eralise to a countable number of reactions. In the paper [SWO05] the authors were able to relax this
condition by requiring only local existence of a reaction with a propensity bounded away from zero.

The recent work [DEW91, DRW16] focusses on a specific form of the propensities k"), in
particular on a generalisation of mass-action kinetics. Their work covers propensities that vanish
at the boundary, with a a few fairly weak assumptions, but restricted to the case of simultaneous
unimolecular reactions on a finite state space.

The techniques that we use are most closely related to [SW95]. As in their model, we will
assume that the total propensities are bounded from above. Since we work on a countable state
space, this implies that the reaction rates cannot be bounded away from zero. In order to control the
boundary behaviour we use a slightly different assumption to [SW05] and [DRW16]. Our assump-
tion (see (3.3h)) is similar to what is sometimes called weak reversibility, see [AK11, Def. 1.10].
Whether a large deviation principle still holds without such condition remains an interesting and
important open question.

Dual formulation of the rate functional. Following [SW95], an essential step is to prove that
the rate functional I is equal to the dual formulation:

T
inf /EntC u(t))dt, ¢ Wh(0,T;11())),
I(C) = ueLl(O,T;IIZO(R)) 0 (t)( ()) ( ( ))
FTu=¢

00, otherwise,
(1.5)
where
1. ™ (1) H ™ 1. T
Zrer FO @A (i), Hu <R
“+o0 otherwise,

(fw)y =3 7w, Ente(u) = {
reR
(1.6)

and Ap(z) := zlogz — z + 1, Ag(0) := 0 is the Boltzmann function. The component u" (¢)
measures the amount of reaction r that takes place at time ¢. As such, the large deviation rate (1.5)



can be seen as the large deviations for the empirical flow (see for example [BFG15]), transformed
back to the large deviations for the empirical measure by a contraction principle. With this interpre-
tation, one could consider the relation ) . v"u'"” = ¢ as a discrete-space counterpart of the
continuity equation — div(cu) = ¢, common in mass transport theory and related large deviation
results (see for example [DG87] and [AGS08]).

It turns out that with our weak reversibility condition, there always exists an optimal flow « which
is non-zero. This flow can then be used to construct an optimal £ in (1.4), which plays a crucial role
in the proof of the lower bound.

Outline. In Section 2 we introduce the state space and path space. In Section 3 we introduce the
precise particle system by a list of assumptions under which we will prove our results. In Section 4
we analyse the rate functionals (1.4) and (1.5). Finally, in Section 5 we prove the large deviation

principle for the processes (C")),_ .

2 Preliminaries

In Subsection 2.1 we introduce the state space along with some notation that we will need later.
We then introduce the stoichiometric simplices as a subspace in which the processes remain, and
prove a that these simplices are compact. In Subsection 2.2 we introduce the space of functions of
bounded variation on a countable state space and the corresponding hybrid topology.

2.1 State space and stoichiometric simplices

As mentioned in the introduction, concentrations will be taken from the space
1 . . -
Q) :={ceRY | := > yeyleyl < 00}

Test functions £ are taken either from the space of bounded sequences, the space of vanishing
sequences, or the space of sequences with finite support:

[Oo(y) = {E : y — R) |£’OO = SuPyey|£y| < OO},
co(V) = {€ € 1°(Y) 1 Ve > 03F 'C Vst & < e},

finite

(V) :={£€°(Y): IF C Yst&|pe =0}

Similarly we will work with the space of summable or bounded sequences in I'(R) and I°°(R).
Recall that [*°()) = [1())* = ¢o())**. The usual dual pairing will be denoted by ¢ - ¢ :=
Zyey &§yCy- Wherever we write a space with the subscript > 0 or > 0, we restrict to the elements
with non-negative, respectively positive coordinates.

We will assume that ||| := sup,cz |7 |1 < oo, so that the linear operator I' : [}(R) —
(1() from (1.5) is in fact bounded. We stress that the range Ran T := {Tu : u € '(R)} C
[ () allows for infinite combinations of the stoichiometric vectors. Equivalently, we can interpret
the vectors (7"),cr as a Schauder basis for Ran T in [}()), but not as a Hamel basis in the
sense of finite linear combinations.



Because the process C'V)(-) does not necessarily conserve the number of particles, we need
to introduce some structure that permits the use of tightness and compactness arguments. Such
structure will be given by the stoichiometric simplexes set out below.

Given the effective stoichiometric vectors (") and some fixed deterministic initial condition
c(0) in (), both the random process C)(t) and the deterministic limit c(¢) will remain in
the stoichiometric simplex (sometimes also called the non-negative stoichiometric compatibility
class [AK11, Def. 1.11]),

[0y (YY) = o(Y) N (¢(0) + RanT).

An important assumption on the stoichiometric simplex will be the existence of a quantity m €
RJ;O that is conserved m - Ran ' = 0 and bounded away from zero. This quantity plays the role
of a mass function so that this assumption is very physical. We stress that m does not have to lie
in Ker ' ¢ [°°()) as it may not be bounded; on the contrary, we assume a growth condition
on . These assumptions will automatically imply compactness of the stoichiometric simplices (cf.
[SWO05, Ass. 2.1]):

Lemma 2.1 (Compact containment). Assume there exists anm & RJZJO with
-m-z2z=0 VzeRanl,
- infyeymy =1 m > 0, and
— forany 6 > O there exists a finite subset Vs C ) such thatm,, > 1/d ony € V5.

If¢(0) € [L4(Y) withm - ¢(0) < oo then the closure of the stoichiometric simplex Cl([i(o) %)
is compact in [ ().

Proof. We prove the relative compactness of [i(o)(y). Forany c € [i(o) (), the quantity m - ¢ €
m - (c¢(0) + Ranl) = m - ¢(0) < oo is conserved. From the boundedness from below of
m we then deduce for any ¢ € [i(o)(y) that |c[y < m™' Y0 myc, = m~'m - ¢(0) < oo,
hence the set [i(o) () is norm-bounded. By Banach-Alaoglu it is therefore relatively compact in
the weak-* topology, defined by pairings with ¢9()’). We can then exploit the growth condition
to improve the compactness to the weak topology, defined by pairings with [°°()). Indeed, for
anye > 0andc € [(1:(0) (V). take & < €/(m - c(0)). Then 30 cyecy < 630 cye mycy <
dm-c=3dm-c(0) < e, so that [(1:(0) () is tight, and weakly sequentially relatively compact
by Prokhorov’s Theorem. Recall that weak convergence of sequences in [1())) coincides with
strong convergence [Con90, Prop. 5.2]. Hence the set [i(o) () is strongly sequentially relatively
compact, which is then also strongly topologically relatively compact since the strong topology is
metrisable. O

2.2 Functions of bounded variation with the hybrid topology

We now describe the space and topology in which we prove the large-deviation principle. For any
function ¢ € L* (O, T (y)) the essential pointwise variation is defined as [AFP00]

K-1
epvar(c) := inf sup Z |é(tps1) — ¢(tr)1,
c=ca.e. O<t1<..<tg<T =1



where the supremum ranges over all finite partitions of the interval (0,7") and the infimum deals
with the fact that L'-functions are equivalence classes. The space of functions of bounded variation
is then defined as

BV (0,7;0(9)) == {e € L1 (0. T3 () : eprar(c) < oo},

with the corresponding norm [|c[|Bv := ||¢[| 11 (0,71 (1)) + epvar(c).
An important feature of functions of bounded variation is that they always have a signed,
measure-valued derivative ¢ € rca(0, T; I*())), in the sense that [HPR]

T T
/ E(t) - e(t)dt = —/ E(t)-é(dt)  forallé € Cf (0,T;¢0()).
0 0

The total variation of this derivative is in fact the variation, i.e. epvar(c) = ||¢|| v, the total varia-
tion norm of the measure-valued derivative [HPR].

In order to prove exponential tightness, one needs to characterise compactness in the space of
paths, which is generally difficult in a norm topology. Therefore one typically switches to a weak-*
topology. It can be shown that the space BV (O, T, [1(3))) indeed has a predual, and that weak-
* convergence of functions ¢V is characterised by vague convergence of the measures dt +
¢V (t)dt and ¢V, see [AFP00, Rem. 3.12] and [HPR]. If the species space ) is finite, then
this is equivalent to strong L!-convergence of ¢V plus vague convergence of the measures ¢V,
However, this equivalence is no longer true if ) is infinite. Instead, we thus get a topology that is
stronger than the weak-* topology and weaker than the norm topology. More precisely,

Definition 2.2. We say that ¢") converges to ¢ in BV (0,T; [*())) in the hybrid topology, de-
noted by ¢V = ¢, if

[ | HC(V) — C“Ll(()’T;[l(y)) — 0, and
W [Te(t) - ¢ (L) — [E(t) - é(dt) for all test functions € € Co (0, T; co(D)).

Beware of the logical mistake that the second condition follows from the first. Indeed, the strong
L!-convergence implies weak convergence of pairings with test functions C’é (O, T, co(y)), but
not with test functions in Cy (0, T%; ¢o ().

We remark that the vague topology is not metrisible for infinite )/ [Rud73, Th. 3.16 and Ex. 3.15],
so that the hybrid topology is only characterised by convergence if one considers nets rather than
sequences. Also because we work in a stronger topology than the weak-* topology, we cannot use
a Banach-Alaoglu argument to identify compact subsets. Instead we have the following result.

Theorem 2.3 (HPRY]). Foranyc € BV (0,T;1*(Y)), compact K C I'(V), and L > 0, the set

{é eBV(0,T;1"(V)) : | — cllsy < L} NEOD, where
KOD = Lc:(0,T) » 1Y) st.c(t) € K Vt € (0,T)}
is (topologically and sequentially) compact in BV (0, T’; I! (y)) with the hybrid topology.

Remark 2.4. In fact, the compact set K is even allowed to depend on %, but we will not need that
level of generality in the current paper. O



3 The empirical process

In Subsection 3.1 we specify the exact setting by introducing a set of conditions that we will assume
throughout the paper. We show that the assumptions are satisfied by a subclass of models with
mass-action kinetics, and prove that our microscopic models are well defined and bounded for
all time. Next, in Subsection 3.2 we show the convergence of the process to the solution of the
Reaction Rate Equation. This convergence will be used explictly in the proof of the large deviation
principle.

3.1 Setting

Since we want to focus on stochastic fluctuations due to the dynamics, we will assume (without
loss of generality) deterministic initial conditions:
Assumption 3.1. For each V' > 0 the initial condition is deterministic C"’(0) = ¢)(0), and

1
c"(0) L ¢(0) with supy,~gm - ¢ (0) < oco.

We show below that the processes (CV)(t)) remain a.s. in the

union

t€(0,7),V>0 (C(t))tG(O,T)

K= 01([§(0)(y) v [;(V)(O)(y)). (3.1)

V>0

This set will be used in the compact containment condition in Theorem 2.3. By the following argu-
ment it is indeed compact:

Lemma 3.2 (Compact containment Il). Under Assumptions 3.3a and 3.1, the set KK is compact in

).
Proof. This is a simple adaptation of the proof of Lemma 2.1, where we now take

0 < ‘ (3.2)
supy m - ¢V (0) '

The assumptions on the process under which we will prove our results are the following.

Assumption 3.3. Given effective stoichoimetric coefficients (Y™),cr € ¢.()), propensities and
reaction rates (k"V)),er v=0, (K")rer: Lo(Y) — RE,, and deterministic initial condition
c(0) € 5 (), we will further assume that:

B there exists anm € Rgo with

B m-2=0 VzeRan', (3.3aa)

B inf,cym, =:m >0, and (3.3ab)

B forany § > 0 there exists a finite subset Y; C ) such thatm, > 1/6 ony € Vs,
(3.3ac)

B m-c0) < oo, (3.3b)

B 1 <inf,er|v")1 <sup,er|y ™ =:||T]| < oo, (3.3c)



B k" (c) =0forc < —V 14" (component wise), (3.3d)
B limy o0 SUPeci Y orer |2 (€) — K7 (c)| =0, (3.3e)
B supecg Y er k7 (c) < oo, (3.3f)
B the propensities k" (c) are continuous, and the sumy_,. .5 k' (c) is Lipschitz continuous

inc e Q(O)(y), (3.39)
W foreveryr € R and any c € 11(Y) with k™ (c) > 0 there is a (finitely supported) v €

¢e,>0(R) such thatTv = 0 and k™ (c) > 0 for # € suppv. (3.3h)

The most restrictive assumptions in this list are in our opinion the summability (3.3f), the local
Lipschitzness (3.3g) and the weak reversibility (3.3h). The latter states that for every reaction with
non-zero rate there is a reaction - or a finite chain of reactions - with non-zero rate that undoes
this reaction. In some sense we need this assumption to deal with the boundary of the stoichio-
metric simplex. More precisely, we will prove the existence of a maximiser in (1.4), which, without
Assumption (3.3h), even fails in the case of one reaction, see Remark 4.10.

The summability (3.3f) of the reaction rates imply that right-hand side of the Reaction Rate
Equation (1.3) is a bounded operator. Together with the Lipschitz property (3.3g) this guarantees
that the Reaction Rate Equation (1.3) has a unique solution for initial condition ¢(0). This setting
of bounded and Lipschitz operators can possibly be generalised to accretive and monotone (“one-
sided Lipschitz”) operators [GGZ74], which we will not pursue in this work.

The typical setting that we have in mind is the case of mass-action kinetics. In that case
_ (r)

the reaction rates are of the form k" (c) := k¢ KO ey ¢y’ , and the propen-
sities are as commonly used [Kur72, MPPR15] in the chemical master equation: k"")(¢c) =

KOVl (e (eV = a)l.

alM

(r)

(r) o
(o7 . (r) Yy
= K] |y€y ¢y’ for some

Proposition 3.4 (Mass-action kinetics). Let k™ (c) := k"¢
rate constants (k™),cr C Rxq and stoichiometric coefficients o™ € [1(Y) N Ny Assume
that w := SuPce[i(O)(y)‘c‘oo > 1, that sup,.cr e ]o < co and that Y., .10 R CIN,
Then Assumptions (3.3f) and (3.3g) are satisfied.

Proof. Recall from Lemma 2.1 that w is finite. The summability of the rates (3.3f) is immediate from
the assumption.

For the Lipschitz condition (3.3g) we first prove a Lipschitz estimate for one reaction r, i.e. for
any ¢, c € [i(o) ),

e _ @) < a0 wle®hTa — g, (3.2)

Letd := #{y € ¥V : oy # 0}. Then d < oo since we assumed that a” C [1(Y) N NY. We
now proceed by induction on d. For d = 1, take the y € ) for which a(yr) = 0, and recall the
well-known local Lipschitz estimate for the exponential function:

ay(p—l
N RN ) ol el . Mool -1 a1
= =gy — ¢y ‘:‘(cy—cy) E &y’ < afw Yey, — ¢yl
i=0



Now assume that (3.2) holds for d = n. Then for d = n+1 we have (for ease of notation assuming
Y =N),

() o™
n+1l c n+1
n+1 n+1

oy o)) af” NN
< Cnt1 “_[ygn Cy~ — Hygn Cy ‘ + (Hygn Cy ) c

alr) : (r_ .
< c:r;l (Slip a(y”)wzygn oy 1(Ey§n‘cy — cy\)
y_n

o™ ™
& — ¢

M\ (r )
+ (Hygn cy ' )a;llwa”“ |Cnt1 — Cnt1
< ‘a(r)‘oowm(r)h—l‘é - 6’1'

This proves the estimate (3.2) for any d > 0.
Then, summing (3.2) over the reactions:

IS er K0 =5 e w0 | < o= el 3T KO0l

reR

< Jé—cli(supla®]s) S KOl
reR reR

where the Lipschitz constant is finite by assumption. O

We conclude this section by showing the approximating processes are well defined and some-
what regular:

Proposition 3.5 (Properties of the processes for finite V). Under Assumptions 3.3 and 3.1, the
processest — C'V)(t) remain in K almost surely, they are non-explosive and hence well-defined
onany (0,T), and they define corresponding probability measures P") € P (BV (0, T;1*()))).
Moreover, each C'V)(t) is almost surely bounded in [°°()) uniformly in t, and even uniformly in
V.

Proof. Non-negativity is preserved by (3.3d). Moreover, the assumptions imply that the propensi-
ties are almost surely bounded as follows:

1 (3-3e) - - (3.3
% Z ECO(CM(t) < Z KO (CY(t) +e<  sup Z k" (c)+€ < oo,
reR reR c€liyV) rer

Therefore, CV)(t) has almost surely only a finite number of jumps in the finite time interval (0, T"),
where each jump lies in Ran I C [*()). This shows that the process is non-explosive, it remains
in [(1:(0) (V) a.s., and the paths are a.s. of bounded variation. Finally, by Lemma 3.2, the set K is

compact in ['()) and therefore bounded in [°°()), which proves the uniform bound. O

3.2 Law of Large humbers

Before moving onto the preparatory work for the large deviations we assert the well-posedness
of the limit equation and give the basic convergence result for our processes. Since this paper
focusses on large deviation we only sketch the proof of the uniqueness.

Proposition 3.6 (Uniqueness for the Limit Equation). Let Assumptions 3.3 hold, then (1.3) is well-
posed for initial conditions c(0) € I, () satisfyingm - ¢(0) < oco.



Sketch of the proof. By (3.3aa) and the combination of (3.3e) with (3.3d) we see that for values on
the boundary of [(1:(0) () the derivative cannot point out of this simplex. We can thus use (3.3g) to
get the local existence and uniqueness of a solution to (1.3) via a Picard fixed point argument and
(3.3f) to see that uniqueness (and existence) hold for all time. A detailed presentation of the Picard
argument in a more complex setting can be found in [Pat16]. O

Proposition 3.7 (Functional Law of Large Numbers). Let Assumptions 3.3 and 3.1 hold. Then as
V — o0,
]PD(V) RN 5(37

where c € BV (0,T;11()) is the unique solution of the Reaction Rate Equation (1.3) with initial
condition ¢(0).

Proof. In Theorem 5.1 below, we will prove the exponential tightness of the distributions of the
CY) on BV(0,T;11()), which implies tightness. Therefore every sequence has a convergent
subsequence [HPR].

It remains to show that every subsequence of these distributions converges to the common
limit point ... To this aim, suppose that we have passed to a subsequence C'") that converges
in distribution to some random variable C' taking values in BV (0, T, [l(y)). We proceed using a
Martingale approach. Take an arbitrary ® € C}} (I*())). As the process CV)(t) is generated by
Q"), defined in (1.2), the random variable

MOV = (C0) @ (0) - [ QY8 (V) ds 63

is a martingale. Define the continuous mapping M ®): BV (0, T’; [*(Y)) — BV (0, T’;R) (con-
tinuity is with respect to the hybrid topology on both spaces) given by

(M®e) (t) := @ (e(t)) - /0 (Q®) (é(s))ds,  where
(Q2)(&) =Y _ k(&) V(&) -7
reR

will be the limit generator. We can now write

t
(M®CD) ()= () (0)) = M=V (8)+ / [(QV3) (CV)(5))—(Q®) (CV)(s)) ] ds.
0

(3.4)
We now pass to the limit in this expression. From the continuity of M (®) and ® in combination
with Assumption 3.1 the left-hand side of (3.4) converges in distribution to

D (C(t)) - @ (c(0)) - / (Q®) (C(s)) ds, (35)

which will be a.s. 0 once we show that the right-hand side of (3.4) converges in distribution to the
identically O path. To this end check (either directly or via the quadratic variation using the BDG
inequalities [Kal02, Th. 26.12]) that forany ¢ > 0

E {sup (M@»W(s))?] ~O (II‘PHio /v) (3.6)

s<t
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and so by Chebyshev M (*Y) converges in distribution to 0. Also note that uniformly on [i(o) )
[(Q®)(c) = (@M @) (0)| ~ O ([Pl /V)- (3.7)
We therefore get that (3.5) is a.s. 0. By Proposition 3.6 this can only be true if C' = c a.s. O

We conclude this section with an extension to slightly more general processes. As usual in
large-deviation theory, we consider time-inhomogeneous generators, exponentially perturbed by
£ € Gy(0,T51°())),

(QU)@)(c) == Y k(e D17 (@(c+ £ — (),
reR

(Q¢ = k()@ o () 4. (3.8)
reR

Lemma 3.8. Fix¢ € L>(0,7;1°°())) and let Assumptions 3.3 and 3.1 hold. Then Lemma 3.5
and Propositions 3.6 & 3.7 remain true for the perturbed processes, that is, Qév) and Qg define
probability measures }P’év) andP¢ on BV (0, T; [120(37)), andasV — oo,

PfEV) — Pe =4, (3.9)

where c € BV (07 T: 1! (y)) is the unique solution to the perturbed equation

T () T
Zk( JORMVE

reR
with initial condition ¢(0).

Proof. This is immediate from the fact that the perturbation factors SO gre uniformly bounded.
O

4 Analysis of the rate functional

This section is devoted to a number of properties of the rate functional I that are needed in the
proof of the Iarge dewatlons In Subsection 4.1 we show that the rate functional has the form of an
action I(c fo L(c(t),c(t)) dt, with
L(c,s):= sup &-s— H(c), (4.1)
ger= ()
using (c, s) € [i(o)(y) x [1() as placeholder variables for (c(t),¢(t)). In Subsection 4.2 we
show that the function L admits the dual formulation
L(c,s) = inf Ent.(u), (4.2)
uEIIZO(R): Tu=s
where Ent,. is defined by (1.6). We point out that this formulation is basically a countable inf-
convolution, which arises naturally from the convex dual L of a countable sum H, see for exam-
ple [Roc70, Th. 16.4]. It turns out that the infimum can be taken out of the integral, which leads to
the dual formulation I from (1.5). Finally, in Subsection 4.3 we show that the infima in (4.2) and
(1.5) are attained, and from the minimiser we construct a maximiser for the problem (1.4).
From now on we implicitly work under Assumptions 3.1 and 3.3.

11



4.1 The action formulation of the rate functional

Before we prove the action form, we first show that the time derivative in this formulation is well-
defined.

Proposition 4.1. Letc € BV (0,T;11(Y)) with I(c) < oc. Then
(a) cis continuous;

(b) c is absolutely continuous. Hence, we can identify the derivative ¢(dt) = ¢(t) dt with
some ¢ € L'(0,T;1*(Y)) and in fact c € AC(0,T;1*(Y)) N BV(0,T;11(Y)) =
whi(0,T;11()).

Proof. (a)Using [HPR], we can take a representation of ¢ that has no jumps at the boundary points
{0, T'}. Without loss of generality we can assume that ¢ remains in one stoichiometric subspace
[i(o) (). Now assume on the contrary that ¢ has a jump discontinuity at, say to € (0,7"). Since
the right and left limits of ¢y exist by [HPR], we have as a consequence:

fo to+0
(lg/t 5|c(t) —c(ty)| dt 0200 and ;/t le(t) — e(td)| dt 32000, (43)
o~ 0

Take a g € C}(—1,1;]0,1]) with g(0) = 1, and define, for any A > 0 and § > 0 sufficiently
small:

§0N(t) == Ag(55°) sen(c(ty) — clty)),
where sgn: [1()) — [°°())) is the coordinate-wise sign function. For this sequence we have, on
the one hand,

T t0+6
e et =5 [ a5 sen(ett) — et) - elt) - elt)
0

/ o) on(e(td) — elty)) - e(td) dt

_?/

— 5/t0_5g(t to )sgn( (ta’) —c(ta)) -ty ) dt.

(e(tg) = eltg)) - (e(t) = elt)) dt

B

Because § ! to 5g(t #0)dt = 1and 6! t°+5 g(52) dt = —1, the second and fourth

term are exactly A sgn(c(td) —c(ty)) - (e (tar) c(ty)) = Ale(td) — ety )1 The first term
vanishes as & — 0; this follows from (4.3) and the estimate

to+6
4 [ a(58)sen(et) — ) - ()~ )

0

. A t0+6 n
<l [ le(t) = cl6)],

to

Similarly the third term vanishes. We therefore find that
[ €00 stan 5 A1e) - el
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On the other hand, we see that for fixed A,

[ atewemmas sp (@) [N a0
0 7 N t

céli(o) ) “rer 0—90 =0

because of Assumptions (3.3c) and (3.3f).
Putting the pieces together, we find

T T
[(¢) > lim lim /0 €O (1) - o(dt) — /O H (e(t), €9 (1)) dt

T A—006—0

> lim Ale(tg) = c(ty)h = oo,

which contradicts the assumption. Therefore, ¢ must be continuous.
(b) Suppose that ¢ is not absolutely continuous: there exists an ¢ > 0 such that for any 6 > 0
there is a sequence of disjoint open intervals ngl(an, bn) C (0,T) such that

N N
D (b —an) <6 and > le(bn) = clan)]s > €.
n=1 n=1

For arbitrary A > 0 and > 0, construct a sequence of test functions £ € C(0,T; 1°°()))
such that £ (t) = A sgn(c(by) — c(ay)) for t € (an,by). By (a) the curve ¢ has no
jumps, therefore we can extend the function £(>4) smoothly between the intervals such that 0 =
Syt (t) - e(dt) = [7HEON(t) - é(dt) = beNgww (t)-¢é(dt) foralln =1,...,N — 1.
With this construction we get [¢, £®Y] = A Zg:ﬂc(bn) — ¢(ay)| > Ae. On the other hand,

H(e(t), €54 (0) < 37K (e(0) (47 =),

reR

which is finite by Assumptions (3.3c) and (3.3f), because ¢ remains in [1, . ())) else I = oo. After
c(0)
plugging this test function into the definition we therefore get:

I(c) > Ae — (5(€AHFH —1) sup Z k7 (e),
€Ly V) rer

First taking 6 — 0 and then A — oo shows that I = oo, which is a contradiction, and hence
the path ¢ must be absolutely continuous. It follows that the L'-valued derivative exists, see for
example [AGS08, Rem. 1.1.3]. O

We now show that the supremum over C,} (0,T;1°°())) in (1.4) can be taken over two different
spaces. Later on, we will see that the first space is sufficiently regular to apply a Girsanov argument,
and that the second space is sufficiently large to guarantee existence of the maximiser. To shorten
notation we introduce the functional

T T
G(c,§) :—/0 §(t)-c‘(dt)—/0 H (c(t),&(t))dt. (4.4)

13



Proposition 4.2. Foranyc € BV (O, T; 1t (y))

I(c) = sup G(c, &), and (4.5)
£€CE(0,T51°(Y))
= sup G(c,§) whenever I (c) < co. (4.6)

§eL>(0,T51°(Y))

Proof. The first equality follows from the fact that the functional £ — G(c,§) is continuous in
C(0,T;1°°(Y)), equipped with the uniform norm.
We prove the second equality via a number of approximations, more precisely:

Ic)=  sup  G(c,{)= sup  G(c)
~ ap GeH= s Gl
£€L>(0,T;c0(Y)) £EL>(0,T;1(Y))

The relaxation to C} (0, ;1% (y)) is again true by the above mentioned continuity. For the second
equality, pick an ordering of ) and approximate any arbitrary £ € C} (O, T; [00(32)) by {é”) (t) :=
&y(t)1y<n)- Then by dominated convergence lim,, o G(c, ™) = G(c, £), which shows that
the supremum can also be taken over C} (O, T, co(y)).

Observe that the space ¢()’) is Polish, so that we can now use a Lusin approximation.
More precisely, by Lusin’s Theorem [Bog07, Th. 11.7.14.26], we can construct, for any arbitrary
¢ € L>(0,T;¢(Y)), a sequence £ € Cy(0,T;co(Y)) with [|€™ ]|, < [|€]lo such that
&™) = ¢ on some compact A,, C (0,7") with Lebesgue measure at least 7' — 1/n. Then again
by dominated convergence we have lim,,_,~, G(c,§™) = G(c, ), so that the supremum can
indeed be taken over L> (0,7 ¢o())).

For the final equality, pick a £ € L™ (07 T, [‘X’()})), define the cut-off approximation as before

) = &y(t)1gy<n), and use dominated convergence to see that that the supremum can
indeed be taken over L™ (0, T'; [*())). O

We now seek to move the supremum inside the integral in (1.4). To show this we need the
following simple lemma.

Lemma 4.3. The supremum in (4.1) can be taken over a countable set which does not depend on
(¢, s).

Proof. Write ¢.()) N QY C [°°()) for the set of rational sequences indexed by ) with at most
finitely many non-zero values. For any £ € [°°())) we can take a sequence £™ € ¢.())) N QY
such that |£;”| < [&, | forall y € Y and limy, 00 & = &,. Then for fixed ¢ and s by dominated
convergence arguments lim,, oo §™ - s — H(c, ™) =& - s — H(c,§). O

We now show that I can be rewritten as an action functional:

Proposition 4.4. .
| rem.ima cewo.r0m).
0

00, otherwise.

I(c) =
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Proof. By Proposition (4.1) we can assume that ¢ € Wh1(0,T;[*())) whenever I(c) < oo.
Observe that t — & - ¢(t) — H(c(t), €) is measurable for any £, and hence L is measurable in t,
and the time integral is well-defined. Clearly we have the inequality I(c) < fOTL(c(t), ¢(t)) dt.

To prove the other inequality, take a countable set {{™ : n € N} from Lemma 4.3 over which
to take the supremum in (4.1) and add the zero vector if it is missing. This means that, given
€ > 0 and for each ¢ individually we can always find n such that ¢ - ¢(t) — H (e(t),¢™) >
max (L(c, s) — €,0) and thus define inductively the (measurable) sets,

n—1
Ape = {t € (0,7): max {0, L (c(t), c(t)) — e} < ¢ - &) — Hic, <<">)} \ U Aie.
i=1
Then for @ > 0 we can define measurable functions £, £(*<) € L (0, T;1°°())) by
£9(t) =) C™1a, (1), and §9t) = €7D e ) <a)
n=1

If0 < a < a’ < oo we now have
0 < E(t) - é(t) — H (e(t).6 (1))
< EOt) - it) — H (e(0),€ (1))
< €9(1) - é{t) — H (e(0),€9(1))
so by monotone convergence

lim

T
a—00 Jq

[g(a,e)(t) ~e(t)— H (C(t),fa,e(t))} dt
T T
= / [90t) - e(t) — H (c(t),€“(1))] dt > / L(e(t),é(t)) dt — €T
B 0

and we can send ¢ — 0 to see that

T T
/ L (c(t), (1)) dt < sup / [£(t) - é(t) — H(c(t), £(1))] dt.
0 ) o

€€L°(0,T;1°°

4.2 The dual formulation of the rate functional
We first establish that the action functions (4.1) and (4.2) are equal.
Proposition 4.5. [ = L.

Proof. We prove equality of the convex duals, i.e. for any £ € [°°())),

sup £-s— inf Ent.(u)= sup & Tu— Ent.(u)
selt(y) u: Tu=s uell o (R)

. u e u® u
< Z k™ (c) sup < £ 4™ 1 ) + 1>

Z" 0L\ TR PRI T R

— Z k) (c)(eg'"w) —1) = H(c,¢).

reR
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In fact, the inequality above is an equality, since the pointwise maximiser u € RR, given by

u™ =k (¢ 65'7(”, lies in [*(R) because of Assumptions (3.3¢c), (3.3f) and & € [°°())). Since
= ptions (3.3¢), (3.3f)

both L and L are convex and have the same convex dual they must be equal. O

Next, using the existence of the minimiser that we will prove in the next subsection, we get that
the infimum can be pulled out of the time-integral, which leads to the dual formulation (1.5).

Proposition 4.6. I = I.

Proof. Using Propositions 4.4 and 4.5, we get

T T
I(c) :/0 L(c(t),é(t)) dt :/0 " inf  Enteg)(u(t)) dt (4.7)

€ll,(R)
Fu(t)=c(t)

T
< inf Ent, t)) dt.
o ueLl(()}%@O(R))/o He® (u( ))

MTu=¢

If the left-hand side is infinite, then so is the right-hand side. Now consider the case when the
left-hand side is finite. Then from Proposition 4.7(b) it then follows that the minimiser w(t) in
E(c(t), ¢(t)) exists t-almost everywhere, and by Proposition 4.8 this pointwise minimiser lies
in factin L' (0, T; 11 ,(R)). This shows that the above inequality is indeed an equality. O

4.3 Existence of minimisers and maximisers

We first study the minimisers in the definition of E, that is, pointwise in ¢.

Proposition 4.7. Let (c,s) € [i(o)(y) x [1()) be such that L(c, s) < co. Then
(a) the function Ent.(u) has (strongly) compact sublevel sets in [120(72);
(b) there is a unique minimiser u € 11(R) such that L(c, s) = Ent.(u) and Tu = s;
(c) s € RanT;

(d) for the unique minimiser from (b) we have k™ (c) > 0 <= u™ > 0.

We stress that (d) is the only place where we use the weak reversibility condition (3.3h).

Proof. For brevity we omit dependencies on (¢, s).

(@) The proof of this statement was suggested to us by Alex Mielke. The function Ent(u) is
lower semicontinuous, which follows from Fatou’s Lemma together with the fact that u,, — u
implies uﬁ{) — u™ for all » € R. It thus suffices to prove relative compactness of the

sublevel sets.

Since the sum Y, 5 k") is finite, there is a sequence b in R such that sup,¢x b =
oo but we still have »° 5 kb < oo. Without loss of generality we assume that
inf,.cr log b™ > 0. By convexity of the Boltzmann function Ag we have

EONp(u® kD) > BN (KOb) kD) + (u — kOB (050 k)
— 4™ log b™ — kB L O,
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Thus, in sublevels {u € 1120(73) : Ent(u) < E'} we have the estimate

E > Ent(u) > Z u™ log b — Z EO (b0 — 1)
re€R reR

=:a

Take any sequence (Un)nzl in the sublevel set. The estimate above together with the fact
that inf,.er log b > 0 shows that |u|; < > p uw\y) < FE + a. By Banach-Alaoglu we
can then extract a weak-* converging subsequence, meaning that (relabeling) uwly) — u™
for all » € R. Moreover, by the above estimates (picking any ordering of the reaction space
R),

1

0<su W < ———— su u™ log b
<o D < e g ; &

> n
nzl SR

1 R—o0
—(F —0
> infrzR lOg o) ( + a) )

which proves that the sequence uﬁ)/l%”) is uniformly integrable in the measure space

(R, 2%, k). Therefore >, . k" |uly’ /k™ — u™) /k™| — 0 by the Vitali Convergence
Theorem, so that the (sub)sequence u,, converges strongly in [ V).

Since Ent(u) < L(c,s) < oo we can take a minimising sequence (uy)n>1 C {u €
[120(73) : Mu = s}. By (a) there is subsequence that converges strongly, and the limit
is a minimiser because of the lower semicontinuity. The limit lies in the feasible set as the
mapping [ is continuous. Finally, by the strict convexity of the functional the minimiser is
unique.

This follows immediately from Proposition 4.5.

Clearly if £ = 0 then u” = 0 else L(c,s) = oo. Now assume that there exists a
r € R for which £ > 0 but u” = 0. Take a v € ¢¢,>0(R) from Assumption (3.3h)
such that Tv = 0 and k™ (c) > 0 for all # € suppwv. Then for any ¢ > 0 we have
MNu+ ev) = Mu = s, and so u + ev it is also a feasible candidate for the minimiser.
However,

d u™ +ev™ e—0 R u®

_ — (7) 2

deEnt(u + ev) = Z log ——— — Z v log =5 = —ox,
FESUpp v FESUPp v

because v > 0 and u” = 0 but £ > 0. Therefore there exists an € > 0 such that

Ent(u + ev) < Ent(u), which contradicts the assumption that u is a minimiser.

Next we prove existence and uniqueness of the pathwise minimiser.

Proposition 4.8. Letc € Wh! (0, T, [1>0(y)) such that I(c) < oo. Then the pointwise min-
imiser t +— u(t) in (4.7) lies in L* (0, T ;_[1>0(R)), and it is therefore also a pathwise minimiser
in the expression I from (1.5). Moreover, the pathwise minimiser u is unique, and t-almost every-
where u(t) > 0.
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Proof. Naturally, I(c) < oo implies that, t-almost everywhere, we have z(c(t), é(t)) < oo, and

hence the pointwise minimiser w(t) in L exists by Proposition 4.7(b). Then by Jensen’s inequality
we get

c0 > I(c Z/ RO (lm) «

reR

> <2T:/o kT (c(t)) dt) )\B< s fO T TEZR/ ut” (¢ dt)

We can assume that 0 < > _» fOTl;:(’“) (c(t)) dt < oo if it were zero then I(c) = oo, and
the finiteness follows from Assumption (3.3f). By continuity of the Boltzmann function A we get
that ||ul 10,711 (r)) < ©0, and so the pointwise minimiser is indeed a pathwise minimiser in

LY (0,T;1L4(R)). The uniqueness follows from strict convexity. The fact that u(t) > 0 follows
from Proposition 4.7(d). O

Using the pathwise minimiser of the dual formulation f we can now construct the pathwise
maximiser in the definition of the rate functional I.

Proposition 4.9. Letc € BV (0,751 (Y)) suchthat I(c) < co. Then there exists a maximiser
Ee L™ (0, T; [m(y)) in the maximisation problem (4.6). Moroever this maximiser is related to
the minimiser w € L' (0, T; I'(R)) from Proposition 4.8 through u™ (t) = k) (c(t))ef(t)”(r).

Proof. By Proposition (4.8) there exists a unique minimiser u € L'(0,T;1L(R)) of the con-
straint minimisation problem (4.6). The constraint ¢ — Tu(t) =t — ¢(t) liesin L' (0, T 11 (),
and since u is non-zero and the constraint is linear, the minimiser is a regular point. Then [Lue69,
§9.3, Th. 1] there exists a Lagrange multiplier £ € L™ (O, T; [OO()J)) such that u is a stationary
point of & — Ent(a) + (£, ¢ — I'a). This leads to the stability equation:

)
0 = log — (t)) —&(t) -y forallr € R and almost every t € (0,T)),

k@ (c(t)
from which we deduce that the minimiser has the form u((¢) = k™ (c(t))ef(t)'”/(r). Plugging
this representation back in the dual formulation yields, using 4.2 and Propositions 4.6,

T A ~ ~
s [[éw e - H(etw. )| de = 160 = T(0
£eLo>(0,T51¢(y)) /0

T

— Bt (5 (0002 ae = [ [0 00 = (e, 60)]

We then see that the Lagrange multiplier for the minimisation problem is a maximiser of the max-
imisation problem 4.6. O

Remark 4.10. Without the weak reversibility condition 3.3h, the minimiser « might not be a regular
point, in which case the Lagrange Multiplier Theorem cannot be used. In that case, the maximiser

& may not exist at all, even for the case of one reaction ]R] = 1. Indeed for one reaction, the
large deviation rate of a constant path ¢(t) = ¢(0) is I(c) = sup; —k(c(0)) fOT(e5(t) —1)dt =
k(c(0)) < oo, but a maximising & does not exist. O
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5 Large deviations

In this section we prove the main result of this paper.

Theorem 5.1. Let Assumptions 3.3 and 3.1 be satisfied. The sequence (C")(-)) v Satisfies a
large-deviation principle in BV (0, T'; [*()) ) in the hybrid topology with unique good rate functional
1, defined by (1.4).

Proof. In Lemma 5.2 we first prove that the sequence is exponentially tight. In Lemma 5.5 we prove

that for any hybrid-open set O C BV(O, T; [1(37)),

1
I%IO%f — logP'"(O) > Clg(fg[(c),

and in Lemma 5.6 we show that for any hybrid-compact set L C BV (O, T; 1t (y))

1
li —logPV)(K) < — inf I(c).
imsup 7 log (K) < — inf I(c)

Hence, the process satisfies a weak large deviation principle, which together with exponential tight-
ness yields the full large deviation principle with a good rate functional [DZ87, Lem. 1.2.18]. The
uniqueness follows from the fact that the hybrid topology is finer than the Ll—topology, and therefore
Hausdorff and regular [DZ87, Lem. 4.1.4]. O

5.1 Exponential tightness
The exponential tightness follows naturally from the compactness Theorem 2.3.

Lemma 5.2. The measures (P"))y > are exponentially tight in BV (O, T; 1t (y)) with the hybrid
topology.

Proof. Forn > 0 we define the set of curves,
B, :={ceBV(0,T; [120(37)) svar(c) < ||| + 1}, (5.1)

Denote by A™") the number reactions 7 that take place during the time interval (0, T), and let
N be a Poisson process with intensity xV where

K = 1+sup2/2”)(c),
ceK reR

which is finite by (3.3e) and (3.3f). Then for any sufficiently large V/,
(r)
PY) (B5) = Prob ((%,er A BT > )

< Prob (ZTE’R APV > Vn)

< Prob (N} > V)

(Chernoff)
£ exp (V (5T — ).
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Let K be defined by (3.1). Since C'V)(¢) remains in K almost surely by Proposition 3.5, we find

lim sup % log P") <(K(0’T) N Bn)c) <kTe—n

V—o0

The set K (O7) N B, is bounded in L' (0, T'; I*()) and therefore hybrid-compact by Lemma 3.2
and Theorem 2.3. O

5.2 The lower bound
We first prove the lower bound for a set of sufficiently regular curves:
A= {c e BV(0,T; (Y =D E(c QIR
reR 9
for some £ € Cy (0, T ¢o(Y)) }

Lemma 5.3. Let O C BV (0,T;['(Y)) be any hybrid-open set. Then for any c € O N A,

1
im inf — V) > —1I(c). 2
lbrgloréf % log PM(O) > —I(c) (5.2)

Proof. To ease notation, let us introduce the functional

HY(c,§) = ka (7" —1).
T‘ER

We can assume that I(c) < oo, else the claim is trivial. Take a ¢ € O N A with a corresponding
£ € CZ(0,T;11(Y)). For any € > 0 we define the set

Ue(c) == {eeBV (0,751 (Y)) : G(&,€) < G(c, &) +¢}.

By standard tilting arguments and the Girsanov Theorem [KL99, A1, Th. 7.3],

1 1
7 log P (0) > T log P (O NU(c))

1 (V) 1 1 (V) fd]P(V) A

2 7 10g P (ONUL) + 1, log T L cssin dIP’(V)( 2
1

> —log Pé‘” (ONU(c)) — sup GY(&€). (5.3)
Vv eeOMU(c)

To bound the first term in (5.3), recall from Lemma 3.8 that IP)({V) — J.. Moreover, because of the
continuity of ¢ — G(c, ) the set U (c) is hybrid-open. Then by [HPR] we can use a generalised
Portmanteau Theorem:

lim inf P (ONU) > 6.(0ONU) =1
— 00
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so that the first term in (5.3) vanishes. To bound the second term we use the definition of the set
Uc(c) to get:

limsup sup GY(¢é€)
V=00 éeONUc(c)

T
< G (e, &) + e+ limsup sup( )/0 [H(é(t),&(t)) — HY (e(t), £(t))] dt.

V—ooo éeOnUe

Using Assumption (3.3e) the final term vanishes as V' — oo so that for arbitrary € > 0
— )
liminf —log P’ (O) > —G(c, &) — €. (5.4)
Voo V

Therefore, the same inequality is also true with ¢ = 0. The desired lower bound (5.2) holds as &
maximises G(&, ¢). O

In order to improve the lower bound to any open set we need an approximation argument. For
this we will use the following Lemma.

Lemma5.4. Letc € BV(0,T; [3‘:(0) (Y)) with I(c) < co. Then there is a sequence (§™)en C
CZ(0,T;1°°(Y)) and corresponding solutions ¢! € W1 (0, T; 11(Y)) to

&ty =S k0 (e (1)) e D10 () = ¢(0), (5.5)
reR
such that
(1) ¢™ — cin the W -norm topology and thus also in the BV-norm and -hybrid topologies,
2) limy, 00 I(c™) = I(c).
Proof. Let u(t) = k® (c(t))eS(t)'V(r) be the minimiser from Proposition 4.8, where £ €

L>(0,T;1°()) is the maximiser from Proposition 4.9. Extend £ to zero outside the interval
(0,7, and define the mollified function

(1) = (0 % &)(8), where On(t) := \/%e_nTtQ.
This sequence has the properties
B () -y 222 £(t) - 4™ forall r € R and almost every ¢ € (0,T'), and (5.6)
B sup,cn esssupye(o,7) SuPrer €™ () - 7 < [I€loo|T]] < o0 (5.7)

To prove (1), let

a™(t) == Z K (c(t)) ‘eﬁ(’”(t)”f(’") SO < gellElleclTll gy Z £ ().
reR €l V) rer

This estimate is independent of ¢, and finite by Assumptions (3.3c) and (3.3f). Moreover, by as-
sumption each term in the sum vanishes, and so by Fubini and dominated convergence we find
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that 1im,,— o0 fOTa(”)(t) dt = 0. One now has

3 (um (t) — B (C(t))ef(")(t)w(”) A

reER

je(t) — &), <

1

Z . () (B (c(t)) — & (c™(8))) 4

reER

1
< a™ @)||T[| + el =T Lips~ 2o [IF] [e(t) = e(®)],,  (5.8)
which is finite by Assumptions (3.3c) and (3.3g). Thus by Gronwall’s inequality we find that

(
¢ T
‘c(t) _ c“”(t)’l <|r|l / a™ (s)elléllo=lIPllt=2) g4 < ||r||e§||oo§r|T/ a™(s)ds — 0
0 0

as proven above. Therefore ¢ — ¢ in the L™ and L' norms and, returning to (5.8), the same
convergences also hold for the time derivatives.
To prove (2), observe that

I(e™) = sup Z/ EO (¢ (1)) (e EMA (1) 40 LD 1) dt

¢ELo(0,T;1°°
(5.9)

< Z/ EO (¢ (1)) (e EWOA e (4) A0 MO 1) dt

rerR
< (swpeert () Lrer F () T((1€lloo ITlell=I 4 1) < oo

Hence again by Proposition 4.9 the maximiser ( in the supremum above is attained; by a straight-
forward calculation it follows that this maximiser must be ¢ = £ . We can thus write

T
e s /0 L (e(t).é(0)) = L(e(1),67(0) | at
< /TZ k) (c(t)) ’ AB (eé(t)«y(")) Caw (ef(") (t).w))‘ N
/ Z AB E(n)(t) «W)) ’k(r)( () — ];/,(r) (¢ | it

rER
We finally show that this difference vanishes, which proves the claim. Indeed, by assumption and
continuity all integrand terms vanish. Moreover the integrand terms are dominated by

k) (e(t)) max{1, Ap(el€le=lTyy 4+ max{1, /\B(ellfHooIIFH)}(;;m (c(t)) + k7 (cD(1)),

which is summable over r € R and integrable over ¢ € (0,7") by Assumption (3.3f). The claim
then follows by dominated convergence. O

The general lower bound now follows immediately from Proposition 5.3 and Lemma 5.4.

Lemma 5.5. For any hybrid-open set O C BV (0 T; [1(3/)),

V) > .
h‘;n 1nf v log P (0O) > Clél(gf(c)
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5.3 The upper bound
We conclude the large deviation proof with the upper bound.
Lemma 5.6. For any hybrid-compact set K C BV (0, T; *(Y)),

1
li —log P (K) < — inf I(c).
L R

Proof. The argument mainly follows a standard covering technique as in the proof of the Gartner-
Ellis Theorem [DZ87, Th. 4.5.3]. Fix an arbitrary hybrid-compact set C and an ¢ > (. Because of
(4.5), we can find, for any given ¢ € BV(O, T; [1(;)/)), a corresponding £ € C7 (0, T; [Oo(y))
such that G(¢, £®) > inf.cx I(c) — €. Then by hybrid-continuity of ¢ — G(¢é, £) the sets

Ve(e) :={c e HY): G(&,9) > @ (c,€“) — €} (5.10)

form an open covering. By compactness, there is a finite covering |J,,_; n Ve(c™) D K.

Observe that the functions §(C<”)) are sufficiently regular to apply a Girsanov transformation [KL99,
A1,Th. 7.3]. Hence for each n we find, similarly to (5.3),

1 1
lim sup v log P (Ve(c™)) < limsup 7 log P (Ve(c™))

Voo V—oo §(C<n))

<0
1 dP™)
ty log P ess sup ——(¢)
E€Ve(c(™) dPg(cm»

<limsup— inf G(V)(é,§<c(n)))
Voo 6€Ve(c(™)

—— inf  G(&,¢“"),
e€Ve(c(™) ( ¢ )

since limy 0o GV (¢, €)Y = G(e, £ uniformly in ¢, due to assumption (3.3e).
We can now exploit the finiteness of the covering to use the Laplace Principle on the compact
set:

1 1
lim sup 7 logP")(K) < max_limsup T log P (Ve(c™))

V—o0 n=L..N V_c0
< max — inf G(¢, §(C<n>))
n=1,....N éGV5(C(n))
(5.10) )
< —inf I(c) + 2e.
cek
Since € was arbitrary, this proves the claim. O
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