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Abstract: Finding efficient and reliable methods for the extraction of the phase in optical
measurements is challenging and has been widely investigated. Although sophisticated optical
settings, e.g. holography, measure directly the phase, the use of algorithmic methods has gained
attention due to its efficiency, fast calculation and easy setup requirements. We investigated three
phase retrieval methods: the maximum entropy technique (MEM), the Kramers-Kronig relation
(KK), and for the first time deep learning using the Long Short-Term Memory network (LSTM).
LSTM shows superior results for the phase retrieval problem of coherent anti-Stokes Raman
spectra in comparison to MEM and KK.
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1. Introduction

Spontaneous Raman scattering is an inelastic scattering based technique that describes information
about the different vibrational, rotational and other transitions in the molecules [1]. Spontaneous
Raman spectra are measured under the assumption of a weak electric field, where the molecular
polarization P is directly proportional to the electric field E as follows P = ¢y yE. The symbols &
and y represent the electric permittivity in vacuum and the molecular susceptibility, respectively
[2]. Although spontaneous Raman scattering is a label-free, molecular fingerprint technique; the
weak Raman spectroscopic signals in combination with fluorescence contributions of biological
samples and the resulting long acquisition times are reducing the spread of its applications [3].

To overcome the aforementioned drawbacks, increasing the electric field strength can be
considered as a solution. Accordingly, the induced polarization is expressed as Taylor series
P = e(yWEW + yPE® 4 yOEO®) 4 ...) where y™ is the n™ order susceptibility [2].
Our study focuses on the coherent Raman scattering (CRS) which results from third order
polarization P®) = y)E®) in particular, coherent anti-Stokes Raman scattering (CARS). CARS
produces much stronger vibrational sensitive signals than spontaneous Raman scattering for high
concentration samples [4]. Therefore, it is useful as a diagnostic tool for determining the presence
of chemical species using their Raman vibrational modes. Additionally, it can be applied to probe
molecular structures and their environment, because the resonance frequency and relaxation rate
often depend upon the molecular environment [2]. Due to these reasons, CARS is considered as
an ideal tool for enhancing the Raman signals and reducing the acquisition time. These properties
lead to first the focus on the development of CARS microscopy e.g. multiplex [5], broadband [6]
and vibrational phase contrast CARS [7]. In addition to its advancement into the imaging of
biomedical samples where a large number of publications deal with [8—12].

However, CARS faces a main challenge; the non-resonant background (NRB). This contribution
distorts the vibrational signals as it is coherent with the CARS signal and leads to constructive and
destructive interference effects [13]. By experimentally reducing the NRB generation, the CARS
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spectral intensities will also dramatically reduce thus cancelling any advantage of the CARS
measurements [14]. Therefore, the search for methods that extract the phase without physically
removing the non-resonant background is essential. In this context, algorithmic phase retrieval
methods have been widely explored. Most of these methods are based on iterative algorithms
like the Gerchberg-Saxton algorithms derived from an error-reduction algorithm. This methods
was first suggested for phase determination in image and diffraction plane images [15]. Another
method which was frequently used for the phase retrieval problems is the maximum entropy
method (MEM). MEM is based on the maximum entropy of the probability distribution from
the available information. Accordingly, Vartiainen et al. investigated MEM in various papers;
using the squared modulus spectra of substances like Polysilane [16], reflection data [17] and an
improved version of MEM for reflection data [18]. Additionally, the Kramers-Kronig relation
(KK) was popular as well and it is based on the causality of the physical process. This condition
results in a certain relation between real and imaginary part of many physical quantities as they
are represented by analytical functions. Grosse et al. [19] presented an analysis of a reflectance
data using KK. While, Kuzmelo et al. [20] focuses on the KK constrained for optical spectra.
Comparisons between KK and MEM for resolving the phase were also investigated by Gornov et
al. [21] and Cicerone et al. [22]. Additionally, other algorithms such as basic input-output and
hybrid input-output convex projection-based methods were tested by Bauschke et al. [23].

MEM and KK require an accurate measurement of the non-resonant background [13] and as
far as we know, little research has been conducted on the behavior of these models when the
strength of the NRB varies. In this manner, we want to evaluate the deep learning technique for
the CARS spectra by varying the NRB conditions with comparison to MEM and KK. However,
the extraction of the phase using deep learning was widely investigated in other fields. For digital
holography Zhang et al. [24] used a U-type convolutional neural network (U-net) to recover the
original phase of the microscopic images. Sinha et al. [25] built and tested a lensless imaging
system where a deep neural network was trained and utilized to recover the phase of the objects.
Goy et al. [26] demonstrated a superior performance of deep neural networks to recover objects
comparing to the Gerchberg-Saxton phase retrieval algorithm.

We explore in this paper MEM and KK as two popular phase retrieval methods. We discuss
their mathematical background and applications problems in section 2. Then, we present an
alternative solution for the phase retrieval by means of deep learning using the LSTM network
and corresponding details are described in section 3. Then, the impact of the strengths of the
non-resonant background in the application of the three methods is tested using simulated data,
which is shown in subsection 4.1. Then, we explore these three methods on two experimental
BCARS spectra and the results are summarized in subsection 4.2. Finally, a conclusion is drawn
in section 5.

2. MEM and KK: mathematical background

Theoretically, the CARS intensity /c4gs is directly proportional to the squared modulus of the
nonlinear susceptibility | y®|? [27] and can be described as follows:

Icags o YLD I | )]

where I, and Iy are the pump and the Stokes intensity, respectively. The nonlinear susceptibility

x® is the sum of a non-resonant part (NRB) /\/,(3) that appears due to the electronic contributions

and a Raman resonant part )(53), which can be written as follows:

G-, O, 0 )

X7 = Xnr T Xr
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The non-resonant part is purely real and shows only a weak frequency dependency, while the
resonant part is a complex function that can be described as Lorentz function:

() _ Ar 3
xr Zgr_(wpu_ws)_i'yr | ®)

where (w,, — wy) is the difference of pump and Stokes frequency and A,, Q, and y, are the
amplitude, the vibrational frequency and the bandwidth of the # Raman mode, respectively.
Moreover, the imaginary component of the resonant part is of interest as it holds the same
information as the spontaneous Raman signal. However, this term is not directly measured, but
determined in combination in the CARS spectrum [28]. More precisely, in CARS measurements,
both the real and the imaginary components are unknown and only the squared modulus
S(v) = |x®(v)|? is available. Therefore, the use of mathematical methods that retrieve the phase
¢(v) from the modulus of the nonlinear susceptibility |y (v)|, related via

xV) = xP )l explie()) , 4)

is crucial and was tested in this paper. As mentioned previously, a variety of methods are available
for phase retrieval, but we focused on the application of the Maximum Entropy Method (MEM)
and the Kramers-Kronig relation (KK). The application of these methods is different and a brief
explanation of the methods is given in the following.

2.1.  Maximum Entropy Method (MEM)

MEM is a probability-based technique, where the power spectrum S(v) can be approximated on a
defined normalized frequency v range, described as

|ao|*
S(V) ~ i - ,
[1+ X7, axexp(=2invk)|?

&)

where ag, a; for 1 < k < M and M represent the coefficients and the number of poles of the
approximation, respectively. Then, by using Wiener-Khinchin theorem, which states that the
power spectrum is equal to the Fourier transform of the autocorrelation function R; , we can write
the following approximation:

|ao |

M
~ Rjexp(—2invj) , (6)
|1+ X3, aexp(=2invk)|? j:Z_;u exp( )

where the autocorrelation functions R; for 1 < k < M are obtained in Eq. (7) by applying the
Fourier transform on the power spectrum:

1
R; = ‘/0 S(v) expRinvy)dv; |j| < M. @)
The coefficients ag and a; are estimated by solving the following Toeplitz matrix:
Ry Ry ... R_y 1 |(10|2
R1 R() e RI—M a) 0

=l | 8)

RM RM_1 . R() aym 0
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Afterwards, the estimated coefficients |ag|? and a; for 1 < k < M are used to calculate y as
follows:

® = 0 . ©)
X 1+ 224:1 ay exp(=2invk)
Since we calculated the squared modulus of |ag|?, the problem of finding the real and the
imaginary parts of y® is reduced to finding the real and the imaginary part of ag. As ag is
constant and independent of v, the problem can be solved at a specific frequency position vy.
Two physically valid restrictions are available. If vy is far from any resonances;

Im[x®(v0)] = 0, (10)
then the constant phase ¢y is defined as follows:
tan ¢ =Im(ag)/Re(ap)

=Im(1 + Z ay exp(=2invok))/Re(1 + Z ay exp(=2invok)) .

k=1 k=1

Another restriction can be defined as the imaginary part Im(y®) has a local maximum at a
resonance:

Sy Yo, =0. (12)

Then ¢, is defined as follows:
O [Im(1 + X, ax exp(=2invk))|1 + Y2, ax exp(=2invk)| 2], =,

tan ¢, = — — . (13)
7 Rl + 3, ap exp(—2imvi)[1 + SV, a exp(=2invk)| 2l

Subsequently, we can approximate the real and the imaginary part of x® using one of the
restrictions mentioned either in Eq. (10) or in Eq. (12) [29]. The major drawback of the MEM
method is that it requires an estimation of an error phase spectrum, which should be further
removed from the retrieved MEM phase. However, this estimation involves a priori knowledge
and in case of its absence, the method does not work properly. Additionally, a prerequisite for
the method is the choice of the number of poles M which is fundamental and selected using a
trial and error process. This choice effects dramatically the approximation quality. Therefore,
M should be large enough to accurately reproduce the real and the imaginary components and
adequately small to abandon any noises. In this context, the application of some preprocessing
methods e.g. de-noising and baseline correction are crucial.

2.2. Kramers-Kronig relation (KK)

KK is a mathematical relationship between the real and the imaginary part of a complex function
based on the Cauchy residue theorem. Therefore, we can calculate the imaginary part, if we
know the real part, and vice versa as shown in Eq. (14) [13]:

Re(x(iv) = Zp [~ Mg, 0
Im(y(iv) = Lo [ RUu@g,

where ¢ is the Cauchy principle value. By taking the logarithm on both sides of Eq. (4) and then
using the KK relation displayed in Eq. (13) we can deduce the phase from the squared modulus

as follows:
o) = -1y [ D,

V—V

15)

Hence, the phase was extracted by applying a discrete Hilbert transform on In(+/S(v)). One of
the drawbacks of KK method is the infinite behavior of In(+/S(v)) which rises the problem of
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extrapolation beyond the range of measurement. Similar to the MEM method, the KK method
also requires an estimation of an error phase spectrum which involves a priori knowledge and
resulted in phase distortion in case of its absence. Accordingly, various modifications to the
KK methods were investigated. Furthermore, some preprocessing steps, e.g. de-noising, phase
de-trending and baseline correction, are essential in order to reach an accurate reconstructed
spectrum.

3. Deep learning: an alternative solution

Deep learning is a particular field of machine learning that is often implemented using neural
network geometries. It works by easy processing units called layers, which are stacked. Deep
learning extract useful information through these layers by optimizing their internal parameters
via the backpropagation algorithm [30]. As in machine learning methods, an input is fed and an
output is produced and both are controlled by using an optimizer and a loss function, respectively.
These optimizer and loss function represent the core of the deep learning technique and work
successively in such a way that the scores derived from the loss function are feed back to the
network in order to adjust the weights by means of the optimizer [31].

Deep learning was able to overcome other machine learning methods in terms of performance
in spite of being a black box tool which lacks knowledge of internal network working. However,
it has a major drawback; its computation time which is significantly large. Despite this, the scope
of its application expanded into diverse fields. In particular, it was widely applied in spectroscopy
especially for classification and pattern recognition problems [32—-34].

Due to the excellent performances achieved by deep learning in other fields [35-38], we want
to test how the deep learning performs in the phase retrieval task. So, we used it as an indirect
process to extract the imaginary component from the CARS squared modulus. The procedure is
different than MEM and KK; we build first a model using the Long Short-Term Memory network.
This network maps between the squared modulus and its imaginary component based on artificial
data. Then, we use this model to predict the imaginary part or Raman like spectrum from the
squared modulus of the testing set.

A large number of deep learning networks are available, but we implemented a network that
deals with sequential data, and which has the same architecture as recurrent neural networks
(RNNs). RNNs are gradient-based learning algorithm, which are used to predict sequential data.
However, RNNs face a major challenge; it is not able to connect information when the input
sequence range increases [39,40]. Thus, for long term dependencies, the gradient in RNNs will
either vanish or explode. To solve this problem, the Long Short-Term Memory network (LSTM)
was introduced [40,41]. In LSTM, four neural network layer; the input gate, the forget gate, the
output gate and the cell state interacts in a particular way, which is described below. However,
the core of this network is the cell state C;. The cell state is linearly connected to the other layers
and runs through the whole sequence. The process of the deep learning network using LSTM is
shown in Fig. 1.

First, in LSTM, the output from a previous state /,_; and the current input vector x; are fed into
the forget gate F;. Its output i.e. the forget value f; is calculated as follows; 0 if no information is
taken into consideration and 1 if all information is considered. And this is translated using the
following equation:

fr = c(Welhi-1, x/] + by) , (16)

where o is a sigmoid function. W; and b; are the weight matrices and the bias vector parameters
for each of the four layers, respectively. The subscript [ € {f, i, 0, C} characterized the layer.
Then, we need to decide what information we want to store in the cell state. In this manner, two
steps should be implemented. First, via the input gate layer /,, a sigmoid function is used to
decide on the values that we need to update. This layer /; is fed by two values; the current input
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Input gate F79ll Input vector at time ¢ Updated cell state
[l Cell state Output value at time t — 1 n Output gate value

Fig. 1. The diagram of the Long Short-Term Memory network. LSTM is formed using four
main gates; the input gate, the forget gate, the output gate and the cell state. These gates are
connected in a particular way to learn the long term dependencies. See text for details.

vector x; and the output from previous state /,_; and it results with an input gate values i, as
shown in Eq. (17):
ir = c(Wilhi-1,x:] + by) . (17)

Further, a tanh layer creates a vector of new candidate values E‘l that could be added to the cell
state using Eq. (18): _
C; = tanh (Wc[h—1,x,] + bc) . (18)

Additionally, we need to use the old cell state C,_; and the updated cell state Z‘, to calculate the
new cell state C;. This is accomplished by linearly connecting both with the forget gate value f;
and the input gate value i; using Eq. (19):

Ct = Ct—]_ﬁ + itat . (19)

Finally, we need to decide what we want to output. Therefore, first we run a sigmoid function that
decides which parts of the cell state we need to output and this is the output value o, from the
output gate O;. Then, a hyperbolic tangent tanh was implemented on the cell state and multiply it
with the output from O; in order to only output the parts that we decided to as follows:

01 = o (Wolhi—1,x:] + by) (20)

and
ht = O¢ tanh C[. (21)

The aforementioned network is the simple LSTM nevertheless different versions are available [42].
The differences between these networks are minor but some of them are popular e.g. including
“peephole connections” that let the gate layers look at the cell state which was introduced by Gers
and Schmidhuber [43]. A comparison has been made between popular variants of LSTM by
Greff et al. where the author finds that the compared LSTMs are similar [44]. However, in this
paper we used the simple version of LSTM.
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4. Results

4.1. Artificial data

In this paper, we focused on comparing the deep learning network LSTM as phase retrieval tool
to MEM and KK models (displayed in Fig. 2) with respect to the strength of the non-resonant
background. Therefore, we considered two scenarios. In scenario 1, the Raman resonances were
constructed only in the region where the NRB is strong. In scenario 2, the Raman resonances
were built in both the strong and the weak NRB regions. These both scenarios were chosen to
determine the dependency of the three phase retrieval techniques to the NRB strength.

Measured
spectrum
x|’

- -

Fig. 2. The workflow of the three phase retrieval methods. Both MEM and KK extract both
the real Re( X(3)) and the imaginary Im( X(S)) component from the squared modulus of the
susceptibility | )((3)|2. In contrast, LSTM network predicts only the imaginary component
Im(y®) using the squared modulus of the susceptibility | Y312

Initially, we construct simulated CARS spectra using Eq. (3) and this simulated data is used
to assess the performance of the three phase retrieval techniques. The parameters used for the
construction of the simulated spectra were chosen randomly (see Table 3). As shown in Eq. (3),
the number of resonances needed to be defined a priori and the number was selected between 4
and 7. A range of amplitudes and bandwidths for the different resonances was defined between
0.001 and 0.5 and between 0.0001 and 0.01, respectively. The non-resonant background is
defined as a constant value y;,, = 0.5 multiplied by a Gaussian function. In addition, we added
noise in order to reflect the experimental conditions. As a result, the total sample size of the
simulated CARS spectra was 4000.

Then, we used these simulated CARS spectra and applied all three phase retrieval methods.
For MEM, we used an in-house written R algorithm. A trial and error process was implemented
to determine the optimal number of poles which was equal to M = 150. Finally, Eq. (9) was used
to extract the phase, where vy = 0.6 (refer to Table 3). A preprocessing step was necessary to
remove the oscillations at the edges and this was done by replicating two small sub-regions on
both edges and then removing them after the reconstruction of the spectra.

Afterwards, we applied the KK algorithm on the simulated CARS spectra, which was
implemented in Python by Camp et al. [13].

Finally, we tested the deep learning technique using the LSTM network. In contrast to MEM
and KK, the procedure of extracting the phase using the LSTM network is indirect. We used
the network to map between the squared modulus and the imaginary components of the 4000
simulated CARS spectra. We split the squared modulus spectra into % training set and % testing
set, where 20% of the training set were used as a validation set. First, we trained our network
by tuning its hyperparametres (refer to Table 3). The Adam optimizer was used to update the
parameters of the network and the maximum number of training epochs were set to 50. The
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found optimal learning rate, optimal training batch size, and the optimal number of hidden units
in the layer were found to be 0.005, 10 and 30, respectively. Then, we used the trained network in
the prediction step on the testing set.

In scenario 1, four resonances were built in the strong NRB region. Using the MEM method,
the constructed squared modulus fits well the theoretical one as shown in the first row of Fig. 3.
On the other hand, the MEM algorithm was able to predict the peak like shape in the constructed
imaginary component displayed in the second row of Fig. 3. The MEM based phase retrieval
algorithm estimates correctly the position and the width of the peaks. However, it shows distortion
in the amplitude and the shape in particular in the third peak which might be resulted from the
presence of the background. In addition, the MEM algorithm constructs the real component
shown in the third row of Fig. 3. The constructed real component has a dispersive line shape in
the four positions and resembles to the theoretical real component. However, similarly to the
constructed imaginary component, they were distorted by the presence of the background.

Scenario 1 Scenario 2
14
= Theor. squared modulus 8 12 = Theor. squared modulus
0.15 = = Constr. squared modulus 0'10 B = — Constr. squared modulus
o~ o~ :
=~ 0.10 - = 0.08
% %2 0.06 -
" 0.05 — 0.04
0.02 +
0.00 1, T T T T T 0.00 T T T T T
00 02 04 06 038 1.0 00 02 04 06 038 1.0
Normalized Frequency Normalized Frequency
0.8 ~— Theor. imaginary 1.0 1 —— Theor. imaginary
~ 06 —— Constr. imaginary . 0.8 4 —— Constr. imaginary
e, e, 06+
€ € 04+
0.2
0.0 - T T T T T T 0.0 - T T T T T T
00 02 04 06 038 1.0 00 02 04 06 038 1.0
Normalized Frequency Normalized Frequency
0.5 = Theor. real 0.5 = Theor. real
— 0.4 - —— Constr. real o~ 0.4 ——— Constr. real
%5 0.3 % 0.3
o) _ © 0.2
0.2
@ 04 o 01— @ 0.4 oo 305
: A L —
0.0 4 T T T T T 00 T T T T T T
00 02 04 06 038 1.0 00 02 04 06 038 1.0
Normalized Frequency Normalized Frequency

Fig. 3. Output of MEM applied on simulated CARS spectra in scenario 1 and 2 on the left
and the right, respectively. In the second row, the constructed and the theoretical imaginary
components for both scenarios are displayed in the upper and bottom part, respectively. In
the third row the constructed and the theoretical real components for both scenarios are
shown in the upper and bottom section, respectively. The dotted line in black represents the
offset value.

For the same scenario (scenario 1), the results of the KK algorithm are shown in Fig. 4. In
the first row, the constructed squared modulus is shown, which fits perfectly the theoretical
one. If the constructed imaginary component and the theoretical one are compared, the KK
algorithm was able to estimate the peak like shape for the four resonances. In addition, the
position, width and amplitude of the peaks represent well the theoretical one. Additionally, the
constructed real component of the KK algorithm showed a dispersive line shape in the four
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positions. However, the background presence persist in both the imaginary and real components,
which can be extracted afterwards using a baseline correction technique. [45]

Scenario 1 Scenario 2
Th d modul 0.14 Th d modul
— eor. squared modulus . — ieor. squared modulus
0.15 = = Constr. squared modulus 8:}% _ = = Constr. squared modulus
o 0.10 =~ 0.08
%, . 0.06 -
~0.05 ~ 0.04
0.02
0.00 T T T T T 0.00 <, T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Normalized Frequency Normalized Frequency
—— Theor. imagi i —— Theor. imagi
0.8 1 = Contr. maginary 0.8 = Constr. maginary
s 06 &
= =
£ 0.4 £
0.2
00 B T T T T T T 00 a T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Normalized Frequency Normalized Frequency
0.5 = Theor. real 0.6 = Theor. real
04+ ~— Constr. real . 0.5 1 ~— Constr. real
© i D 0.4
= 03 =03
& 0.2 & 0.2
0.1 —. +0.15 0.1 e 03]
J B e  — T
0.0+ T T T T T 0.0 T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Normalized Frequency Normalized Frequency

Fig. 4. Output of KK applied on simulated CARS spectra in scenario 1 and 2 on the left
and the right, respectively. In the second row, the constructed and the theoretical imaginary
components for both scenarios are displayed in the upper and bottom lines, respectively. In
the third row, the constructed and the theoretical real components for both scenarios are
shown in the upper and bottom lines, respectively. The dotted line in black represents the
offset value.

Using our trained LSTM network, we predicted the imaginary component of the same spectra
from scenario 1 as shown in the left part of Fig. 5. The LSTM network was able to correctly
construct the peak like shape for the four resonances. The peak positions and widths were
perfectly reflecting the theoretical ones. But, the amplitude for the first and fourth peak were
smaller than those in the theoretical imaginary component. This might be a result of the parameter
used to train the network. However, the LSTM method was able to remove completely the
background.

In scenario 2, two resonances were built in the strong NRB region and two resonances in
the weak NRB region. Using the MEM method, the constructed squared modulus fits well the
theoretical one as shown in the first row of Fig. 3. Moreover, the MEM algorithm predicted the
peak like shape in the constructed imaginary component in all four positions as shown in the
second row of Fig. 3. It estimates correctly the peak positions, widths and amplitudes. Regarding
the constructed real component, the MEM technique accurately estimated the dispersive line
shape in the four positions displayed in the third row of Fig. 3. However, the constructed
imaginary and real components were both distorted by the presence of the background.

The output of the KK algorithm on the spectrum from scenario 2 is shown in Fig. 4. The
constructed squared modulus fits perfectly the theoretical one as shown in the first row of Fig. 4.
In spite of this, the constructed imaginary component shows a peak like shape in the first two
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Fig. 5. Prediction of the imaginary components of the simulated spectra using the trained
LSTM model in both scenarios. The theoretical squared modulus are shown in the upper line.
The constructed and the theoretical imaginary components for both scenarios are displayed
in the bottom and middle part, respectively. The dotted line in black represents the offset
value.

resonances but a dispersive line shape in the weak NRB region as shown in the second row of
Fig. 4. Similarly, the constructed real component shows a dispersive line shape in the first two
resonances but a negative peak like shape in the weak NRB region which is displayed in the
third row of Fig. 4. Additionally, the background remains in both the imaginary and the real
components, which can be extracted afterwards using a baseline correction technique. [45]

Using the trained LSTM network, we predicted the imaginary component of the same spectra
from scenario 2 as shown in the right part of Fig. 5. In this case, the LSTM was able to perfectly
construct the peak like shape for the four resonances. The peak positions and widths were
perfectly reflecting the theoretical ones in both NRB regions. Moreover, comparing with MEM
and KK, LSTM was able to remove completely the background.

To evaluate the quality of the constructed components, we used the Root Mean Squared Error
(RMSE) of all spectra in both scenarios. First, we calculated the RMSE per spectrum then the
mean error and standard deviation of all spectra in each scenario were determined separately. As
shown in Table 1, the constructed squared modulus of the MEM method fits the theoretical one
with a mean error of ~ 0.0264 + 0.005 and ~ 0.026 + 0.006 in scenario 1 and 2, respectively. This
represents a relative error of 3.97% +0.7% and 3.7% + 0.8% in scenario 1 and 2, respectively. The
mean errors of the constructed imaginary component were ~ 0.1095 +0.009 and = 0.1053 +0.007
in scenario 1 and 2, respectively. These values represent a relative error of 16.11% = 1.3% and
14.91% = 0.9%. The constructed real component fits the theoretical one with a mean error of =
0.0987 £ 0.007 and ~ 0.0996 + 0.007, which represents a relative error of 14.73% =+ 1% and
14.12% + 0.9%, in scenario 1 and 2, respectively.



Research Article Vol. 28, No. 14/6 July 2020/ Optics Express 21012 |
Optics EXPRESS i N \

Table 1. The mean and standard deviation of the Root Mean Squared Error (RMSE), which was
calculated on single spectrum, for MEM, KK and LSTM methods. Comparing the constructed
imaginary component of all three methods, the LSTM network overcame MEM and KK since the
method shows a significantly lower mean error in both regions.

Scenario MEM KK LSTM
2 Im(y™) Re(y'?) @2 Im(x?) Re(x'?) Im(y™)

' 0.0264 0.1095 0.0987 4.69¢718 0.1018 0.0669 0.0115
+0.005 +0.009 +0.007 +4.73¢719 +0.011 +0.008 +0.003

) 0.026 0.1053 0.0996 4.63¢718 0.1039 0.068 0.0116
+0.006 +0.009 +0.007 +4.93¢719 +0.01 +0.01 +0.003

For the KK method the constructed squared modulus fits the theoretical one better then for
the MEM technique showing a mean error of = 0 with a very small variation in both scenarios.
However, the constructed imaginary component represents the theoretical one with a mean error
of ~ 0.1018 + 0.01 and =~ 0.1039 + 0.01, which represents a relative error of 15.33% =+ 1.5% and
14.8% =+ 1.4% in scenario 1 and 2 respectively. The constructed real component represents the
theoretical one with a mean error of ~ 0.0669 + 0.008 and = 0.068 + 0.01, which represents a
relative error of 10.07% =+ 1.2% and 9.68% + 1.4% in scenario 1 and 2 respectively. Furthermore,
the LSTM network overcome both MEM and KK as shown in Table 1. The imaginary components
of the testing set were constructed with an error of = 0.01 = 0.003, which represents a relative
error of 1.67% = 0.4% in both scenarios, respectively.

In general, the time for the execution of the MEM algorithm using the whole 4000 spectra is
relatively short ~ 10.584 minutes. Furthermore, the time for training the LSTM network is also
relatively small ~ 1.9 hours as a limited CPU was used for the execution. Additionally, the time
for predicting a unique spectrum using MEM, KK and LSTM network is ~ 0.18, = 0.67 and
~ 0.16 seconds, respectively, as shown in Table 2.

Table 2. Comparison of the model training and the prediction times for the three methods. The time
for training the LSTM network is ~ 1.9 hours. And, the time for building the MEM model using the
4000 spectra is relatively small ~ 10.58 min. However, the time to predict the imaginary component
of one single spectrum using LSTM is smaller than the time for the MEM and KK based prediction.

Method Training time Prediction time
MEM 10.58m 0.18s

KK 0 0.67s
LSTM 1.91h 0.16s

After the evaluation of the two scenarios, the MEM technique and the KK algorithm were
not able to accurately construct the real and the imaginary components without an accurate
measurement of the NRB. It was shown that the output of both methods was strongly dependent
on the NRB strength. In contrast the output of the deep learning network LSTM was almost
independent of the NRB strength. Additionally, the LSTM could prove to be a powerful method
for extracting the Raman like spectrum without the need for an accurate estimation of the
non-resonant background.

4.2. Experimental data

The validation of the above-mentioned methods is achieved by testing the three methods on
experimental measured broadband CARS (BCARS) spectra. These spectra was generated using
an optical source (FemtoFiber pro UCP, Toptica Photonics, Germany) with the ps pump pulse
centered at 777 nm and a sub 25 fs broadband Stokes pulse covering 840 — 1100 nm. See
Appendix A for further details on the setup. The comparison of the three phase retrieval methods
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was performed using two experimental BCARS spectra, which reflect the two aforementioned
scenarios. In scenario 1, the Toluene broadband CARS spectrum was tested, where the Raman
resonances are in the strong non-resonant background region. In scenario 2, the Acetonitrile
broadband CARS spectrum was used, where its Raman resonances exist in both the strong and
the weak non-resonant background regions. Moreover, after a trial and error process, for the
MEM method applied on both spectra, the optimal number of poles is M = 150 and Eq. (9) is
used to extract the phase for vy = 0.6.

In scenario 1, the output of the MEM, KK and LSTM methods applied on the Toluene BCARS
spectrum can be found in Appendix B (Fig. 8, Fig. 9 and Fig. 10, respectively). For the MEM
and the KK methods, the reconstructed spectrum fits perfectly the BCARS Toluene spectrum and
the imaginary and the real components were successfully retrieved. A comparison between the
constructed imaginary components of the three methods for the Toluene BCARS spectrum is
displayed in the second row of Fig. 6 in upper, middle and bottom lines, respectively. The three
methods were able to successfully extract a Raman like spectrum. The outputs of MEM and KK,
illustrated in the upper and middle lines of the second row in Fig. 6, show a good estimation
of the peaks positions, widths and amplitudes. A clear distortion of the peaks shape is shown
particularly in the region on the left. This was resolved by using the LSTM network as shown in
the bottom line of Fig. 6. Therefore, the LSTM network shows a very good performance with
regards to the peak amplitudes and widths. Nevertheless, the LSTM was not able to accurately
predict the small peak at the band 1200 cm™' and this might result from the properties of the
simulation data. In addition, the LSTM reconstruction does not need an additional preprocessing
compared with the imaginary components of the MEM and the KK method.

—— Constr. imaginary, MEM —— Constr. imaginary, KK —— Constr. imaginary, LSTM

0.136
— BCARS —— BCARS

0.107 A

0.078

IX®?

0.049

0.020
0.927 A

0.695 ..

0.463

Im(x®)

0.231 A

0.000

800 1000 1200 1400 2400 2600 2800 3000 3200 3400

Wavenumber / cm™

Fig. 6. The constructed imaginary component of BCARS Toluene spectrum using MEM,
KK and LSTM. The BCARS Toluene spectrum is shown in the first row. In the second row,
the constructed imaginary components by MEM, KK and LSTM are shown in upper, middle
and bottom lines, respectively. The dotted line in black represents the offset value.
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In scenario 2, the output of the MEM, KK and LSTM method applied on an Acetonitrile
BCARS spectrum can be found in Appendix B (Fig. 11, Fig. 12 and Fig. 13, respectively ). For
MEM and KK, the reconstructed spectrum fits perfectly the Acetonitrile BCARS spectrum but
the imaginary and the real components were distorted, in particular in the region where the
NRB is weak. A comparison between the constructed imaginary components using MEM, KK
and LSTM for the Acetonitrile BCARS spectrum is displayed in the second row of Fig. 7 in
upper, middle and bottom lines, respectively. For the MEM and the KK method, the imaginary
components are dramatically distorted in the region where the NRB is weak. This is visible
by the presence of a dispersive line shape as displayed in the upper and the middle lines of the
second row in Fig. 7. In the region on the left, MEM and KK constructed imaginary components
show a background contribution and small peak distortions. On the other hand, the LSTM
network predicted correctly the peak positions and widths, but a small distortion is seen in the
amplitudes in the strong NRB region. However, in the weak NRB region, the LSTM network
could successfully extract the imaginary component which is seen by the accurate estimation of
the positions, widths and amplitudes of the peaks. Nevertheless, LSTM was not able to accurately
predict the small peak at the band 1337 cm™" and this might result from the properties of the
simulation data. In addition, in LSTM, there is no need for additional preprocessing steps in
contrast to the imaginary components from the MEM and the KK method.

—— Constr. imaginary, MEM —— Constr. imaginary, KK —— Constr. imaginary, LSTM
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Fig. 7. The constructed imaginary components of a Acetonitrile BCARS spectrum using
MEM, KK and LSTM. The Acetonitrile BCARS spectrum is shown in the first row. In the
second row, the constructed imaginary components by MEM, KK and LSTM are shown in
upper, middle and bottom lines, respectively. The dotted line in black represents the offset
value.

In summary, the MEM and the KK method show an increased sensitivity regarding the strength
of the NRB. This was presented either with the flip of the peaks shape in the imaginary and the
real components or by the fact that a background is present after the retrieval. On the other hand,
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the LSTM network showed its potential since its results are not dependent on the strength of the
non-resonant background.

5. Conclusion

Coherent anti-Stokes Raman scattering offers many advantages over spontaneous Raman scattering
among which the increase of the Raman signal, the elimination of fluorescence and the rapid
time acquisition. Even though this optical technique improves the Raman vibrational modes,
the CARS signal is distorted due to the contribution of the non-resonant background that has
destructive and constructive role at the same time. Therefore, to extract the phase without
experimentally removing the non-resonant background, algorithmic methods can be implemented.
In this paper, we examined two popular methods for the phase retrieval; the maximum entropy
method (MEM) and the Kramers-Kronig relation (KK). Furthermore, we applied deep learning
using the long short term memory network as a phase retrieval tool. The imaginary components
extracted from these three methods were compared by varying the non-resonant background into
strong and weak regions.

Initially, the three methods were tested on a CARS simulated spectra for two different scenarios
where the non-resonant background is strong and weak. In the scenario where the Raman
resonances are built only in the strong NRB region, the imaginary components relative to MEM,
KK and LSTM methods were correctly constructed. Their corresponding peaks shape reflect the
theoretical ones. While in the scenario where some Raman resonances are built in the weak NRB
region, the constructed imaginary components of the three methods differ. In MEM and LSTM,
the peaks shape reflect the theoretical ones. While in KK, in particular in the region where the
non-resonant background is weak, the constructed components were dramatically affected as
the imaginary component shows a dispersive shape and the real component shows a peak like
shape. However, for both MEM and KK methods, an additional preprocessing phase to remove
the background is essential which is not needed when using the LSTM network. Additionally,
the time for training the model in LSTM is high relatively to the other methods but the prediction
time of one spectrum is significantly short in both scenarios ~ 0.16 second. Also, in both scenario
the RMSE for the construction of the Raman like spectrum shows a mean error of ~ 0.01 for the
LSTM network, while it shows a mean error of ~ 0.11 and =~ 0.10 for the MEM and KK methods,
respectively.

Afterwards, we tested these three methods on two BCARS Acetonitrile and Toluene spectra.
For BCARS Toluene spectrum, the constructed imaginary components via MEM and KK methods
have a peak like shape with a minor distortion. Similarly, LSTM predicts well the peaks shape
for the imaginary component plus the distortion mentioned previously was removed. On the
other hand, for the BCARS Acetonitrile spectrum, the LSTM network predicts the imaginary
component with a peak like shape contrarily to MEM and KK which show a dispersive shape
in their constructed imaginary components. Additionally, in LSTM there is no need for further
preprocessing step to remove the background in contrast to MEM and KK.

Therefore, the results of MEM, KK and LSTM for the simulated data and the experimental
data can be interpreted similarly. MEM and KK are dependent on the strength of the NRB for
both data types. In contrast the LSTM network is not dependent an the NRB strength and shows
good phase retrieval performances for BCARS spectra.

As a conclusion, we used for the very first time the deep learning technique as a tool for the
phase retrieval. To assess its potential, we varied the strength of the non-resonant background
and we compared the deep learning output to those of MEM and KK methods. The deep learning
technique overcame MEM and KK regarding the peak shape and the removal of additional
background contribution. However, for future work, the development of the LSTM network by
increasing the sample size, as it was relatively small, can be considered as a step forward towards
a perfect phase extraction method.
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Appendix A. BCARS setup

In this section a description of the experimental BCARS setup is provided. As excitation source
two co-seeded fiber lasers (Toptica FemtoFiber pro UCP) were used generating a narrow band
(pump/probe) beam centered at 777 nm with a pulse duration of ~ 2.6 ps, 40 MHz repetition
rate at an average power of ~ 10 mW (on the sample) and a super continuum (Stokes beam)
generating pulses with a pulse duration of 18 fs within a range of 840-1100 nm with a repetition
rate of 40 MHz, and an average power of 8 mW. The narrow band source was guided by means
of mechanical delay stage to achieve control over temporal overlap of the two laser beams. The
Stokes beam was passed through a beam expander (refractive telescope) to enlarge the beam
diameter to match the back aperture of the objective. The two beams were then spatially combined
by a dichroic beam combiner and focused on the sample by a 20x objective, 0.5 NA (Olympus,
UPLFLN20X/0.5). The sample was placed on a three-axis translation stage and the beams were
then collected and collimated in a confocal configuration by another 20X, 0.5 NA objective. The
excitation beams and generated anti-Stokes beam were then passed through two shortpass filters
(Semrock, Brightline multiphoton 770SP) to spectrally filter out the excitation beams and the
generated anti-Stokes beam was then guided and focused by an achromatic lens to the entrance
slit aperture of the spectrometer (Andor, Kymera 193i) attached with a CCD camera (Newton
920, DU920P-BEX2-DD). For the measurement of the solvents: Toluene (*) and Acetonitrile (*);
were contained in a quartz cuvette with 1 mm of layer thickness (Hellma Macro-cuvette 110-QS).

Appendix B. Results of the three methods applied on experimental BCARS data
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Fig. 8. Output of MEM for a Toluene BCARS spectrum. In the first row, the reconstructed
spectrum and the BCARS spectrum are displayed. In the second row, the real and the
imaginary components are shown in the upper and bottom lines, respectively. The dotted
line in black represents the offset value.



Research Article Vol. 28, No. 14/6 July 2020/ Optics Express 21017

Optics EXPRESS

—— BCARS —— Constr. squared modulus —— Constr. imaginary —— Constr. real
0.136 -
0.107
N—
@ 0.078
x
0.049 ~ W\‘\,_\
0.020

-0.15

800 1000 1200 1400 2400 2600 2800 3000 3200 3400

Wavenumber / cm™

Fig. 9. Output of KK for a Toluene BCARS spectrum. In the first row, the reconstructed
spectrum and the BCARS spectrum are displayed. In the second row, the real and the
imaginary components are shown in the upper and bottom lines, respectively. The dotted
line in black represents the offset value.
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Fig. 10. Prediction of the imaginary component of the BCARS Toluene spectrum using the
trained LSTM model. The BCARS Toluene spectrum and its predicted imaginary component
are shown in the upper and bottom lines, respectively. The dotted line in black represents
the offset value.
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Fig. 11. Output of MEM for an Acetonitrile BCARS spectrum. In the first row, the
reconstructed spectrum and the BCARS spectrum are displayed. In the second row, the real
and the imaginary components are shown in the upper and bottom lines, respectively. The
dotted line in black represents the offset value.
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Fig. 12. Output of KK for a Acetonitrile BCARS spectrum. In the first row, the reconstructed

spectrum and the BCARS spectrum are displayed. In the second row, the real and the
imaginary components are shown in the upper and bottom lines, respectively. The dotted

line in black represents the offset value.
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Fig. 13. Prediction of the imaginary components of the Acetonitrile BCARS spectrum using
the trained LSTM model. The Acetonitrile BCARS spectrum and its predicted imaginary
component are shown in the upper and bottom lines, respectively. The dotted line in black
represents the offset value.
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Appendix C. Parameters for MEM and LSTM applied on simulation data

Table 3. Parameters for the MEM method and the LSTM network applied to the simulated CARS
spectra in both scenarios.

Parameters
Simulation data MEM LSTM
No. of resonances [4,7] M 150 No. of Epochs 50
Amplitudes [0.001, 0.5] ) 0.06 Optimizer Adam
Bandwidths [0.0001, 0.01] Learning rate 0.005
Xonr 0.5 Batch size 10
No. of samples 4000 Validation size 20%

No. of units in layer 30
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