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Inexact tensor methods and their application to stochastic
convex optimization

Artem Agafonov, Dmitry Kamzolov, Pavel Dvurechensky, Alexander Gasnikov

Abstract

We propose a general non-accelerated tensor method under inexact information on higher-
order derivatives, analyze its convergence rate, and provide sufficient conditions for this method to
have similar complexity as the exact tensor method. As a corollary, we propose the first stochastic
tensor method for convex optimization and obtain sufficient mini-batch sizes for each derivative.

1 Introduction

The idea of using the derivatives of the order 𝑝 higher than two in optimization methods is known
at least since 1970’s [33]. In numerical analysis it was used much earlier, see the student work of
P.L. Chebyshev [12] and more recent reviews [21, 59]. Despite theoretical advantages, the practical
application of such tensor methods was limited until recent work [43] since each iteration of such
methods includes minimization of a polynomial with degree larger than 3, which may be non-convex
even for convex optimization problems. As it was shown in [43] if the minimization problem is convex,
then in each iteration of the tensor method one needs to minimize a convex polynomial, and, for 𝑝 = 3
this can be done with approximately the same cost as the step of the Cubic regularized Newton’s
method in the convex case [48]. This leads to a method with faster convergence than that of the
accelerated Cubic regularized Newton’s method with approximately the same cost of one iteration.
These ideas were further developed to obtain accelerated versions of tensor methods [25, 46] and very
fast second-order methods [47, 35, 46].

At the same time, many optimization problems in machine learning or image analysis have the form
of minimization of a finite sum of functions and are solved by second-order methods [63, 51]. A
more general setting, which contains the finite-sum setting as a special case, is the setting of general
stochastic optimization, for which second-order methods are also developed in the literature [60]. Tensor
methods for such problems are also developed, but with the focus on non-convex problems [6, 39].
Thus, motivated by the lack of results on tensor methods for stochastic convex optimization, in this
paper we study stochastic convex optimization problems, develop tensor methods for this setting. We do
this by a more general framework of Inexact Tensor Methods, which use inexact values of higher-order
derivatives. First, we analyze such methods under a particular condition for the inexactness in the
derivatives, and, then, we show how to satisfy this condition in the setting of stochastic optimization
and propose a stochastic tensor method for convex optimization.

1.1 Problem Statement

We consider convex optimization problems of the following form

min
x∈R𝑛

𝑓(x) (1)
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under inexact information on its derivatives. We are motivated by two particular cases of this problem in
the stochastic optimization setting, which we refer to as online and offline settings. In the online setting
we assume that 𝑓(x) is given as

𝑓(x) := E𝜉∼𝒟[𝑓(x; 𝜉)], (2)

where the random variable 𝜉 is sampled from distribution 𝒟 and an optimization procedure has access
only to stochastic realizations of the function 𝑓(x; 𝜉) via its high-order derivatives. In the offline setting
the function 𝑓 has finite-sum form:

𝑓(x) =
1

𝑚

𝑚∑︁
𝑖=1

𝑓𝑖(x) (3)

with available derivatives of the order 𝑝≥ 2 for each function 𝑓𝑖. Clearly, the offline setting can be
considered as a particular case of the online setting if we set 𝜉 to be uniformly distributed over
𝑖 = 1, ...,𝑚. At the same time, we distinguish these two settings since the analysis of the proposed
methods in the second setting can be made under different assumptions.

1.2 Related Work

1.2.1 Second-order methods

Beyond first-order methods, the most developed methods are maybe second-order methods, among
which the closest to our setting are cubic-regularized Newton methods originating from [48]. This line
of works includes the development of accelerated methods [41, 40, 42], extensions of trust region
methods [14, 9, 8, 10, 11], methods with inexact evaluations of gradients and Hessians [29, 61, 5, 18]
with application to stochastic optimization in the online and offline settings. Stochastic second-order
methods for convex optimization [51, 37, 31] and non-convex optimization [60, 65, 62, 49] have been
extensively studied in the recent literature. The difference with our setting is that these works consider
a particular case of 𝑝 = 2.

1.2.2 Tensor methods

To distinguish the general methods which use the derivative of the order 𝑝 higher than 2, we refer to
them as tensor methods. The idea of such methods was proposed quite long ago [33], and accelerated
methods for convex optimization were also proposed in [4]. Recent interest to this type of methods
in convex optimization was probably motivated by the lower bounds obtained in [3, 1]. In [43] it was
shown that appropriately regularized Taylor expansion of a convex function is convex, which leads to
implementability of such methods which minimize this regularized Taylor expansion. Accelerated tensor
methods were also proposed, yet with a remaining gap between upper and lower complexity bounds.
In the same paper the author also shows how tensor methods with 𝑝 = 3 can be implemented when
one solves the auxiliary problem with Bregman projected gradient method in the relative smoothness
setting. Near-optimal, i.e. optimal up to a logarithmic factor, tensor methods for convex optimization
were recently proposed in a number of works [26, 28, 25, 24, 7, 34, 27, 46, 23]. These developments
allowed to propose faster second-order methods via implementing third-order methods with inexact
third derivative [47, 35, 46], which lead to an improvement of the complexity bound from 𝑂(𝜀−1/3.5)
to 𝑂(𝜀−1/5). Stochastic tensor methods were developed for non-convex smooth enough problems
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in [6, 39]. To the best of our knowledge, there is no analysis of tensor methods in the literature for
stochastic convex smooth enough problems.

Our analysis is based on inexact versions of tensor methods for convex optimization, which use
inexact derivatives of higher-order. First-order methods with inexact gradients are well-developed in
the literature, see, for example, [50, 15, 16, 20, 22, 13, 19, 57] and references therein. Some results
on inexact second-order methods are listed above. The paper [46] proposes an analysis of third-order
method for convex optimization with inexact third derivative. In [6] the authors analyze inexact tensor
methods for non-convex optimization. The general theory of inexact tensor methods of an arbitrary
order 𝑝 for convex problems still has to be developed and we make a step in this direction.

1.3 Our contribution

Motivated by stochastic optimization methods, we propose and analyze Inexact Tensor Method of the
general order 𝑝 ≥ 2. The idea of the algorithm is to use inexact values of the derivatives up to the order
𝑝 to construct a regularized inexact Taylor expansion. For the resulting method we provide sufficient
conditions for the inexactness of the derivatives for this method in order to have similar complexity as
the exact tensor method. This allows to prove sublinear 𝑂(1/𝑘𝑝) convergence rate and corresponding
𝑂(𝜀−1/𝑝) iteration complexity, which are the same as for the non-accelerated exact tensor methods.

As a corollary, we propose a stochastic tensor method for stochastic convex optimization problems in
the online and offline settings. The idea of the algorithm is to sample in each iteration mini-batches of
derivatives up to the order 𝑝 and use them to construct regularized stochastic Taylor expansion. For the
resulting method we prove sublinear 𝑂(1/𝑘𝑝) convergence rate and corresponding 𝑂(𝜀−1/𝑝) iteration
complexity, which are the same as for the deterministic tensor methods. Interestingly, we show that to
reach this, the sufficient mini-batch size decreases as the order of the derivative increases.

We also consider a particular case 𝑝 = 3, for which in the spirit of [43], we describe how to implement
the resulting inexact tensor method.

1.4 Paper Organization

The remaining part of the paper is organized as follows. In Section 2, we introduce main notations and
assumptions. Then, in Section 3 we present an inexact tensor model of function. We prove its convexity
and show that it majorizes the objective function. Section 4 is dedicated to the Inexact Tensor Method
itself and its convergence. Next, in Section 5 we introduce the smooth version of the Inexact Tensor
Method. Then, we discuss implementation details (Section 6). And finally, in Section 7 we introduce the
Stochastic Tensor Method and prove how to satisfy sampling conditions. Future work is discussed in
the very last Section.

2 Preliminaries

We consider stochastic convex optimization problems of the form

min
x∈R𝑛

𝑓(x) = E𝜉∼𝒟[𝑓(x; 𝜉)]. (4)
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We refer to this problem as online setting. As a particular case of this problem, we consider the following
problem with the objective given as a finite-sum, which we call offline setting,

min
x∈R𝑛

𝑓(x) =
1

𝑚

𝑚∑︁
𝑖=1

𝑓𝑖(x). (5)

We denote the 𝑖-th directional derivative of function 𝑓 at x along directions s1, . . . , s𝑖 ∈ R𝑛 as

∇𝑖𝑓(x)[s1, . . . , s𝑖].

For example, ∇𝑓(x)[s1] = ⟨∇𝑓(x), s1⟩ and ∇2𝑓(x)[s1, s2] = ⟨∇2𝑓(x)s1, s2⟩. If all directions are
the same we write ∇𝑖𝑓(x)[s]𝑖. By ‖·‖ we denote the tensor norm recursively induced by the Euclidean
norm on the space of 𝑝-th order tensors

‖T‖ = max
‖s1‖=...=‖s𝑝‖=1

{|T[s1, . . . , s𝑝]|},

where T is 𝑝-th order tensor [10].

Assumption 1. Function 𝑓 is convex and 𝑝 times differentiable on R𝑛 and its 𝑝-th derivative is Lipschitz
continuous, i.e. for all x,y ∈ ℒ(𝑥0)

1:

‖∇𝑝𝑓(x) −∇𝑝𝑓(y)‖ ≤ 𝐿𝑝‖x− y‖,

where ℒ (x0)
def
= {x ∈ R𝑛 : 𝑓(x) ≤ 𝑓 (x0)}.

Following the previous works, we construct Tensor methods based on the Taylor approximation of the
function 𝑓(x), which can be written as follows:

Φx,𝑝(s)
def
= 𝑓(x) +

𝑝∑︁
𝑖=1

1

𝑖!
∇𝑖𝑓(x)[s]𝑖, s ∈ R𝑛. (6)

Since the full Taylor expansion of 𝑓 requires computing high-order derivatives which could be expensive
to calculate, it is natural to use their approximations to construct an inexact model of the objective:

𝜑x,𝑝(s) = 𝑓 (x) +

𝑝∑︁
𝑖=1

1

𝑖!
Gx,𝑖[s]

𝑖, (7)

where Gx,𝑖 are approximations to the derivatives ∇𝑖𝑓 (x). Inspired by the work [39] for the non-convex
setting, we consider the following condition on the accuracy of the approximations for the derivatives

Condition 1. Given the target accuracy 𝜀 for the solution of the problem (1), there exist numbers
𝜅𝑖 > 0, 𝑖 = 1, . . . , 𝑝 such that for all s ∈ ℒ(x0):

‖(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−1‖ ≤ 𝜅𝑖𝜀
(𝑝−𝑖+1)/𝑝‖s‖𝑖−1, 𝑖 = 1, . . . , 𝑝. (8)

1Here and later in other assumptions we require x to be from Lebesgue set ℒ(x0), since the Stochastic Tensor Method
is monotone under Condition 1. In Section 7 we will show that Condition 1 can be satisfied with a high probability in both
online and offline settings.
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First, we analyze inexact Tensor methods under this condition. Then, motivated by stochastic opti-
mization problems, we focus on stochastic approximations of the derivatives through sampling. More
precisely, for 𝒮1,𝒮2, . . . ,𝒮𝑝 being sample sets, we construct the sampled approximations as

Gx,𝑖 =
1

|𝒮𝑖|
∑︁
𝑗∈𝒮𝑖

∇𝑖𝑓 (x, 𝜉𝑗) , 𝑖 = 1, .., 𝑝. (9)

In Section 7 we show how to choose the size of sample sets 𝒮𝑖 to satisfy Condition 1 with high
probability without requiring knowledge of the length of the step ‖s‖. This allows us to construct the
desired Stochastic Tensor Method and analyze its complexity.

In our methods we use the following power prox funtions:

𝑑𝑝(x) =
1

𝑝
‖x‖𝑝, 𝑝 ≥ 2. (10)

Note that
∇𝑑𝑝(x) = ‖x‖𝑝−2x,

∇2𝑑𝑝(x) = (𝑝− 2)‖x‖𝑝−4xx* + ‖x‖𝑝−2𝐼 ⪰ ‖x‖𝑝−2𝐼, (11)

where 𝐼 is the identity matrix in R𝑛

As it is shown, e.g. in [43], Assumption 1 allows to control the quality of the approximation of the
objective 𝑓 by its Taylor polynomial:

|𝑓(𝑥 + s) − Φx,𝑝(s)| ≤
𝐿𝑝

(𝑝 + 1)!
‖s‖𝑝+1, x, s ∈ R𝑛. (12)

If 𝑝 ≥ 2, the same can be done with the first and second derivatives:

‖∇𝑓(𝑥 + s) −∇Φx,𝑝(s)‖ ≤ 𝐿𝑝

𝑝!
‖s‖𝑝, (13)

‖∇2𝑓(𝑥 + s) −∇2Φx,𝑝(s)‖ ≤ 𝐿𝑝

(𝑝− 1)!
‖s‖𝑝−1, (14)

for all x, s ∈ R𝑛.

3 Inexact Tensor Model

In this section, we analyze inexact Taylor polynomial (7) first to show under Condition 1 approximation
bounds in the spirit of (12), (13), (14) but on the quality of the approximation of 𝑓 by 𝜑x,𝑝, and, then,
based on such bounds to construct a regularized inexact Taylor polynomial and show that it is a global
upper bound for the objective function 𝑓 . The latter is the key to construct the proposed Inexact Tensor
Method, which we analyze in the next section.

The following lemma gives a counterpart of (12) when the inexact derivatives are used and shows that
we can bound the residual between function 𝑓 and the 𝑝-th order inexact Taylor polynomial 𝜑x,𝑝(s).

Lemma 3.1. For any x, s ∈ R𝑛 we have

|𝑓(x + s) − 𝜑x,𝑝(s)| ≤
𝑝∑︁

𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖 +

𝐿𝑝

(𝑝 + 1)!
‖s‖𝑝+1. (15)
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Proof. For any x, s ∈ R𝑛:

|𝑓(x+s)−𝜑x,𝑝(s)| ≤ |𝑓(x+s)−Φx,𝑝(s)|+|Φx,𝑝(s)−𝜑x,𝑝(s)|
(12)
≤ 𝐿𝑝

(𝑝 + 1)!
‖s‖𝑝+1+|Φx,𝑝(s)−𝜑x,𝑝(s)|.

Let us bound the second term in the right hand side of the inequality above:

|Φx,𝑝(s) − 𝜑x,𝑝(s)|
(6),(7)
= |

𝑝∑︁
𝑖=1

1

𝑖!
(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖|

≤
𝑝∑︁

𝑖=1

1

𝑖!
‖(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−1‖‖s‖

(8)
≤

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖.

Combining both inequalities above finishes the proof.

The following lemma gives a counterpart of (13), (14) when the inexact derivatives are used.

Lemma 3.2. For any x, s ∈ R𝑛 we have

‖∇𝑓(x + s) −∇𝜑x,𝑝(s)‖ ≤
𝑝∑︁

𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−1 +

𝐿𝑝

𝑝!
‖s‖𝑝, (16)

‖∇2𝑓(x + s) −∇2𝜑x,𝑝(s)‖ ≤
𝑝∑︁

𝑖=2

1

(𝑖− 2)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−2 +

𝐿𝑝

(𝑝− 1)!
‖s‖𝑝−1. (17)

Proof. Firstly, let us prove the bound for the first derivatives. For any x, s ∈ R𝑛:

‖∇𝑓(x + s) −∇𝜑x,𝑝(s)‖ ≤ ‖∇𝑓(x + s) −∇Φx,𝑝(s)‖ + ‖∇Φx,𝑝(s) −∇𝜑x,𝑝(s)‖
(13)
≤ 𝐿𝑝

𝑝!
‖s‖𝑝 + ‖∇Φx,𝑝(s) −∇𝜑x,𝑝(s)‖

Let us bound the second term in the right hand side of the inequality above:

‖∇Φx,𝑝(s) −∇𝜑x,𝑝(s)‖
(6),(7)
= |

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−1|

≤
𝑝∑︁

𝑖=1

1

(𝑖− 1)!
‖(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−1‖

(8)
≤

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−1.

Combining both inequalities above we get (16).

Now, we will obtain the bound for the second derivatives. For any x, s ∈ R𝑛 we have

‖∇2𝑓(x + s) −∇2𝜑x,𝑝(s)‖ ≤ ‖∇2𝑓(x + s) −∇2Φx,𝑝(s)‖ + ‖∇2Φx,𝑝(s) −∇2𝜑x,𝑝(s)‖
(14)
≤ 𝐿𝑝

(𝑝− 1)!
‖s‖𝑝−1 + ‖∇2Φx,𝑝(s) −∇2𝜑x,𝑝(s)‖.

Let us bound the second term in the right hand side of the inequality above:

‖∇2Φx,𝑝(s) −∇2𝜑x,𝑝(s)‖
(6),(7)
= |

𝑝∑︁
𝑖=2

1

(𝑖− 2)!
(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−2|

≤
𝑝∑︁

𝑖=2

1

(𝑖− 2)!
‖(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−2‖ ≤

𝑝∑︁
𝑖=2

1

(𝑖− 2)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−2,

DOI 10.20347/WIAS.PREPRINT.2818 Berlin 2021



Inexact tensor methods and their application to stochastic convex optimization 7

where the last inequality is valid due to conditions (8) and the definition of the matrix norm:

‖(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−2‖ def
= sup

s∈R𝑛

‖((Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−2)𝑇 𝑠‖
‖𝑠‖

≤ 𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 ‖s‖𝑖−2.

Thus, we have obtained (17).

We finish this section by constructing a global upper bound for the objective 𝑓 based on the inexact
Taylor expansion 𝜑x,𝑝 which is regularized by functions 𝑑𝑖, 𝑖 = 1, ..., 𝑝.

Theorem 3.3. For any s, x ∈ R𝑛:

0 4 ∇2𝑓(x + s) 4 ∇2𝜑x,𝑝(s) +

𝑝∑︁
𝑖=2

1

(𝑖− 2)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−2𝐼 +

𝐿𝑝

(𝑝− 1)!
‖s‖𝑝−1𝐼. (18)

Moreover, for any s, x ∈ R𝑛 , and 𝜎 ≥ 𝐿𝑝 the function

𝜔x,𝑝(s) = 𝜑x,𝑝(s) +

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝜎

(𝑝− 1)!
𝑑𝑝+1(s) (19)

is convex and it majorizes the function 𝑓 :

𝑓(x + s) ≤ 𝜔x,𝑝(s) ∀s ∈ R𝑛. (20)

Proof. For any h ∈ R𝑛:⟨︀(︀
∇2𝑓(x + s) −∇2𝜑x,𝑝(s)

)︀
h,h

⟩︀
≤
⃦⃦
∇2𝑓(x + s) −∇2𝜑x,𝑝(s)

⃦⃦
· ‖h‖2

(17)
≤

(︃
𝑝∑︁

𝑖=2

1

(𝑖− 2)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−2 +

𝐿𝑝

(𝑝− 1)!
‖s‖𝑝−1

)︃
‖h‖2

Further,

0 4 ∇2𝑓(x + s) 4 ∇2𝜑x,𝑝(s) +

𝑝∑︁
𝑖=2

1

(𝑖− 2)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−2𝐼 +

𝐿𝑝

(𝑝− 1)!
‖s‖𝑝−1𝐼

4
𝑝∑︁

𝑖=2

1

(𝑖− 2)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖−2𝐼 +

𝜎

(𝑝− 1)!
‖s‖𝑝−1𝐼 = ∇2𝜔x,𝑝(s).

Therefore, 𝜔x,𝑝(s) is convex. Finally,

𝑓(x + s)
(15)
≤ 𝜑x,𝑝(s) +

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 ‖s‖𝑖 +

𝐿𝑝

(𝑝 + 1)!
‖s‖𝑝+1

= 𝜑x,𝑝(s) +

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝐿𝑝

𝑝!
𝑑𝑝+1(s)

≤ 𝜑x,𝑝(s) +

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝜎

(𝑝− 1)!
𝑑𝑝+1(s) = 𝜔x,𝑝(s).
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Thus, we have build a regularized inexact Taylor polynomial 𝜔x,𝑝(s) defined in (19) as an model of the
objective 𝑓 . Theorem 3.3 claims that this model satisfies two main conditions:

� Model 𝜔x,𝑝(s) is a global upper bound for the function 𝑓 :

𝑓(x + s)
(20)
≤ 𝜔x,𝑝(s). (21)

� Model 𝜔x,𝑝(s) is convex.

4 Inexact Tensor Method

Based on the inexact regularized Taylor polynomial 𝜔x,𝑝(s) defined in the previous section, in this
section, we present the Inexact Tensor Method. Each step of this algorithm uses minimization of our
model 𝜔x,𝑝(s) to make a step. To be more precise we define an operator T(x) as

T(x)= argmin
s∈R𝑛

𝜔x,𝑝(s). (22)

Let us prove the next technical lemma.

Lemma 4.1. For any x ∈ R𝑛 and 𝜎 ≥ 𝐿𝑝

𝑓(x + T(x)) ≤ min
s∈R𝑛

{︃
𝑓(x + s) + 2

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝐿𝑝 + 𝑝𝜎

(𝑝− 1)!
𝑑𝑝+1(s)

}︃
(23)

Proof.

𝑓(x + T(x))
(21)
≤ min

s∈R𝑛

{︃
𝜑x,𝑝(s) +

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝜎

𝑝!
𝑑𝑝+1(s)

}︃
(15)
≤ min

s∈R𝑛

{︃
𝑓(x + s) + 2

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝐿𝑝 + 𝑝𝜎

(𝑝− 1)!
𝑑𝑝+1(s)

}︃
.

Now we are in a position to estimate the convergence rate of the Inexact Tensor Method.

Algorithm 1 Inexact Tensor Method
1: Input: convex function 𝑓 such that ∇𝑝𝑓 is 𝐿𝑝-Lipschitz; 𝜀 is target objective residual; 𝑥0 is starting

point; constant 𝜎 ≥ 𝐿𝑝.
2: for 𝑘 ≥ 0 do
3: Call the inexact oracle to compute Gx𝑘,𝑖 for 𝑖 = 1, . . . , 𝑝 such that Condition 1 is satisfied.
4: Obtain s𝑘 and make the step:

s𝑘 = argmin
s∈R𝑛

𝜔x,𝑝(s)

x𝑘+1 = x𝑘 + s𝑘.
(24)

5: end for

In the view of Eq. (20) the process x + T(x) guarantees that 𝑓(x + T(x)) ≤ 𝑓(x), i.e. Algorithm 1
is monotone. Therefore, in Assumption 1 we can only require x to be from the Lebesgue set of the
objective function 𝑓 or a vicinity of it if the method is stochastic.
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Theorem 4.2. If Condition 1 is satisfied and 𝑓(x) is convex 𝑝 times differentiable function with Lipschitz
constant 𝐿𝑝 for 𝑝-th derivative and 𝜎 ≥ 𝐿𝑝 then after 𝑇 + 1 iterations of Algorithm 1 we have the
following bound for the objective residual:

𝑓(x𝑇+1) − 𝑓(x*) ≤ 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 𝐷𝑖

𝑖!

(𝑝 + 1)𝑖

(𝑇 + 𝑝 + 1)𝑖−1
+

(𝐿𝑝 + 𝑝𝜎)

(𝑝 + 1)!

(𝑝 + 1)𝑝+1

(𝑇 + 𝑝 + 1)𝑝
𝐷𝑝+1, (25)

where 𝐷 = max
x∈ℒ(x0)

‖x− x*‖.

Proof.

𝑓(x1)
(23)
≤ min

s∈R𝑛

{︃
𝑓(x1 + s) + 2

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝐿𝑝 + 𝑝𝜎

(𝑝− 1)!
𝑑𝑝+1(s)

}︃

≤ 𝑓(x*) + 2

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝐷𝑖 +

𝐿𝑝 + 𝑝𝜎

(𝑝 + 1)!
𝐷𝑝+1,

For any 𝑡 > 1:

𝑓(x𝑡+1)
(23)
≤ min

s∈R𝑛

{︃
𝑓(x𝑡+1 + s) + 2

𝑝∑︁
𝑖=1

1

(𝑖− 1)!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 𝑑𝑖(s) +

𝐿𝑝 + 𝑝𝜎

(𝑝− 1)!
𝑑𝑝+1(s)

}︃

≤ min
𝛼𝑡∈[0,1]

{︃
𝑓(x𝑡 + 𝛼𝑡(x* − x𝑡)) + 2

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 (𝛼𝑡𝐷)𝑖 +

𝐿𝑝 + 𝑝𝜎

(𝑝 + 1)!
(𝛼𝑡𝐷)𝑝+1

}︃

≤ min
𝛼𝑡∈[0,1]

{︃
𝑓(x𝑡) − 𝛼𝑡(𝑓(x𝑡) − 𝑓(x*)) + 2

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 (𝛼𝑡𝐷)𝑖 +

𝐿𝑝 + 𝑝𝜎

(𝑝 + 1)!
(𝛼𝑡𝐷)𝑝+1.

}︃
Therefore,

𝑓(x𝑡+1) − 𝑓(x*) ≤ (1 − 𝛼𝑡)(𝑓(x𝑡) − 𝑓(x*)) + 2

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 (𝛼𝑡𝐷)𝑖 +

𝐿𝑝 + 𝑝𝜎

(𝑝 + 1)!
(𝛼𝑡𝐷)𝑝+1.

(26)

Let us choose a sequence {𝐴𝑖} as follows:

𝐴𝑡 =

⎧⎨⎩1, 𝑡 = 0
𝑡∏︀

𝑖=1

(1 − 𝛼𝑖), 𝑡 ≥ 1.
(27)

We divide both sides of (26) by 𝐴𝑡:

1

𝐴𝑡

(𝑓(x𝑡+1) − 𝑓(x*))

≤ 1

𝐴𝑡

(︃
(1 − 𝛼𝑡)(𝑓(x𝑡) − 𝑓(𝑥*)) + 2

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 (𝛼𝑡𝐷)𝑖 +

𝐿𝑝 + 𝑝𝜎

(𝑝 + 1)!
(𝛼𝑡𝐷)𝑝+1

)︃

=
1

𝐴𝑡−1

(𝑓(x𝑡) − 𝑓(𝑥*)) +
1

𝐴𝑡

(︃
2

𝑝∑︁
𝑖=1

1

𝑖!
𝜅𝑖𝜀

𝑝−𝑖+1
𝑝 (𝛼𝑡𝐷)𝑖 +

𝐿𝑝 + 𝑝𝜎

(𝑝 + 1)!
(𝛼𝑡𝐷)𝑝+1

)︃
.
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Summing both sides from 𝑡 = 1 to 𝑡 = 𝑇 we obtain:

𝑓(x𝑇+1) − 𝑓(x*) ≤ 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 𝐷𝑖

𝑖!

𝑇∑︁
𝑡=1

𝐴𝑇𝛼
𝑖
𝑡

𝐴𝑡

+
(𝐿𝑝 + 𝑝𝜎)𝐷𝑝+1

(𝑝 + 1)!

𝑇∑︁
𝑡=1

𝐴𝑇𝛼
𝑝+1
𝑡

𝐴𝑡

.

Let us take

𝛼𝑡 =
𝑝 + 1

𝑡 + 𝑝 + 1
(28)

and compute the following sums

𝐴𝑇 =
𝑇∏︁
𝑡=1

(1 − 𝛼𝑡) =
𝑇∏︁
𝑡=1

𝑡

𝑡 + 𝑝 + 1
=

𝑇 !(𝑝 + 1)!

(𝑇 + 𝑝 + 1)!
= (𝑝 + 1)!

𝑝+1∏︁
𝑡=1

1

𝑇 + 𝑡
≥ (𝑝 + 1)!

(𝑇 + 1)𝑝+1
,

which gives
𝑇∑︁
𝑡=1

𝐴𝑇𝛼
𝑖
𝑡

𝐴𝑡

=
𝑇∑︁
𝑖=1

(𝑝 + 1)𝑖
∏︀𝑝+1

𝑡=1 (𝑇 + 𝑡)

(𝑡 + 𝑝 + 1)𝑖(𝑝 + 1)!
· (𝑝 + 1)!

𝑝+1∏︁
𝑗=1

1

𝑡 + 𝑖

= (𝑝 + 1)𝑖
𝑇∑︁
𝑡=1

∏︀𝑝+1
𝑗=1(𝑡 + 𝑗)

(𝑡 + 𝑝 + 1)𝑖

𝑝+1∏︁
𝑡=1

1

𝑇 + 𝑡

≤ (𝑝 + 1)𝑖

(𝑇 + 𝑝 + 1)𝑖−1
.

Hence,

𝑓(x𝑇+1) − 𝑓(x*) ≤ 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 𝐷𝑖

𝑖!

(𝑝 + 1)𝑖

(𝑇 + 𝑝 + 1)𝑖−1
+

(𝐿𝑝 + 𝑝𝜎)

(𝑝 + 1)!

(𝑝 + 1)𝑝+1

(𝑇 + 𝑝 + 1)𝑝
𝐷𝑝+1. (29)

This result provides an upper bound for the objective residual after 𝑡 iterations of the Inexact Tensor
Method. The right term corresponds to the case of exact Tensor method, i.e. 𝜅𝑖 = 0, 𝑖 = 1, ..., 𝑝, and
provides similar convergence rate as for non-accelerated Tensor method in [43]. The left terms show
how inexactness in each derivative influences the convergence rate. In particular, if 𝜅𝑖 > 0 only for
one 𝑖 ∈ [1, 𝑝], the corresponding convergence rate slows down to 1/𝑡𝑖−1. At the same time since
we are interested in accuracy 𝜀, the right term says us that we should take 𝑡 + 𝑝 + 1 of the order
(𝐿𝑝𝐷

𝑝+1/𝜀)1/𝑝 to obtain the whole r.h.s. smaller than 𝜀. In this case, we obtain

𝑓(x𝑇+1) − 𝑓(x*) ≤ 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 𝐷𝑖

𝑖!

(𝑝 + 1)𝑖

(𝑇 + 𝑝 + 1)𝑖−1
+

(𝐿𝑝 + 𝑝𝜎)

(𝑝 + 1)!

(𝑝 + 1)𝑝+1

(𝑇 + 𝑝 + 1)𝑝
𝐷𝑝+1

≤ 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 𝐷𝑖

𝑖!

(𝑝 + 1)𝑖

𝐿
𝑖−1
𝑝

𝑝 𝐷
(𝑖−1)(𝑝+1)

𝑝 𝜀−
𝑖−1
𝑝

+ 𝜀

= 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝
+ 𝑖−1

𝑝 𝐷𝑖− (𝑖−1)(𝑝+1)
𝑝 𝐿

− 𝑖−1
𝑝

𝑝
(𝑝 + 1)𝑖

𝑖!
+ 𝜀

= 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀𝐷
𝑝−𝑖+1

𝑝 𝐿
− 𝑖−1

𝑝
𝑝

(𝑝 + 1)𝑖

𝑖!
+ 𝜀 (30)
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We now can ask the question on how to control the parameters 𝜅𝑖, 𝑖 = 1, ..., 𝑝 in order to achieve the
objective residual 𝜀 with the same iteration complexity 𝜀−1/𝑝 as for the exact Tensor Method in [43].
The answer is given by the following result.

Corollary 4.3. Let us choose

𝜅𝑖 =
𝐿

𝑖−1
𝑝 𝑖!

𝐷
𝑝−𝑖+1

𝑝

. (31)

Then, after 𝑇 + 1 iterations of Algorithm 1 chosen such that 𝑇 satisfies

(𝑇 + 𝑝 + 1)𝑝 =
(𝑝 + 1)𝑝+2

(𝑝 + 1)!

𝐿𝑝 + 𝑝𝜎

𝜀
𝐷𝑝+1 (32)

we get

𝑓(x𝑇+1) − 𝑓(x*) ≤ 𝜀.

Proof. From Theorem 4.2

𝑓(x𝑇+1) − 𝑓(x*) ≤ 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 𝐷𝑖

𝑖!

(𝑝 + 1)𝑖

(𝑇 + 𝑝 + 1)𝑖−1
+

(𝐿𝑝 + 𝑝𝜎)

(𝑝 + 1)!

(𝑝 + 1)𝑝+1

(𝑇 + 𝑝 + 1)𝑝
𝐷𝑝+1

(32)
≤ 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀
𝑝−𝑖+1

𝑝 𝐷𝑖

𝑖!

(𝑝 + 1)𝑖

𝐿
𝑖−1
𝑝

𝑝 𝐷
(𝑖−1)(𝑝+1)

𝑝 𝜀−
𝑖−1
𝑝

+
𝜀

𝑝 + 1

= 2

𝑝∑︁
𝑖=1

𝜅𝑖𝜀𝐷
𝑝−𝑖+1

𝑝 𝐿
− 𝑖−1

𝑝
𝑝

(𝑝 + 1)𝑖

𝑖!
+

𝜀

𝑝 + 1
(33)

= 𝜀. (34)

Thus, we showed that the number of steps needed for the Inexact Tensor Method to find an 𝜀 solution

to the problem (1) is 𝑂

(︃(︂
𝐿𝑝𝐷

𝑝+1

𝜀

)︂1/𝑝
)︃

under the appropriate assumption on the inexactness.

5 Smooth model

One of the inconveniences of the inexact model 𝜔x,𝑝(s) is that it uses odd powers of ‖𝑠‖, which can
lead to computationally expansive iterations (24). Thus, in this section we introduce a smooth version of
the model 𝜔x,𝑝(s) which uses only even powers of ‖𝑠‖. We obtain the smooth model from the definition
of the model 𝜔x,𝑝(s) (19), using the next inequality

‖𝑥‖ ≤ ‖𝑥‖2

2𝛼
+

𝛼

2
(35)

with 𝛼 = 𝜀1/𝑝.
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Firstly, let us consider the case when 𝑝 is odd. Applying inequality (35) to the definition (19) we obtain:

𝜔x,𝑝(s) ≤ 𝜑x,𝑝(s) +
1

2
𝜅1𝜀

𝑝+1
𝑝 +

𝑝−1
2∑︁

𝑖=1

(︂
1

2

𝜅2𝑖−1

(2𝑖− 1)!
+

𝜅2𝑖

(2𝑖)!
+

1

2

𝜅2𝑖+1

(2𝑖 + 1)!

)︂
𝜀

𝑝−2𝑖+1
𝑝 ‖𝑠‖2𝑖

+

(︂
1

2

𝜅𝑝

𝑝!
+

𝜎

(𝑝 + 1)!

)︂
‖𝑠‖𝑝+1 def

= 𝜁𝑜x,𝑝(s).

Now, assume that 𝑝 is even. We are going to use the same technique, but it will lead to a slightly
different result:

𝜔x,𝑝(s) ≤ 𝜑x,𝑝(s) +
1

2
𝜅1𝜀

𝑝+1
𝑝 +

𝑝−2
2∑︁

𝑖=1

(︂
1

2

𝜅2𝑖−1

(2𝑖− 1)!
+

𝜅2𝑖

(2𝑖)!
+

1

2

𝜅2𝑖+1

(2𝑖 + 1)!

)︂
𝜀

𝑝−2𝑖+1
𝑝 ‖𝑠‖2𝑖

+

(︂
1

2

𝜅𝑝−1

(𝑝− 1!
+

𝜅𝑝

𝑝!
+

1

2(𝑝 + 1)

𝜎

(𝑝− 1)!

)︂
𝜀

1
𝑝‖𝑠‖𝑝 +

𝜎

2(𝑝 + 1)!
𝜀−

1
𝑝‖𝑠‖𝑝+2 def

= 𝜁𝑒x,𝑝(s).

Finally,

𝜁x,𝑝(s)
def
=

{︃
𝜁𝑜x,𝑝(s), if 𝑝 is odd,

𝜁𝑒x,𝑝(s), if 𝑝 is even.

Since the model 𝜁𝑝 is a global upper bound for the model 𝜔x,𝑝(s) (19), the statement of Theorem 3.3
also holds for the smooth model 𝜁𝑝. Therefore, the smooth version of Algorithm (1) differs only in the
step (24) and reads as

s𝑘 = argmin
s∈R𝑛

𝜁x,𝑝(s);

x𝑘+1 = x𝑘 + s𝑘.
(36)

The complexity of an iterative method based on these equalities is the same as the complexity of the
non-smooth version described in the previous section. The proof of this fact is exactly the same as the
proof of Theorem 4.2 up to constant coefficients of the model.

6 Implementation Details

Inexact tensor optimization methods, introduced in Sections 4, 5, are based on the solution of auxiliary
subproblems (24), (36) in each iteration. As we already proved, these problems are convex, and,
therefore, can be solved by convex optimization methods. However, the complexity of solving these
problems can slow down the convergence of the Inexact Tensor Methods. In this section, we show how
to treat these problems in the particluar case of 𝑝 = 3. To do that, we consider the third degree smooth
model 𝜁(s) which corresponds to 𝑝 = 3

𝜁x(h)
def
= 𝜁𝑜x,3(h) = 𝜑x,3(h) +

𝜅𝑔𝜀
4
3

2
+
(︁𝜅𝑔

2
+

𝜅𝑏

2
+

𝜅𝑡

12

)︁
𝜀

2
3‖h‖2 +

(︁𝜅𝑡

12
+

𝜎

8

)︁
‖h‖4, (37)

where 𝜅1 = 𝜅𝑔, 𝜅2 = 𝜅𝑏, 𝜅3 = 𝜅𝑡. We also introduce the following notation for the first three
approximate (sampled) derivatives Gx,1 = g, Gx,2 = B, Gx,3 = T (see Eq.(9)). In this case
formula (7) can be rewritten in the following form

𝜑x(s)
def
= 𝑓 (x) + g𝑇h +

1

2
h𝑇Bh +

1

6
T[h]3. (38)
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Lemma 6.1. For any h ∈ R𝑛 and 𝜏 > 0, we have

−1

𝜏
B− 𝜏

2
𝐿3‖h‖2 −

1

𝜏
𝜅𝑏𝜀

2
3 − 𝜅𝑡𝜀

1
3‖h‖ 4 T 4

1

𝜏
B +

𝜏

2
𝐿3‖h‖2 +

1

𝜏
𝜅𝑏𝜀

2
3 + 𝜅𝑡𝜀

1
3‖h‖. (39)

Proof. From (18) we obtain:

0 ≤ ⟨∇2𝑓(x + h)u,u⟩ ≤ ⟨∇2𝜑(h)u,u⟩ +
𝐿3

2
‖h‖2‖u‖2 + 𝜅𝑏𝜀

2
3‖u‖2 + 𝜅𝑡𝜀

1
3‖h‖‖u‖2

≤ ⟨(B + T[h])u,u⟩ +
𝐿3

2
‖h‖2 + 𝜅𝑏𝜀

2
3‖u‖2 + 𝜅𝑡𝜀

1
3‖h‖‖u‖2

Replacing h with 𝜏h and dividing by 𝜏 , we get

−⟨T[h]u,u⟩ ≤ 1

𝜏
⟨Bu,u⟩ +

𝜏

2
𝐿3‖h‖2‖u‖2 +

1

𝜏
‖𝑢‖2𝜅𝑏𝜀

2
3 + 𝜅𝑡𝜀

1
3‖h‖‖u‖2.

Replacing h by −h we obtain:

⟨T[h]u,u⟩ ≤ 1

𝜏
⟨Bu,u⟩ +

𝜏

2
𝐿3‖h‖2‖u‖2 +

1

𝜏
‖𝑢‖2𝜅𝑏𝜀

2
3 + 𝜅𝑡𝜀

1
3‖h‖‖u‖2.

From the last two inequalities we get (38).

Let’s build an analogue of Lemma 6.1 for model 𝜁(h).

Lemma 6.2. For any h ∈ R𝑛 and 𝜏 > 0, we have

− 1

𝜏
B− 𝜏

2
(𝐿3 + 𝜅𝑡) ‖h‖2 −

1

𝜏

(︂
𝜅𝑏𝜀

2
3 +

1

2
𝜅𝑡𝜀

1
3

)︂
⏟  ⏞  

𝐶2

4 T 4
1

𝜏
B +

𝜏

2
(𝐿3 + 𝜅𝑡) ‖h‖2 +

1

𝜏

(︂
𝜅𝑏𝜀

2
3 +

1

2
𝜅𝑡𝜀

1
3

)︂
⏟  ⏞  

𝐶2

(40)

Proof. Almost the same as the proof of Lemma 6.1. Just use inequality (35) with 𝛼 = 𝜀1/3 for the lower
and upper bounds.

In the considered case of 𝑝 = 3, the Algorithm (1) requires to solve the following minimization problem
on each iteration:

𝜁(h) = 𝜑(h) +
(︁𝜎

2
+

𝜅𝑡

3

)︁
⏟  ⏞  

𝐶4

𝑑4(h) +

(︃
𝜅𝑔𝜀

2
3 + 𝜅𝑏𝜀

2
3 +

𝜅𝑡𝜀
2
3

6

)︃
⏟  ⏞  

𝐶2

𝑑2(h) +
𝜅𝑔𝜀

4
3

2
→ min

h∈R𝑛
. (41)

DOI 10.20347/WIAS.PREPRINT.2818 Berlin 2021



A. Agafonov, D. Kamzolov, P. Dvurechensky, A. Gasnikov 14

For any h ∈ R𝑛 :

∇2𝜁(h) = ∇2𝜑(h) + 𝐶4∇2𝑑4(h)𝐶2∇2𝑑2(h) = B + T[h] + 𝐶4∇2𝑑4(h) + 𝐶2∇2𝑑2(h)
(40)
< B + 𝐶4∇2𝑑4(h) + 𝐶2∇2𝑑2(h) − 1

𝜏
B− 1

𝜏
𝐶2 −

𝜏

2
(𝐿3 + 𝜅𝑡)‖𝑠‖2

(11)
< B

(︂
1 − 1

𝜏

)︂
+

(3𝜎 + 2𝜅𝑡)

6
∇2𝑑4(h) − 𝜏(𝐿3 + 𝜅𝑡)

2
∇2𝑑4(h)

+

(︂
2𝜅𝑡

3
− 𝜏𝜅𝑡

2

)︂
∇2𝑑4(h) +

(︂
𝐶2 −

1

𝜏
𝐶2

)︂
∇2𝑑2(h)

<

(︂
1 − 2

𝜏

)︂
B +

(︂
1 − 2

𝜏

)︂
𝐶2∇2𝑑2(h) +

(︂
1 − 2

𝜏

)︂
2𝜅𝑡

3
∇2𝑑4(h)

+

(︂
(3𝜎 + 2𝜅𝑡) − 3𝜏(𝐿3 + 𝜅𝑡)

6

)︂
∇2𝑑4(h),

where the last inequality comes from the following inequality

2𝐶2 ≥ 𝐶2. (42)

Let 𝜌x(h) = 1
2

(︀
1 − 2

𝜏

)︀
⟨Bh,h⟩+ 𝜎−𝐿3𝜏

2
𝑑4(h) +

(︀
1 − 2

𝜏

)︀
𝐶2𝑑2(h) +

(︁
(3𝜎+2𝜅𝑡)−3𝜏(𝐿3+𝜅𝑡)

6

)︁
𝑑4(h).

Therefore we have proved the strong relative convexity:

∇2𝜁(h) < ∇2𝜌x(h). (43)

On the other hand,

∇2𝜁(h) = B + T[h] + 𝐶4∇2𝑑4(h) + 𝐶2∇2𝑑2(h)
(40)
4 B + 𝐶4∇2𝑑4(h) + 𝐶2∇2𝑑2(h) +

1

𝜏
B +

1

𝜏
𝐶2 +

𝜏

2
(𝐿3 + 𝜅𝑡)‖𝑠‖2

(11)
4

(︂
1 +

1

𝜏

)︂
B +

3𝜎 + 2𝜅𝑡

6
∇2𝑑4(h) +

𝜏(𝐿3 + 𝜅𝑡)

2
∇2𝑑4(h) +

(︂
𝐶2 +

1

𝜏
𝐶2

)︂
∇2𝑑2(h)

4

(︂
1 +

2

𝜏

)︂
B +

(︂
1 +

2

𝜏

)︂
𝐶2∇2𝑑2(h) +

(︂
(3𝜎 + 2𝜅𝑡) − 3𝜏(𝐿3 + 𝜅𝑡)

6

)︂
∇2𝑑4(h) (44)

where the last inequality comes from (42).

Let us choose 𝜎 and 𝜅𝑡 such that the following inequality holds 2𝜎 + 2𝜅𝑡 = 3𝜏 2(𝐿3 + 𝜅𝑡) for 𝜏 > 2
in (41). With that choice of 𝜎 a model 𝜁(h) is convex since 𝜎 = 3

2
𝜏 2(𝐿3 + 𝜅𝑡) − 𝜅𝑡 > 𝐿3 for 𝜏 > 2.

Under the above choice of the parameters, from (44) we have that

∇2𝜁(h) 4

(︂
𝜏 + 2

𝜏 − 2

)︂(︂(︂
1 − 2

𝜏

)︂
B +

(︂
1 − 2

𝜏

)︂
𝐶2∇2𝑑2(h) +

(︂
1 − 2

𝜏

)︂
2𝜅𝑡

3
∇2𝑑4(h)

+

(︂
𝜎 − 𝜏𝐿3

2

)︂
∇2𝑑4(h)

)︂
4

(︂
𝜏 + 2

𝜏 − 2

)︂
∇2𝜌x(h).

Thus, we have proved the strong relative convexity with constant 1 and relative smoothness with
constant 𝜏+2

𝜏−2
of 𝜁(h) w.r.t. 𝜌x(h).

The relative smoothness condition allows to solve the auxiliary problem (41) very efficiently [43, 38] by
the iterates

h𝑘+1 = arg min
h∈R𝑛

{⟨∇𝜁(h𝑘),h⟩ + 𝜅(𝜏)𝛽𝜌𝑥 (h𝑘,h)) (45)
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Inexact tensor methods and their application to stochastic convex optimization 15

with linear rate of convergence.

According to [43] it is not necessary to calculate the full third derivative tensor T in the above derivations.
It is sufficient to use an automatic differentiation technique to calculate third-order derivative in a certain
direction.

7 Stochastic Tensor Methods

In this section we apply Inexact Tensor Method to solve stochastic optimization problem in the online
(2) and offline (3) settings. The main step to do that is to find sufficient conditions for Condition 1 to be
satisfied in these two settings. To do that we first introduce an additional assumption on the objective
function 𝑓 :

Assumption 2. The derivatives 𝑓(𝑥),∇𝑓(𝑥), . . . ,∇𝑝−1𝑓(𝑥) are Lipschitz continious for all
𝑖 = 1, . . . , 𝑝− 1 and x,y ∈ ℒ(x0):

‖∇𝑖𝑓(x) −∇𝑖𝑓(y)‖ ≤ 𝐿𝑖‖x− y‖.

7.1 Stochastic Tensor Method

Our stochastic version of Algorithm 1 for the stochastic optimization problem (1) in the online (2) and
offline (3) settings is the following algorithm.

Algorithm 2 Stochastic Tensor Method
1: Input: convex function 𝑓 such that ∇𝑝𝑓 is 𝐿𝑝-Lipschitz; 𝜀 is objective residual; 𝑥0 is starting point;

constant 𝜎 ≥ 𝐿𝑝.
2: for 𝑘 ≥ 0 do
3: Sample derivatives Gx𝑘,𝑖 given in (9) for 𝑖 = 1, . . . , 𝑝 such that Condition 1 is satisfied, see

Lemma 7.2 for the online setting and Lemma 7.4 for the offline setting.
4: Obtain s𝑘 and make the step:

s𝑘 = argmin
s∈R𝑛

𝜔x,𝑝(s)

x𝑘+1 = x𝑘 + s𝑘.
(46)

5: end for

In the next subsections we show how to choose the size of sample sets to satisfy Condition 1 for both
online and offline settings.

7.2 Online setting

In this setting we need one more assumption to be able to satisfy Condition 1 in the case of stochastic
optimization problem.

Assumption 3. For all 𝑖 = 1, 2, . . . , 𝑝 and x ∈ ℒ(𝑥0):

‖∇𝑖𝑓(x, 𝜉) −∇𝑖𝑓(x)‖ ≤ 𝑀𝑖.
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From the following tensor concentration bound theorem we derive required conditions.

Theorem 7.1 (Tensor Hoeffding Inequality [39]). Let 𝒳 be a sum of 𝑛 i.i.d. tensors 𝒴𝑖 ∈ R𝑑1×···×𝑑𝑘 .
Let u1, . . .u𝑘 be such that ‖u𝑖‖ = 1 and assume that for each tensor 𝑖, 𝑎 ≤ 𝒴𝑖 (u1, . . . ,u𝑘) ≤b.
Let 𝜎 := (𝑏− 𝑎). Then we have

𝑃 (‖𝒳 − E𝒳‖ ≥ 𝑡) ≤ 𝑘
(
∑︀𝑘

𝑖=1 𝑑𝑖)
0 · 2 exp

(︂
− 𝑡2

2𝑛𝜎2

)︂

where 𝑘0 =
(︁

2𝑘
log(3/2)

)︁
.

This Theorem allows us to provide a sufficient condition on the sample sets 𝒮𝑖 in order to satisfy
Condition 1.

Lemma 7.2. Let Assumptions 1, 2, 3 be satisfied. Then, for any fixed small constants 𝜅𝑖 > 0 we can
choose the sizes of the sample sets 𝒮𝑖 in equation (9) to be

|𝒮𝑖| = 𝑛𝑖 = �̃�
(︂

(𝐿𝑖−1 + 𝑀𝑖)
2

𝜅2
𝑖

· 𝜀−2(𝑝−𝑖+1)/𝑝

)︂
so that with probability 1 − 𝛿 Condition 1 is satisfied.

Proof. Using Assumptions 1, 3 and the triangle inequality, we obtain

‖Gx,𝑖‖ =
1

𝑛𝑖

𝑛𝑖∑︁
𝑗=1

‖∇𝑖𝑓(x, 𝜉𝑗)‖ ≤ 1

𝑛𝑖

𝑛𝑖∑︁
𝑗=1

(︀
‖∇𝑖𝑓(x, 𝜉𝑗) −∇𝑖𝑓(x)‖ + ‖∇𝑖𝑓(x)‖

)︀
≤ 𝑀𝑖+𝐿𝑖−1

def
= 𝜎𝑖.

Then, the proof completely replies the proof of Lemma 11 in [39]. We require the probability of a
deviation larger or equal to 𝑡 to be lower than 𝛿 ∈ (0, 1].

P{
⃦⃦
Gx,𝑖 −∇𝑖𝑓(x)

⃦⃦
> 𝑡} ≤ 𝑘𝑛𝑖

0 · 2 exp

(︂
−𝑡2𝑛𝑖

2𝜎2
𝑖

)︂
≤ 𝛿.

Taking the log of both sides, we get

−𝑡2𝑛𝑖

2𝜎2
𝑡

≤ log
𝛿

2𝑘𝑛𝑖
0

which is equivalent to

𝑛𝑖 ≥
2𝜎2

𝑡

𝑡2
log

2𝑘𝑛𝑖
0

𝛿
.

Finally, we can simply choose 𝑡 = 𝜅𝑖𝜖
𝑝−𝑖+1

𝑝 in order to satisfy Eq. (8) since ∀s ∈ R𝑛

⃦⃦
Gx,𝑖[s]

𝑖−1 −∇𝑖𝑓(x)[s]𝑖−1
⃦⃦
≤
⃦⃦
Gx,𝑖 −∇𝑖𝑓(x)

⃦⃦
‖s‖𝑖−1

≤ 𝜅𝑖𝜖
𝑝−𝑖+1

𝑝 ‖s‖𝑖−1
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7.3 Offline setting

In this setting we use the following result to provide a sufficient condition for Condition 1 to hold.

Theorem 7.3 (Tensor Hoeffding-Serfling Inequality [39]). Let 𝒳 be a sum of 𝑛 tensors 𝒴𝑖 ∈ R𝑑1×...×𝑑𝑘 ,
sampled without replacement from a finite population 𝒜 of size 𝑁 . Let u𝑖, ..., u𝑘 be such that ‖u𝑖‖ = 1
and assume that for each tensor 𝑖, 𝑎 ≤ 𝒴𝑖(u𝑖, ..., u𝑘) ≤ 𝑏. Let 𝜎 := (𝑏− 𝑎), then we have

𝑃 (‖𝒳 − E𝒳‖ ≥ 𝑡) ≤ 𝑘
∑︀𝑘

𝑖=1 𝑑𝑖
0 · 2 exp

(︂
− 𝑡2𝑛2

2𝜎2(𝑛 + 1)(1 − 𝑛/𝑁)

)︂
, (47)

where 𝑘0 = 2𝑘
log(3/2)

.

The next lemma follows from Theorem 7.3. The proof can be found in [39].

Lemma 7.4. Let Assumptions 1, 2 be satisfied. Then, for any fixed small constants 𝜅𝑖 > 0 we can
choose the sizes |𝒮𝑖| of sample sets 𝒮𝑖 in (9) to be

𝑛𝑖 = |𝒮𝑖| = �̃�
(︂
𝜅𝑖

2𝜀2(𝑝−𝑖+1)/𝑝

𝐿2
𝑖−1

+
1

𝑚

)︂−1

so that with probability 1 − 𝛿 Condition 1 holds.

8 Future Work

The most interesting and natural generalization of the results mentioned above is their generalization
to accelerated tensor methods [41, 42, 43, 26, 28, 25, 17, 27, 47, 44, 35, 46, 23]. For second-order
tensor methods this was partially done in [29].

Below we briefly formulate the main scheme of the paper and discuss possible accelerated generaliza-
tions. Assume that (see (8))

‖(Gx,𝑖 −∇𝑖𝑓(x))[s]𝑖−1‖ = 𝑂
(︀
𝛿𝑖‖s𝑖−1‖

)︀
, 𝑖 = 1, . . . , 𝑝.

Then, our result in this paper shows that for an inexact non accelerated tensor method which uses Gx,𝑖

instead of ∇𝑖𝑓(x), we can obtain the following convergence guarantee (see also [27] for 𝑝 = 1 and
[29, 18] for 𝑝 = 2):

𝑓(x𝑇 ) − 𝑓(x*) = 𝑂

(︂
𝐿𝑝𝐷

𝑝+1

𝑇 𝑝
+

𝛿𝑝𝐷
𝑝

𝑇 𝑝−1
+ ... +

𝛿3𝐷
3

𝑇 2
+

𝛿2𝐷
2

𝑇
+ 𝛿1𝐷

)︂
,

where 𝐷 is a diameter of the ball (with center at x*) that contains all {x𝑡}𝑇𝑡=0. The best rate of
convergence takes place when 𝛿𝑖 = 0, 𝑖 = 1, ..., 𝑝, which makes it sufficient to make 𝑇 ∼ 𝜀−1/𝑝

steps to obtain 𝑓(x𝑇 ) − 𝑓(x*) ≤ 𝜀. If 𝛿𝑖 ∼ 𝜀
𝑝−𝑖+1

𝑝 we still can take 𝑇 ∼ 𝜀−1/𝑝 and achieve the same
error 𝜀. In the stochastic optimization setting, the sufficient batch sizes 𝑟𝑖 for 𝑖-th derivatives can be
obtained from these bounds by using a quite expected result, that 𝛿𝑖 ∼ 1√

𝑟𝑖
.

For the accelerated tensor methods introduced in [41, 4, 43], i.e. the ones which have convergence
rate 1/𝑘𝑝+1 instead of 1/𝑘𝑝, we may expect that (see [15, 13, 19] for 𝑝 = 1 and [29] for 𝑝 = 2):

𝑓(x𝑇 ) − 𝑓(x*) = 𝑂

(︂
𝐿𝑝𝑅

𝑝+1

𝑇 𝑝+1
+

𝛿𝑝𝑅
𝑝

𝑇 𝑝
+ ... +

𝛿3𝑅
3

𝑇 3
+

𝛿2𝑅
2

𝑇 2
+ 𝛿1𝑅

)︂
,
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where 𝑅≥‖x0 − x*‖ and 𝑇 is not very large.

For optimal (near-optimal) accelerated tensor methods [40, 25], i.e. the ones which have convergence
rate 1/𝑘(3𝑝+1)/2 instead of 1/𝑘𝑝, the conjectured bound is

𝑓(x𝑇 ) − 𝑓(x*) = 𝑂

(︂
𝐿𝑝𝑅

𝑝+1

𝑇
3𝑝+1

2

+
𝛿𝑝𝑅

𝑝

𝑇
3(𝑝−1)+1

2

+ ... +
𝛿3𝑅

3

𝑇
7
2

+
𝛿2𝑅

2

𝑇 2
+ 𝛿1𝑅

)︂
.

There are several arguments from [36], that allow to understand this result as oracle complexity
separation result for the function of sum-type with different oracles for different terms. These terms have
corresponding constants 𝐿𝑖−1 = 𝛿𝑖. So we can consider the considered result to be generalization of
[36].

Another possible generalization is strongly convex and uniformly convex optimization problems [24]
and also Hólder higher-order derivatives setting [56]. We expect that the results for strongly convex
problems allow to make this technique more applicable in Machine Learning due to regularization
arguments [54, 53].

One more direction of possible generalizations is the statistical preconditioning of centralized distributed
methods with tensor algorithm used by a master node [55, 63, 64, 32]. Here we have exact gradient
and statistically estimated Hessian and third-order derivatives. Moreover, we expect that these results
can be generalized to decentralized setup by using the approach of [52]. So, this may improve the best
known bounds in (strongly) convex decentralized distributed optimization with similar terms [58] and
makes the bounds close to the lower bounds [2], see also [30] for discussion and more references.

Finally, we note that all the results described above can be obtained under an assumption of inexact
solution to auxiliary problems in the described methods [45, 17, 36, 44, 35, 46, 23].
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