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Abstract
The paper introduces the active wind as the deviation from a general local wind balance, the inactive wind.
The inactive wind is directed along intersection lines of Bernoulli function and potential temperature surfaces.
In climatological steady state, the inactive mass flux cannot participate in net-mass fluxes, because the mean
position of the mentioned intersection lines does not change. A conceptual proximity of the zonal-mean active
wind to the residual wind as occurring in the transformed Eulerian mean equations suggests itself. The zonal-
and time-mean active wind is compared to the residual wind for the Held-Suarez test case. Similarities occur
for the meridional components in the zone of Rossby wave breaking in the upper troposphere equatorward
of the jet. The vertical components are similar, too. However, the vertical active wind is much stronger in
the baroclinic zone. This is due to the missing vertical eddy flux of Ertel’s potential vorticity (EPV) in the
TEM equations. The largest differences are to be found in the boundary layer, where the active wind exhibits
typical pattern of Ekman dynamics. Instantaneous active wind vectors demonstrate mass-inflow for lows and
mass-outflow for highs in the boundary layer. An active meridional wind is associated with a filamentation
of EPV in the zone of Rossby wave breaking in about 300 hPa. Strong gradients of EPV act as a transport
barrier.
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1 Introduction

The investigation of wave-induced mean flow covers
two aspects. First, the divergence of the Eliassen-Palm
flux is interpreted as a wave-induced force for the mean
zonal momentum equation. Second, the associated driv-
ing of a residual circulation as a consequence of the
wave-forcing is interpreted as the actual zonally aver-
aged mass circulation in the meridional plane. It is used
to explain the Brewer-Dobson circulation in the strato-
sphere. The second point – the physical reality of the
residual circulation – resides on the restriction inher-
ent in the first point concerning the Eliassen-Palm flux,
namely the assumption of an underlying wave theory for
small amplitude waves. If one is interested in the deter-
mination of a residual mass circulation, is there a way
to circumvent the linear-wave assumption as necessary
in the first point? We have to keep in mind that the ac-
tual data we use when determining the residual circula-
tion do not inherently contain linear waves. We use data
stemming from full nonlinear models of the atmosphere.
The main question to answer is: Can we get access to
net mass fluxes, or residual flow, without the vehicle of
a linear wave theory?

Accepting for a moment linear wave theory. Then,
we can investigate idealized linear waves and ask for
their contribution to the acceleration of the zonal mean
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flow. Those idealized waves are supposed to be lin-
ear, conservative, and steady. Andrews and McIntyre
(1976, 1978) and Boyd (1976) demonstrated that such
waves do not accelerate the zonal mean flow. Hence, an
associated residual circulation in the meridional plane
cannot exist. Therefore, a subsequent step to answer
the question how and why a zonal mean residual cir-
culation in the meridional plane may develop was to
remove the inherent circulation of the idealized waves
from the zonally averaged Eulerian mean flow in the
meridional plane {v∗,w∗} = {v̄, w̄} − {v̄wave, w̄wave}. This
step is equivalent to the addition of the Stokes drift
{v∗,w∗} = {v̄, w̄} + {vSt,wSt}. Such, the circulation inher-
ent in the idealized waves can be translated into a La-
grangian viewpoint. Notional fluid particles follow ‘sta-
tistically closed’ orbits ‘in a sense that no large-scale
dispersion or Lagrangian-mean advection can occur’
(Andrews et al. (1987), Section 9.4.2). Even though
those particles undergo a permanent wavy motion, there
is no net force that pushes them out of their orbits, nei-
ther in meridional nor in vertical direction. Note how-
ever, that even though one considers fluid particles in
this argumentation, those fluid particles are notional and
exist only within the framework based on linear wave
theory. One has also to recognize that it is linear wave
theory which requires the mass flux of idealized waves
to be non-divergent. Then, since the zonal mean total
mass flux is also non-divergent in the meridional plane,
the residual mass flux is non-divergent, too. All versions
of the transformed Eulerian mean (TEM) equations
(Andrews and McIntyre; 1976, 1978) postulate that
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the zonal mean mass flux induced by idealized waves
can be represented by a stream function (Vallis (2006),
page 309). Plumb and Ferrari (2005) call this the
‘quasi-Stokes stream function’.

The perception of closed wavy orbits is a very natural
one. When dropping now the wave-confined viewpoint
we retain this orbit idea and ask whether there exists
similarly a nonlinear flow field1 with closed streamlines.
Still, this flow field is an idealized one without friction,
diabatic heating or cooling, and in steady state. Trajec-
tories and streamlines coincide in this case by definition.
Because of the steady state character, we denote its asso-
ciated wind field as the inactive wind field. For arbitrary
flows, any deviation from this inactive wind we will call
the active wind. This deviation is associated with a net
mass flux, namely that portion of the mass flux which
does not follow the streamlines belonging to the inactive
wind. As will be shown later on, such a deviation occurs
as a result of unsteady, diabatic, and frictional flow. In
contrast to the residual mass flux explained in the con-
text of linear wave theory, this net mass flux is divergent.
The regions where its divergence and convergence be-
come obvious are where the mass flux enters or leaves
the streamlines belonging to the inactive wind. The asso-
ciated mass exchange between inactive and active parts
of the flow is impossible to be described in the wave-
confined view discussed in the previous paragraph, be-
cause the residual mass stream function and the stream
function of idealized waves are both non-divergent in the
meridional plane.

The definition of inactive and active winds relies
on the general nonlinear non-hydrostatic compressible
equations with the equation of motion in vector-invariant
form. This approach is independent of any specific ver-
tical coordinate system. In contrast, linear wave theory
has to make use of a specifically chosen coordinate sys-
tem and the assumption of small amplitude perturbations
defined with respect to a mean flow defined in that man-
chosen coordinate system.

The paper wants to provide a comparison between
the two sketched concepts: (i) the net atmospheric mass
fluxes associated with the active wind (flow-confined
view), and (ii) the residual mass fluxes associated with
the TEM viewpoint (wave-confined view). The flow-
confined view provides some new aspects. Zonal and
temporal averaging are possible to be performed af-
ter the transformation of the equations and the veloc-
ities, and not prior to this step as in the TEM frame-
work. Three-dimensional aspects of the net mass fluxes
become visible. In the future, it will be possible to
compare time averaged net mass fluxes with the three-
dimensional TEM residual mass fluxes of Kinoshita
et al. (2010). For the practical question concerning how
smaller scale gravity waves contribute to net mass fluxes
in the atmosphere, it will become possible to investigate
the output of regional models which do not have zonally
periodic boundary conditions.

1Remember the difference between a flow field and a wave field.

As an example we consider here the Held-Suarez ex-
periment (Held and Suarez, 1994). This is the sim-
plest experimental setup to investigate the mean cli-
mate. It contains already all features that are essen-
tial in our context: dynamical and frictional forcing as
well as differential heating. Even though this experi-
ment does not include the stratosphere, residual and ac-
tive mass fluxes can be studied. Here, this test case is
modified by inserting an elliptically shaped mountain
range of 1000 m maximum height between 30 ° and 60 °
North and a half width of 1500 km. The so modified test
case is run for 1500 days with the ICON-IAP model
(Gassmann, 2013). This model discretizes the full non-
hydrostatic compressible equations for a shallow atmo-
sphere on a hexagonal C-grid and a height-based terrain-
following hybrid vertical coordinate. A horizontal reso-
lution of 120 km and 26 vertical levels are employed for
the present study. The time-mean diagnostics skips the
first 250 days during which the model is still adapting to
the statistically steady state.

The paper is structured as follows: Section 2 intro-
duces the flow confined viewpoint with a thorough moti-
vation of inactive and active winds. Section 3 compares
the flow-confined and the wave-confined views of the
net mass fluxes in the meridional plane for the Held-
Suarez test. Section 4 concludes the paper.

2 Flow-confined viewpoint

2.1 The inactive wind

The prognostic velocity equation with the nonlinear ad-
vection term in its vector-invariant form reads

∂tv = −ωa × v − ∇B + cpΠ∇θ + Fr. (2.1)

Here, ωa is the absolute vorticity vector, B = v2/2 +
cpΠθ + Φ the Bernoulli function, Π the Exner pressure,
θ the potential temperature, Φ the geopotential, and Fr
is a frictional force. If we consider moist atmospheric
flow, θ represents the virtual potential temperature. Next,
we apply the ∇θ× operation, use the vector identity
∇θ × (ωa × v) = ωa(v · ∇θ) − v(∇θ · ωa), rearrange,
and obtain

∇θ×(∂tv−Fr)+ωa(v·∇θ) = v(∇θ ·ωa)−∇θ×∇B. (2.2)

The last term on the left hand side can be replaced
by employing the prognostic equation for the potential
temperature

∂tθ + v · ∇θ = Q, (2.3)

where Q is the diabatic heating. The first term on the
right hand side of (2.2) can be written in a more conve-
nient form if we use the definition of EPV (Ertel’s po-
tential vorticity), P := ∇θ · ωa/�. Then we obtain

∇θ × (∂tv − Fr) −ωa(∂tθ − Q) = �vP −∇θ × ∇B. (2.4)
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Note that this derivation has already been reported by
Schär (1993), and the result (2.4) is identical to equa-
tion (18) of Schär (1993). The interpretation of the total
flux of EPV

J = ∇θ × Fr − ωaQ + �vP − ∇θ × ∇B (2.5)

is ambiguous in the literature as discussed by Davies-
Jones (2003). Whereas most authors (Schär (1993),
Haynes and McIntyre (1987, 1990)) exclude ∇θ ×∇B
from the total EPV-flux because it is irrelevant when its
divergence is taken in the prognostic EPV-equation, we
retain this term in the present consideration. The reason
for retaining it lies in the observation that for steady
(∂t· = 0), frictionless (Fr = 0), and adiabatic (Q = 0)
flows the advective EPV-flux is balanced by (cf. Schär
(1993) equation (6))

�vP = ∇θ × ∇B. (2.6)

The goal is here to retain an information about this
balance in the total EPV-flux. The associated wind field
is

v =
∇θ × ∇B
�P

. (2.7)

As pointed out by Lange (2002), (2.7) is the most gen-
eral balanced wind relation that can be found. As it
involves both, the momentum equation and the ther-
modynamic equation, it is a steady state 3D vector
balance of all non-frictional forces under the con-
straint of adiabatism, hence a balance of forces on
an isentropic surface. Like the geostrophic wind, (2.7)
becomes undefined if the denominator vanishes. All
known geostrophic wind forms of appearance are ap-
proximations to that general form and describe a lin-
ear balance of only the Coriolis force and the pressure
gradient force. Two features distinguish the wind (2.7)
from the geostrophic wind. First, the geostrophic bal-
ance disregards inertial forces, which make up the rela-
tive vorticity and the kinetic energy in (2.7). Therefore
the wind (2.7) expresses a nonlinear balance. Second,
the geostrophic balance considers only hydrodynamic
aspects, but not thermodynamic aspects of the flow. The
thermodynamic aspect as the constraint of adiabatism is
involved in (2.7) via the ∇θ× operation. The comparable
k× operation in case of the geostrophic wind is however
motivated by the fact that the Coriolis force acts exclu-
sively horizontally. The k× operation is unrelated to any
thermodynamic argumentation.

At this point we define the inactive wind as

via :=
∇θ × ∇B
�P

. (2.8)

The velocity via is directed along the intersection lines
of θ and B surfaces (Schär, 1993). We chose the denota-
tion inactive because of two reasons. First, the advective
EPV-flux divergence associated with the inactive wind

Figure 1: A tube surrounded by two adjacent θ- and two adjacent
B-surfaces.

vanishes upon taking the divergence and is thus a ‘do-
nothing flux’ in the EPV equation (Haynes and McIn-
tyre, 1990). Second, processes that convert kinetic en-
ergy into internal or potential energy and vice versa are
associated with the terms �v · ∇B and cpΠ�v · ∇θ, as can
be inferred when scalar multiplying (2.1) with �v. Ob-
viously, since via is perpendicular to both, ∇B and ∇θ,
the inactive wind is not associated with energy conver-
sions. The generalized Coriolis term does not perform
work by definition, because �v · (ωa × v) = 0. Hence,
the inactive wind is neither involved in the evolution of
EPV nor in the evolution of the single forms of energy
at a certain place in the atmosphere. Even though the
geostrophic wind is closely related to the inactive wind,
the geostrophic wind is not inactive since it may cross
isentropic surfaces.

For actually encountered inactive flow, particles are
trapped in vector tubes ∇θ×∇B. One tube is surrounded
by two adjacent θ- and two adjacent B-surfaces (Fig. 1).
Every tube is closed in the atmosphere unless at least one
of the involved boundary surfaces intersects the ground2.
As the particles are trapped in the tubes, a net mass trans-
port that leaves or enters the tubes in any direction does
not take place. Trajectories and streamlines coincide for
actually encountered inactive flow because this flow is
steady.

The inactive flow can be considerably meandering.
Under the wave-viewpoint we would say that it contains
eddies with respect to a zonal mean. The meandering of
an actual flow is shown in Fig. 2. In Fig. 2(a), a selected
B-isoline with a value of 314000 J/kg is plotted together
with geometric height (in colors) on the 315 K isentropic
surface. As the data from the ICON-IAP model are not
available on isentropes, arbitrary data of the IFS model
are taken for this illustration. Two issues are important
here. First, the horizontal wind vectors are almost paral-
lel to the selected B-isoline. That signifies the predomi-
nance of the inactive wind within the actual wind. Devi-
ations of the actual wind from the inactive wind are com-
parably small. Second, when following one B-isoline the
lowermost point is mostly found further poleward than

2If a tube intersects the ground the flow cannot considered inactive any longer
because of frictional effects. For thought experiments with the inactive wind
we exclude the intersection of tubes with the surface.
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(a) (b)

Figure 2: Illustration of meandering flow. a) the horizontal wind (arrows) is almost parallel to the white B-isoline (here 314000 J/kg) on
an isentrope (here 315 K). The geometric height of the isentrope is color-shaded. For that illustration, IFS model output data are taken for
an arbitrary date in October 2011. b) longitudinally consecutive intersection points (Δλ = 6.25 °) of 5 arbitrarily selected {θ, B}-pairs are
connected by arrows. For that illustration, ICON-IAP model output data are taken from an arbitrary time step of the Held-Suarez test.

the uppermost point. Fig. 2(b) shows a side view of the
meandering of the actual flow for an arbitrary timestep
of the Held-Suarez test run with the ICON-IAP model.
Here, intersection points of some selected θ and B iso-
lines for consecutive longitudes are connected by ar-
rows. Such a sequence of arrows represents B-isolines
in the same way as the white contour lines in Fig. 2(a).
If the flow was indeed inactive, such arrows would illus-
trate particle orbits. As known from theory (Andrews
et al. (1987), Section 4.5.3 or Holton (2004), Fig. 12.5)
idealized orbits are helical for stationary Rossby waves.
Their projections onto the meridional plane yield slanted
ellipses. Indeed, two of the three upper streamlines in
Fig. 2(b) resemble slanted ellipses, where the lowermost
points are further poleward than the uppermost points,
just like mentioned for the B-isolines in Fig. 2(a).

2.2 Deviations from the inactive wind: the
active wind

We are interested in the atmospheric flow part which
is not inactive, but active. The actual wind will usually
deviate from the inactive wind. Therefore we define the
active wind as

va := v − via = v − ∇θ × ∇B
�P

. (2.9)

It has to be noted that via depends on v because the
kinetic energy as a part of the Bernoulli function and
the vorticity vector as a part of EPV are functions of v.
Hence it is essential to qualify equation (2.8) as a defini-
tion (and not a balance like (2.7)) of the inactive part of
the wind.

An dynamically active part of the EPV-flux can be
defined as

�vaP := �vP − ∇θ × ∇B. (2.10)

The EPV-flux (2.10) is associated with diabatic heating,
frictional forcing, and transient disturbances, because
from (2.4) we see

∇θ × (∂tv − Fr) − ωa(∂tθ − Q) (2.11)

= �vaP = −∇θ × (ωa × va) + ωa(va · ∇θ).

We observe that the second terms on both sides of (2.11)
establish together the potential temperature equation
multiplied with the absolute vorticity

ωa∂tθ = ωa(−va · ∇θ + Q), (2.12)

because via · ∇θ = 0. Substraction of (2.12) from (2.11)
gives a modified momentum equation projected onto
isentropes

∇θ × ∂tv = ∇θ × (−ωa × va + Fr). (2.13)

It is known that a disturbance-induced (mean) ‘force’
corresponds to an EPV-flux (McIntyre and Norton,
1990). Here we see that the EPV-flux influences both,
the thermodynamic part ∂tθ and the hydrodynamic part
∂tv of the flow. Only if one considers the momen-
tum equation on an isentropic surface for adiabatic
flow (Q = 0), the correspondence between EPV-flux
and disturbance-induced force is justified. It seems that
−ωa × va in the transformed momentum equation (2.13)
is a fictitious force like the Coriolis force, but it is in
fact a substitution for a net significant real force. The
transformed equations (2.12) and (2.13) are meaningful
as long as the stratification ∇θ and the absolute vorticity
ωa are significant. This corresponds to the requirement
that the EPV has a significant value.

The equations (2.12) and (2.13) both use the trans-
formed velocity va. Therefore they resemble the TEM
equations. In contrast to the TEM equations, no assump-
tion about waves or means and no zonal or temporal
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averaging was involved during the transformation step.
The TEM equations for β-plane geometry as given in
Andrews et al. (1987) read

∂tu − f0v∗ = �−1
r ∇ · F − X (2.14)

∂tθ + w∗∂zθ = Q (2.15)

∂yv∗ + �−1
r ∂z(�rw

∗) = 0 (2.16)

f0∂zu + H−1Re−κz/H∂yθ = 0. (2.17)

Here

v∗ = v − �−1
r ∂zψ = v − vwave = v + vSt (2.18)

w∗ = w + �−1
r ∂yψ = w − wwave = w + wSt (2.19)

are also transformed, namely residual, meridional and
vertical velocities. The transformation relies on sub-
stracting the mass stream function ψ = �rv′θ′/∂zθ of
idealized waves from the total zonal mean mass stream
function. Such waves have no effect on the mean flow
and are thus removed in order to extract the effect of
transient and dissipating waves. The TEM equations im-
pose a non-divergent continuity equation for the resid-
ual mass fluxes. They constrain the meridional velocity
equation to reduce to the geostrophic balance. In turn,
this implies the thermal wind balance for the zonal-mean
zonal wind. The zonal-mean eddy forcing is described
by the divergence of the Eliassen-Palm flux F. X is a
zonal-mean frictional force and H is the scale height.

2.3 Interpretation of inactive and active flow

The splitting of the total wind into an inactive and an
active part raises the transition from one portion to the
other an essential feature of net atmospheric mass fluxes.
This can be understood in the following way. Consider
the continuity equation

∂t� = −∇ · (�via) − ∇ · (�va)

=
�via

P2
· ∇

P2

2
− ∇ · (�va). (2.20)

The divergence of the inactive mass flux does only
vanish for actually encountered inactive flow. Bernoulli
function and EPV streamlines coincide in this case.
This was a motivation for Weber and Névir (2008)
and Claußnitzer et al. (2008) to diagnose extreme
weather events via the deviation from this energy-
vorticity equilibrium state. As a self-evident diagnostic
these authors defined the dynamic state index (DSI)

DSI :=
1
�

∂(P, θ, B)
∂(x, y, z)

. (2.21)

This index can be reformulated such as to be expressed
as a negative enstrophy advection with the inactive wind

DSI = via · ∇
P2

2
. (2.22)

The DSI displays a typical dipole structure where nega-
tive values occur at the front side of an approaching low
pressure system and positive values occur at the back
(Weber and Névir, 2008; Claußnitzer et al., 2008).
Fig. 3 displays a weighted DSI,

DSI∗ := �DSI/P2 = −∇ · (�via), (2.23)

together with the active wind vectors for an arbitrary
time step of the Held-Suarez test on a model level in the
boundary layer. The negative and positive DSI∗ values
are associated with divergences and convergences of
inactive mass fluxes. As can be deduced from (2.20), the
DSI∗ is a source term with respect to the mass associated
with the active part of the flow

∂t� + ∇ · (�va) = DSI∗. (2.24)

The vectors displayed in Fig. 3 make visible that the
weighted DSI∗ acts predominantly like a source term
for the active mass flux divergence. The figure also in-
dicates that it is the active part of the wind which trans-
ports mass from high pressure to low pressure systems
in the boundary layer. If any boundary of a tube ∇θ×∇B
intersects the surface, the inactive mass flux must detrain
from the tube and become interpreted as an active mass
flux. Together with the physical no-slip boundary condi-
tion for viscous flow, vsurf = 0, we find via,surf = −va,surf.
Hence, the active wind does not vanish at the surface.
We could also state that even if the air does physically
not move at the surface, it is moved out of the corre-
sponding tube because of surface friction.

Another example of a va-field is shown in Fig. 4.
Here, the horizontal active wind is plotted on a model
level of about 300 hPa together with the weighted DSI∗

(upper panel), Ertel’s potential vorticity (middle panel),
and wind speed (lower panel). Again it is obvious that
a positive DSI∗ (upper panel) is a source for the active
wind and its negative value is a sink. The structure of
the EPV field (middle panel) can be interpreted to first
order as the structure of the absolute vorticity field. The
magnitude of va is the larger the smaller (larger) the ab-
solute vorticity on the northern (southern) hemisphere.
This is because the acceleration of the wind depends
on both, the absolute vorticity and the active wind (see
equation (2.13)). To achieve a comparable acceleration,
the active wind must be larger in magnitude where the
absolute vorticity is smaller in magnitude and vice versa.
The mostly westward pointing active wind vectors are
an indicator for the eastward displacement of the whole
wave structure. This can be explained by consideration
of the wind speed field (lower panel). On the northern
hemisphere, westward pointing active wind vectors in-
dicate a northward acceleration of the local wind. This
means an increase of the wind speed towards the north if
the jet is approaching with its northward pointing flank
and a decrease of the southward wind if the southward
pointing flank is leaving. The such indicated eastward
movement is not associated with a net meridional active
wind. In the main jet region, the active meridional wind
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Figure 3: DSI∗ (colors), sea level pressure (contours, hPa), and active horizontal wind vectors in about 200 m height, the second lowest
model level. Data are set undefined in the area near the equator where the EPV becomes insignificant.

may have positive and negative components. However,
further equatorward in the surf zone, the EPV values
(middle panel) are stripped out in filaments. Here it is
more often the case that active wind vectors tend to point
poleward. This indicates a net poleward mass transport
due to dissipating Rossby waves. The middle panel of
Fig. 4 also demonstrates that a steep gradient in EPV is
a barrier for the active mass flux. This is a well-known
phenomenon and important for the dynamics associated
with the formation of the Antarctic ozone hole. Merid-
ional active wind components occur where the gradients
of EPV are weak.

The active wind possesses a close similarity to the
ageostrophic wind, because it is likewise the deviation
of the actual wind from a dominating wind balance.
Therefore one expects to see similar behavior of the
active wind as for the ageostrophic wind in Figs. 3
and 4. For the boundary layer part in Fig. 3 the active
wind arrows indicate the Ekman layer circulation like
it is known from the ageostrophic wind component in
the boundary layer. For the jet region in Fig. 4 one
expects to see the typical divergence and convergence
pattern in the jet entrance and exit regions as known
from the ageostrophic wind. This is indeed partly true.
High DSI∗ values are associated with divergent active
wind regions and low DSI∗ values signify convergent
active wind regions. On the northern hemisphere, jet
exit regions in Fig. 4 feature high DSI∗-values left to
the low DSI∗-values on the right, jet entrance regions
are characterized by high values to the right and low
values to the left. These pattern are as expected from the
ageostrophic wind characteristics. However, all those
pattern are to be found south of the main jet and are not
centered with respect to the jet core. This is can be traced
to the fact that the geostrophic wind is defined with the

Earth vorticity f in the denominator, but the inactive
wind uses the absolute vorticity at this place. As already
discussed, the active wind is smaller in magnitude where
the absolute vorticity is larger in magnitude and vice
versa. Hence, also the divergence/convergence pattern
can not be centered with respect to the jet core.

A local crossing of the tube’s boundaries – which
means a non-vanishing va – might indicate two pro-
cesses. Either, the tube itself is advected, or particles
indeed cross the boundaries of the tube irreversibly.
The advective character is exemplified in Fig. 5 (up-
per panel). Here, a vertical cross section of the ac-
tive vertical wind is plotted together with the isentropes
in about 45 ° North. Positive (negative) wa-values oc-
cur where the θ-isoline bends downward (upward) in-
dicating an adiabatic lifting (sinking). Such, the whole
wave structure is advected eastward. For comparison,
the mentioned correlation is not found for the actual
vertical wind (Fig. 5, lower panel). Since the θ, B-tubes
are closed in the atmosphere and do not have a drift
in a mean climate, we expect that a simple advection
as discussed for θ in Fig. 5 (upper panel) would not
leave a net mass flux. The dominating blue colors in
Fig. 5 (upper panel), however, lead to the conjecture
that a time and zonal mean would leave a net down-
ward mass flux. Hence, if it turns out after averaging
that we see a negative wa, then mainly downward mo-
tion associated with diabatic cooling and crossing of θ-
surfaces must have left its traces. Concerning the traces
left by wave-breaking associated with the crossing of
the B-isolines, we consider non-linear energy cascades
associated with such a process. Waves convert kinetic
energy into available energy and vice versa. The con-
version −va · ∇B + cpΠ�va · ∇θ is always significant,
whereas – as already discussed – the inactive wind can-
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Figure 4: Active horizontal wind vectors in about 300 hPa. va is set undefined in the area near the equator where the EPV becomes
insignificant. Color-shaded are DSI∗ (upper panel), P (middle panel), |v| (lower panel).



474 A. Gaßmann: Deviations from a general nonlinear wind balance Meteorol. Z., 23, 2014

not transform kinetic energy into available energy re-
gardless whether or not inactive flow is actually encoun-
tered. In a mean climate, the energy conversion process
is in fact not reversible because all energy conversions
are slightly nonlinear and contribute to the development
of an energy cascade. If waves are breaking they feed
energy into the small scale end of the cascade. The mass
ends up with a smaller B-value after this cascading pro-
cess. The ultimate friction generates frictional heating,
a diabatic process which leads again to the crossing of
isentropes.

Fig. 6 summarizes the mentioned processes. The
zonal and time-mean meridional and vertical winds are
not vanishing. Rather we see a dominating meridional
flow in the upper troposphere at around 30 ° North. The
black arrows symbolize a dominating flow that crosses
the B-isolines indicating nonlinear wave-breaking in
this region. Further to the North, but more in the mid-
troposphere, we find a dominating downward movement
and the arrows indicate a net crossing of θ-isolines.
Wave-breaking and diabatic heating/cooling may occur
partly simultaneously. The black arrows indicate only
the locally dominating process.

It should be kept in mind that the active mass flux is
divergent, both locally and when zonally averaged. The
divergence of active mass flux is essential to attain in-
formation about that part of the inactive mass flux which
detrains to the class of the net, or active, mass flux. The
places where mass detrains from the inactive part and
where mass entrains to the inactive part are not nec-
essarily collocated in the meridional plane. Therefore
we cannot expect that the net zonally averaged atmo-
spheric active mass flux is non-divergent in the merid-
ional plane, as it is actually seen in Fig. 6. This is similar
to Lagrangian-mean flow which is generally divergent,
too (Andrews et al., 1987, Section 3.7.1.).

We can also analyze the time mean three-dimensional
field of the active wind. To illustrate this with the simple
setting of the Held-Suarez test, the testcase was run with
an elliptically shaped mountain range as explained in the
introduction. This mountain range permanently triggers
Rossby waves additionally to the already present baro-
clinic waves. Fig. 7 visualized the time mean horizontal
active wind vectors at approximately 300 hPa in a region
in the vicinity of the mountain range. Most of the active
wind is in fact directed westward, that is against the pre-
vailing eastward directed jet. As explained previously
when discussing the wind speed pattern in Fig. 4 (lower
panel), this indicates a permanent eastward movement of
the waves. The typical Rossby wave pattern with south-
ward bending of the mean flow immediately behind the
mountain followed by a northward bending is reflected
by the active wind pattern. The magnitude of the hori-
zontal wind vector is enhanced by up to 30 % immedi-
ately behind the mountain range. This can be understood
by the fact that the zonal phase speed of Rossby waves
depends on the horizontal scale of the disturbances via

cx = ū − β/K2. (2.25)

Figure 5: Active (upper) and actual (lower) vertical wind at 45 °
North together with θ-isolines.

Orographically undisturbed waves have a typical hor-
izontal scale of 6000 km. The horizontal scale of the
additionally excited waves due to the overflow over
the mountain range is much smaller than this. Re-
member that the half-width of the mountain range is
only 1500 km. The smaller scales enhance the speed of
Rossby wave propagation. This is reflected by an in-
crease of the magnitude of the active wind.
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Figure 6: Zonal and time mean active meridional (upper panel)
and vertical (lower panel) wind together with zonal and time mean
θ-isolines (blue, increment 3 K) and B-isolines (black, increment
2000 J/kg). Arrows signify dominating processes that lead to the
crossing of respective isolines.

In Fig. 7 we also remark slightly enhanced active
wind magnitudes and slightly differently directed vec-
tors at some single points at around 26 ° North. These are
the places where the pentagonal grid boxes of the ICON-
IAP model are located. The icosahedral base structure
of the underlying mesh leads there to a degradation of

Figure 7: Time mean direction and magnitude of horizontal active
wind at approximately 300 hPa in the vicinity of the mountain range
(orography isolines for 1m, 100 m, and 800 m).

numerical accuracy of the numerical operators of the
model as well as of those used for the active wind diag-
nosis. It is not clear which of those degraded operators
leads to the observed dots. However, the further environ-
ment of the pentagon points seems not to be affected by
the local degradation of numerical accuracy.

3 Comparison to wave-confined TEM
viewpoint

The zonally averaged active wind and the residual wind
share the property that they vanish if the flow is non-
accelerated. However, the meaning of non-acceleration
is different in both perspectives. The active wind van-
ishes for locally steady, frictionless and adiabatic flow,
whereas the residual wind vanishes for steady, linear,
frictionless, and adiabatic waves. Therefore the relation
between the zonally averaged wind field of idealized
waves {v̄wave, w̄wave} = −{vSt,wSt} and the zonally av-
eraged inactive flow {v̄ia, w̄ia} is of interest here. Which
approximations have to be done to the latter to arrive at
the former? It will now be demonstrated that the zonally
averaged inactive flow gives the negative Stokes drifts
under the assumptions of linearity, dominance of hydro-
static and geostrophic balance, and quasi-uniform strat-
ification. In detail, the assumption of linearity includes
here that the kinetic energy v2/2 in the Bernoulli func-
tion is neglected and that absolute vorticity is dominated
by the Earth vorticity. The assumptions of quasi-uniform
stratification and the dominance of Earth vorticity are
equivalent to the assumption of quasi-uniform �P.

For the mentioned comparison we start from

wia =
∂xθ(∂yB − cpΠ∂yθ) − ∂yθ(∂xB − cpΠ∂xθ)

ωa · ∇θ
. (3.1)

Assuming the dominance of the geostrophic winds and
the fact that the geostrophic wind is non-divergent, one
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[W_ia] [W_ia] (absolute vorticity)

[W_ia] (Earth vorticity) [-W_Stokes]

Figure 8: Visualization of approximation steps from wia to −wSt (see text).

obtains for the zonal average

wia ≈
−ug∂xθ − vg∂yθ

∂zθ
≈
−∂x(ugθ) + θ∂xug − vg∂yθ

∂zθ

≈
−θ∂yvg − vg∂yθ

∂zθ
≈ − 1

�r

∂

∂y
�rv′θ′

∂zθ
= −wSt. (3.2)

The last step introduces a height dependent reference
density and assumes quasi-uniform stratification. The
vertical Stokes drift of zonally averaged idealized lin-
ear waves is expressed via a mass streamfunction ψ =

�rv′θ′/∂zθ. Due to an imposed non-divergence con-
straint the meridional Stokes drift is

vSt = −
1
�r

∂

∂z
�rv′θ′

∂zθ
. (3.3)

Different approximation steps from wia to −wSt for
the Held-Suarez experiment elucidate the cause of the

difference between these two (Fig. 8). The upper left
panel shows the zonal mean inactive vertical velocity.
Next, instead of the scalar product ωa · ∇θ in the denom-
inator, its simplified version (ωa · k)∂zθ is used (upper
right panel). Those two panels are still rather similar. In
the following step, the absolute vorticity has been re-
placed by the Coriolis parameter f (lower left panel).
Compared to the previous panel, the main features are
still visible, but the amplitude especially in the pole-
ward half is significantly reduced. The lower right panel
displays the negative Stokes drift, which is rather simi-
lar to the now previous panel. The sequence of figures
demonstrates that the main approximation which leads
to differences between via and −vSt is the assumption
that the denominator of (3.1) is a quasi-constant value.
This allows us to put the denominator under a differen-
tial stemming from an expression in the numerator. By
this procedure a stream function can be generated and
the flow associated with idealized waves is forced to be-
come non-divergent.
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The assumption of the quasi-uniform denominator
and hence a non-divergent Stokes drift leads to the coin-
cidence of an averaged continuity equation for the TEM
residual mass fluxes and the zonal mean part of the po-
tential vorticity equation. This means for the meridional
plane

∇ · (�vaP − ωaQ + ∇θ × Fr)

= ∇ · (�v̂âP) + ∇ · (�vaP′′ − ωaQ + ∇θ × Fr)

≈ f∂zθ

�r
∇ · (�rv∗) + ∇ · (�vaP′′ − ωaQ + ∇θ × Fr)

≈ ∇ · (�vaP′′ − ωaQ + ∇θ × Fr). (3.4)

We can loosely interpret the eddy flux term �vaP′′ as
the representative of the Eliassen-Palm flux divergence
known from the quasi-geostrophic limit. Its vertical
component is then neglected. In climatological steady
state, the last line of (3.4) vanishes. This is one of the
central facts in the TEM framework as mentioned in
Andrews et al. (1987) (Section 7.2.1, Equation 7.2.4c).
It says that the eddy forcing and the diabatic heat-
ing/cooling are linked in a closed circulation.

We have thus identified the enforced non-divergent
residual mass flux as the central point that distin-
guishes the wave-confined TEM viewpoint from the
flow-confined active wind viewpoint.

In steady state, it is not the divergence of the active
mass flux which vanishes, but the total flux of EPV. For
such a steady state, we can write3

�v̂âP + �v′′a P′′ − ωaQ + ∇θ × Fr

= ∇θ × ∂tv − ωa∂tθ (= 0). (3.5)

The expression (3.5) is a vector equation and has simi-
larities to both, the TEM horizontal momentum and tem-
perature equations. One difference is that the eddy flux
term occurs here not as a part of the transformed zonal
momentum equation, but as a term which is linked to
both, the thermal and the dynamical part of the compa-
rable TEM equation set. As a consequence, eddy EPV-
fluxes will not only represent the horizontal part of a
secondary circulation, but also contribute to its vertical
part. The thermal wind relation as a component of the
TEM equation set is not needed here, because it is in
fact a steady state version of the meridional momentum
equation. A transformed version of the meridional mo-
mentum equation is included in (3.5).

Let us now compare the zonally averaged resid-
ual and active mass fluxes for the Held-Suarez test.
The TEM diagnostics which is used for a comparison
with the active wind diagnostics employs the difference
stream function ψ1 of Hardiman et al. (2010). All zonal
averages are calculated on model levels, but for the fig-
ures, the diagnosis is displayed in a pressure coordinate

3The hat-average means a mass-weighted mean (Hesselberg mean) in con-
trast to the more common Reynolds mean. The double primes signify devia-
tions from this mass-weighted mean.

system. All values of the active wind are set undefined
if the absolute EPV-value drops below one thousandth
of the maximum absolute EPV-value in the considered
model level.

Fig. 9 displays three types of zonally averaged ver-
tical and meridional winds. The three types are ob-
tained from the conventional Eulerian mean (̂vEul, ŵEul),
the TEM residual mean (v∗,w∗), and the active mean
(̂va, ŵa). Since the mountain range is only inserted on
the northern hemisphere, the pattern of all mentioned
wind components are not symmetric about the equator.
The conventional Eulerian mean circulation reflects the
well-known three-cell structure of the hemispheric cir-
culation, which consists of the Hadley, Ferrel, and polar
cells. The TEM residual and the active means reveal rel-
atively similar structures in the upper troposphere, but
very different behavior in the boundary layer. As ex-
pected from the TEM residual winds, we recognize a
direct overturning cell with rising motion in the tropics,
a poleward motion in mid-latitudes, sinking air in polar
latitudes and a near-surface return flow towards tropical
latitudes. The active wind zonal average is also charac-
terized by tropical upwelling. The mean vertical down-
ward active wind in the mid-latitude’s free troposphere
is much stronger than in the TEM residual case whereas
the the mean meridional wind is a bit weaker. The up-
ward and poleward bending branch of active winds is
clearly visible. The return flow towards the tropics is
very different from the TEM case: There is a poleward
and upward motion in mid-latitudes in the boundary
layer. The active meridional wind is comparable to the
Eulerian mean meridional wind in this region. This is not
true for the vertical wind. Therefore the Eulerian mean
and the active wind vector mean is quite distinct even in
the boundary layer.

How can this, at first glance unexpected, pattern of
the active wind components be interpreted? For this pur-
pose the different terms of (3.5) are investigated in their
vertical and meridional components. A rough estimate
of those terms yields

v̂a ≈ −
�v′′a P′′

�̄P̂
+

Q ∂zu

ωz,a ∂zθ
+

kv u

ωz,a ∂zθ
(3.6)

ŵa ≈ −
�w′′a P′′

�̄P̂
+

Q

∂zθ
−

kv u ∂yθ

ωz,a ∂zθ
. (3.7)

Here, Q and kv are the heating function and the Rayleigh
friction coefficient of the Held-Suarez testcase. Note
that the Rayleigh friction suggested in the testcase is
physically questionable as it is not given as a divergence
of a stress tensor. The horizontal momentum diffusion
of the ICON-IAP model is omitted in the diagnosis. The
covariances of the heating and friction terms are also
omitted. Because of these approximations we cannot
expect that the sum of the three terms in (3.6) and (3.7)
represents exactly the active wind distributions of Fig. 9.
We refer to the three terms as active EPV eddy transport
term, heating term, and friction term, respectively.
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[V_a] [W_a]

Figure 9: Zonal means of meridional (left column, contour intervals 0.2 m/s) and vertical (right column, contour intervals 0.8 mm/s) winds.
First row: conventional Eulerian mean. Second row: TEM residual mean. Third row: active wind mean.
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[V_a] eddy

[W_a] eddy

Figure 10: Meridional (upper panel) and vertical (lower panel)
active EPV-flux term contributions to the zonally averaged active
winds. The contour intervals are chosen such as to conform with
those of Fig. 9. Values ±10 ° around the equator are not shown.

Fig. 10 displays the active meridional and vertical
eddy transport terms of EPV. We see that those eddy
EPV-fluxes explain roughly the mean active winds in
the upper troposphere and also partly the rising motion
in the mid-latitudes boundary layer. The meridional ac-
tive eddy EPV-flux term is in very good balance with the
mean active meridional wind in the upper troposphere.
The locations of the meridional active eddy EPV-fluxes
are to be found in approximately 300 hPa at around 30 °
from the equator. These are roughly the same positions
where also the TEM meridional winds exhibit parts of
their maxima. The more poleward pattern of v∗ are, how-
ever, not reproduced by v̂a. The reason is evident from
the comparison of the upper left and lower right panel of
Fig. 8. The largest differences between wia and −wSt are
poleward of about ±40 °. A smaller amplitude of −wSt

[W_a] heating

Figure 11: Heating term contribution to the zonally averaged verti-
cal active wind. The contour interval is chosen such as to conform
with that of the right column of Fig. 9.

in comparison to wia does not let the residual flow bend
downward quickly enough. This enhances the possibil-
ity for v∗ to reach higher latitudes. The vertical active
eddy EPV-flux term is quite strong in the upper tropo-
sphere. This eddy flux term contributes to an overall
stronger ŵa compared to w∗. The TEM framework does
not provide a place for the inclusion of the vertical eddy
flux term of EPV.

Fig. 11 displays the heating term that occurs in the
equation for the mean vertical active wind. We see that
this term balances the polar sinking and the equatorial
rising of air. Its pattern resembles roughly both, ŵa and
w∗. Hence, the familiar vertical motion picture obtained
with the TEM equations is approximately recovered.
The heating term does not yield any notable contribution
onto v̂a (not shown).

Last, we inspect the friction terms (Fig. 12). The
equatorial convergence in the active meridional wind
is associated with friction. Additionally we encounter a
mid-latitude poleward flow, which is not present in the
v∗ equatorward return flow. The upward motion in mid-
latitudes’ boundary layer is also mainly attributable to
friction. The pattern of both, meridional and vertical, ac-
tive winds can be explained by dominating mid-latitude
low pressure around 55 ° and subtropic high pressure a
bit poleward of 30 °. Frictionally induced inflow occurs
for the lows and the reverse is to be found for the highs,
as known from the Ekman layer dynamics and made vis-
ible in Fig. 3. This kind of plausible frictional flow is not
seen in the plots for the TEM residual winds.

Summarizing, we obtain a qualitatively convincing
explanation about the different contributions that bal-
ance the active vertical and meridional winds. However,
unlike the TEM residual winds, the active winds do not
exhibit a closed circulation. This is already eye-catching
in the v̂a-plot in Fig. 9. We observe a net poleward active
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[V_a] friction

[W_a] friction

Figure 12: Friction terms that contribute to balance the zonally
averaged meridional (upper panel) and vertical (lower panel) active
winds. The contour intervals are chosen such as to conform with
those of Fig. 9.

wind at all heights around 35 ° latitude. The active wind
displays the mass fluxes that are outside the ∇θ × ∇B
tubes. The place where mass fluxes are forced out of
their inactive orbits and back into inactive orbits can be
everywhere, in particular not necessarily in the same al-
titude and latitude. The inactive mass flux can also trans-
port mass, but without net effects on atmospheric mass
distribution. Only the total mass flux is non-divergent in
the time mean.

4 Conclusion

In this paper, a local version of the transformed Eule-
rian (but not: mean) equations, namely equations (2.12)
and (2.13), was derived. The most important point was
to recognize that the transformed velocities va are in fact

deviations from the inactive wind via associated with
a local energy-vorticity equilibrium state. The inactive
flow part via is dynamically dead. It does neither partici-
pate in kinetic energy conversions nor does its EPV-flux
has any effect. Therefore, it cannot contribute to an ac-
celeration of the local flow and so do neither for a mean
flow. The inactive wind can be seen as a generalization
of the geostrophic wind under consideration of inertial
forces and the constraint of adiabatism.

The question of non-acceleration of a mean flow
was a long-standing question of dynamicists, and was
answered historically with the concept of a vanishing
Eliassen-Palm flux divergence under non-acceleration
conditions. However, the TEM framework needed the
idealization of propagating linear waves on a basic zonal
flow.

What can be learned from the new perspective?
We can definitely not explain more about the resid-
ual circulation than what was possible with the TEM
framework, especially not if we appreciate recent de-
velopments towards 3-dimensional TEM equations (Ki-
noshita et al., 2010). We can even less explain, because
the downward-control principle (Haynes et al., 1991)
does not work. The downward-control principle works
because the residual circulation is non-divergent. The
new theory explained in the paper is not non-divergent
in the meridional plane. It shares this property with
Lagrangian-mean flow.

Several findings are worth to be highlighted. First,
the local picture of va already points to the fact that
the filamentation of vorticity as an indicator of break-
ing Rossby waves is associated with a poleward mass
flux. Second, the transport barrier property of a steep
EPV gradient is obvious to the naked eye. Third, the new
formulation allows a much more credible representation
of boundary layer flow. Ekman dynamics is now repre-
sented in the zonal mean picture. Fourth, the Bernoulli
function was identified as the isosurface to be crossed
during wave breaking. Fifth, the DSI∗ turned out to act
as a source for the divergence of the active mass flux.

There are some striking features that are perhaps
important for the further working with residual flows.
Whereas in the upper troposphere in low latitudes the
meridional winds are quite similar for the residual and
the zonal-mean active viewpoints, the flow poleward of
about 40 ° latitude is quite different. Therefore, some
care has to be taken when interpreting residual winds.

The active wind is not only a concept applicable in
the context of large-scale dynamics. The EPV is not al-
ways dominated by the vertical component of vorticity.
Rather it can become dominated by horizontal compo-
nents of vorticity which are associated with strong verti-
cal wind shear. This is the case for smaller scale gravity
waves. Hence, the concept of active winds opens a possi-
bility for a detailed study of the contribution of breaking
gravity waves to net mass fluxes especially in the meso-
sphere.
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