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Abstract

In this paper we study the transition to synchrony in an one-dimensional array of oscil-
lators with non-local coupling. For its description in the continuum limit of a large number
of phase oscillators, we use a corresponding Ott-Antonsen equation, which is an integro-
differential equation for the evolution of the macroscopic profiles of the local mean field.
Recently, it has been reported that in the spatially extended case at the synchroniza-
tion threshold there appear partially coherent plane waves with different wave numbers,
which are organized in the well-known Eckhaus scenario. In this paper, we show that for
Kuramoto-Sakaguchi phase oscillators the phase lag parameter in the interaction func-
tion can induce a Benjamin-Feir type instability of the partially coherent plane waves. The
emerging collective macroscopic chaos appears as an intermediate stage between com-
plete incoherence and stable partially coherent plane waves. We give an analytic treatment
of the Benjamin-Feir instability and its onset in a codimension-two bifurcation in the Ott-
Antonsen equation as well as a numerical study of the transition from phase turbulence to
amplitude turbulence inside the Benjamin-Feir unstable region.

According to the classical results of Yoshiki Kuramoto [13], increasing the coupling strength in
a heterogeneous ensemble of globally coupled oscillators one can observe a transition from
complete incoherence to partial synchrony at a certain critical coupling strength. Beyond this
synchronization threshold there is a monotonic growth of the global order parameter, measuring
the total amount of synchrony in the ensemble. For the description of more general interactions
between the oscillators, Kuramoto and Sakaguchi introduced a phase-lag parameter in the si-
nusoidal interaction function, governing the attraction or repulsion between the oscillators. It
has been shown that within the attractive regime the fundamental synchronization scenario is
qualitatively not affected by this phase-lag parameter, at least for standard choices of the distri-
bution of natural frequencies like Gaussian or Lorentzian. Only recently, it has been shown that
for bimodal frequency distributions [19], certain unimodal distributions [22, 23], or more general
phase interaction functions [12] one can expect various types of non-universal transitions to
synchrony.

It was again Kuramoto in his work with Battogtokh [14], who pointed out that in spatially ex-
tended systems of coupled oscillators one can observe highly non-trivial states of self-organized
coherence-incoherence patterns, now called chimera states [1], for which the phase lag param-
eter plays a crucial role. This newly discovered dynamical phenomenon has attracted a lot of
research activities in the last decade (see [27] and references therein), including also various
experimental realizations [32, 10, 20, 29, 11]. In this paper, we go back one step and study
such systems of one-dimensional arrays of heterogeneous Kuramoto-Sakaguchi phase oscil-
lators at the synchronization threshold where the completely incoherent state loses its stability
and stable non-trivial solutions with collective motion and partial local synchrony appear. As we
will show, the phase lag parameter plays in this case again a central role. In [33] it has been
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shown that one-dimensional arrays of identical oscillators can give rise to spatially discretized
plane wave solutions, which were called “twisted states”. In [24] it has been shown that for het-
erogeneous oscillators these solutions emerge successively after the synchronization threshold
as partially coherent plane waves. They are organized in a Eckhaus scenario [9], where the
partially coherent homogeneous solution, i.e. the wave with wave number zero, emerges stable
as the primary central branch while the solutions with higher wave number bifurcate unstable at
higher coupling from complete incoherence and gain their stability only for even higher coupling
when they have reached a certain critical amplitude. We will now extend the analysis in [24]
and study in more detail the stability properties of the partially coherent plane wave solutions.
First, we derive explicit formulas for the Benjamin-Feir instability of partially coherent twisted
states. Then, we show that due to the influence of the phase lag parameter there appears a
codimension-2 bifurcations that changes the classical synchronization transition into a new sce-
nario, where an intermediate state of collective macroscopic chaos appears between complete
incoherence and stable partially coherent plane waves. We conclude with a numerical study of
the Benjamin-Feir unstable region, where we determine the transition from phase turbulence to
amplitude turbulence.

We are interested in one-dimensional arrays of non-identical phase-oscillators of the form

dθk
dt

= ωk −K
∑
j

Gkj sin(θk − θj + α), k = 1 . . . , N, (1)

where the natural frequencies ωk are drawn randomly and independently from the Lorentzian
distribution

gL(ω) =
1

π

1

1 + ω2 .

and the coupling coefficients Gkj are given by a non-negative piecewise-smooth kernel func-
tion G(x)

Gkj =
1

N
G

(
k − j
N

)
,

which is even and non-increasing for x ≥ 0, such that close oscillators in the array are coupled
strongly, while more distant oscillators are coupled weaker. This system is typically equipped
with periodic boundary conditions, i.e. considering the index of θ modulo N and assuming that
G(x) = 0 for |x| ≥ 1

2
, see e.g. [24].

Since we are interested in the collective motion in large systems of coupled oscillators, our
starting point will be the formal continuum limit N → ∞ [8, 31, 7]. In the case of purely
sinusoidal coupling this limit can be written as an Ott-Antonsen equation of the form

du

dt
= −u(x, t) +

K

2
e−iαGu− K

2
eiαu2(x, t)Gu. (2)

An equation of this type has been introduced in [25, 26] for globally coupled systems. After
that, generalizations of this approach to spatially extended systems [15] and several other more
complicated settings have been presented [17, 18, 28, 16]. The basic idea of this approach
is that complex-valued functions u = u(x, t) that lie in the invariant set |u| ≤ 1 and solve
equation (2) can be identified with the macroscopic evolution of the local order parameter of
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the oscillator system at a given position x and time t, such that the absolute value |u(x, t)|
measures the synchrony of oscillators with index close to k = Nx. and arg u(x, t) describes
their most likely position on the unit circle.

The main parameters in equation (2) are the coupling strengthK > 0 and the phase lag param-
eter α, which we restrict here to the attractive regime α ∈ (−π/2, π/2) where synchronization
is possible. In the continuum limit, the non-local coupling between the oscillators is given by the
convolution operator

(Gu)(x) =

∫ ∞
−∞

G(x− y)u(y)dy (3)

where we use again the function G(x) with the properties as described above. Details of the
derivation of a continuity equation for the probability densities describing the continuum limit
and of the derivation of the Ott-Antonsen equation from this continuity equation can be found
in [15, 24] where the same system has been investigated.

Note that referring to finite systems of oscillators with periodic boundary conditions this equation
should be equipped with periodic boundary conditions as well. However, we are interested here
in waves and spatial structures that are small compared to the total size of the domain and
perform the analytical part of our investigations on the unbounded interval x ∈ R.

Stability of the zero solution

We start with briefly recalling from [24] the results of a linear stability analysis of the zero solu-
tion. In order to deal with the complex-conjugated term u, we will treat in the sequel the real and
imaginary parts of Eq. (2) as a system of two real equations for the two unknown functions Reu
and Im u. This system defines a smooth dynamical system on the Banach space of uniformly
bounded continuous functions C(R; R2). Linearizing Eq. (2) around its zero solution we obtain

dv

dt
= −v(x, t) +

K

2
e−iαGv, (4)

rewritten as a system in R2 as

dv1

dt
= −v1 +

K

2
(cosα Gv1 + sinα Gv2) , (5)

dv2

dt
= −v2 +

K

2
(− sinα Gv1 + cosα Gv2) , (6)

and look for its eigenfunctions in the following form

V = V0e
iκxeλt (7)

where V0 ∈ C2, κ ∈ R, and λ ∈ C. Inserting ansatz (7) into Eqs. (5)–(6) and taking into
account the identity ∫ ∞

−∞
G(x− y)eiκydy = Ĝ(κ)eiκx, (8)
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where

Ĝ(κ) =

∫ ∞
−∞

G(x) cos(κx) dx

is the Fourier transform of the coupling function G(x), we obtain the characteristic equation

χ0(λ) = det

−1 + K
2 Ĝ(κ) cosα− λ K

2 Ĝ(κ) sinα

−K2 Ĝ(κ) sinα −1 + K
2 Ĝ(κ) cosα− λ

 = 0.

This yields two spectral curves

λ±(κ) = −1 +
K

2
e±iαĜ(κ)

parameterized by the wave number κ ∈ R. This implies that the zero solution loses its stability
for

Re λ±(κ) =
K

2
Ĝ(κ) cosα− 1 = 0. (9)

Since the coupling function is assumed to be even, unimodal, and normalized, its Fourier trans-
form is even and has the maximum Ĝ(0) = 1. Hence, (9) induces a Turing like instability with
central wave number κ = 0, where for

K = KT =
2

cosα
. (10)

the zero solution becomes unstable to homogeneous perturbations and for further increasing
K also for perturbations within an increasing band of wave numbers around zero.

Stability of partially coherent plane waves

In this section we present a refined linear stability analysis of the plane wave solutions

u(x, t) = a0e
i(κ0x+ν0t), (11)

which bifurcate from the zero solution at the Turing like instability (9). In order to simplify the
notation, we rescale the coupling parameter by

K̃ =
K

2
cosα− 1, (12)

such that the destabilization of the zero solution (9) occurs for K̃ = 0, independent on α. The
bifurcating wave solutions (11) have to satisfy

Ĝ(κ0) =
1

(1− a2
0)(K̃ + 1)

(13)

and

ν0 = − tanα
1 + a2

0

1− a2
0

. (14)
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Note that in this way we obtain a branch of solutions satisfying the inequality 0 ≤ a0 ≤ 1
and hence remaining within the invariant set |u| ≤ 1 of solutions of the Ott-Antonsen equation
(2) that can be related to the oscillator system (1) . Recall that admissible solutions satisfy the
inequality 0 ≤ a0 ≤ 1. To study the stability of such plane wave solutions, we transform Eq. (2)
into corotating coordinates

U(x, t) = u(x, t)e−i(κ0x+ν0t)

and linearize the resulting equation at a wave solution, now represented by

U(x, t) = a0

with a0, κ0, ν0 satisfying (13) and (14). Small perturbations v follow the equation

dv

dt
= −(1 + iν0)v +

K

2
e−iαJ1v −

K

2
eiαa2

0(J2v + 2Ĝ(κ0)v),

where we used the fact that Ĝ is an even function and abbreviated

(J1v)(x) =

∫ ∞
−∞

G(x− y)e−iκ0(x−y)v(y, t)dy,

(J2v)(x) =

∫ ∞
−∞

G(x− y)eiκ0(x−y)v(y, t)dy.

Using (12), (13), and (14), we can rewrite this equation as

dv

dt
=

(1− i tanα)(J1v − Ĝ(κ0)v)− a2
0(1 + i tanα)(J2v + Ĝ(κ0)v)

(1− a2
0)Ĝ(κ0)

. (15)

In order to deal with the complex conjugation of the unknown v in J2, we will rewrite this equa-
tion as a system in R2 for

V (x, t) =

(
Re v(x, t)

Im v(x, t)

)
.

To this end, we insert in (15) the real expressions

(J1v)(x, t) =

∫ ∞
−∞

G(x− y)

(
cosκ0(x− y) sinκ0(x− y)
− sinκ0(x− y) cosκ0(x− y)

)
V (y, t)dy, (16)

(J2v)(x, t) =

∫ ∞
−∞

G(x− y)

(
cosκ0(x− y) sinκ0(x− y)
sinκ0(x− y) − cosκ0(x− y)

)
V (y, t)dy (17)

for the integrals and replace the complex numbers

1± i tanα with corresponding real matrices

(
1 ∓ tanα

± tanα 1

)
. (18)

Solving the resulting system for eigenfunctions of the form (7) and using the identity (8) we can
evaluate the integrals

J1(V0e
iκx) =

(
h+(κ, κ0) ih−(κ, κ0)
−ih−(κ, κ0) h+(κ, κ0)

)
V0e

iκx, (19)

J2(V0e
iκx) =

(
h+(κ, κ0) ih−(κ, κ0)
ih−(κ, κ0) −h+(κ, κ0)

)
V0e

iκx, (20)
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where

h+(κ, κ0) =
1

2

(
Ĝ(κ+ κ0) + Ĝ(κ− κ0)

)
, (21)

h−(κ, κ0) =
1

2

(
Ĝ(κ+ κ0)− Ĝ(κ− κ0)

)
, (22)

and, using

A =
1 + a2

0

1− a2
0

.

we remain with the characteristic equation

χ(λ) = det

−A+
h+ − ih− tanα

Ĝ(κ0)
− λ − tanα +

h+ tanα + ih−
Ĝ(κ0)

tanα− A(h+ tanα + ih−)

Ĝ(κ0)
−A+

A(h+ − ih− tanα)

Ĝ(κ0)
− λ

 = 0 (23)

for the complex eigenvalues λ(κ).

For each plane wave solution (11) with amplitude a0 and wave number κ0 equation (23) provides
two branches of eigenvalues λ1,2(κ), which are parameterized by the wave number of the
perturbation κ. The corresponding value of the parameter K̃ has to be determined from (13).
Inserting κ = 0 into (23) and using the fact that for even functions Ĝ(κ0) we have

h+(0, κ0) = Ĝ(κ0), (24)

h−(0, κ0) = 0, (25)

we obtain two roots: the trivial eigenvalue λc(0) = 0 enforced by the phase shift along the
primary periodic wave solution, and

λs(0) = − 2a2
0

1− a2
0

,

providing a stable eigenvalue for homogeneous perturbations with κ = 0.

For the Benjamin-Feir type instability we are interested in the critical branch λc(κ), satisfying
λc(0) = 0, which at the onset of instability changes its curvature λ′′c (0) from negative to pos-
itive, such that the curve protrudes into the unstable half plane with λ(κ) > 0 for κ close to
zero, in this way giving rise to a long wave instability [2, 3]. In order to evaluate this instability
condition, we want now to expand λc(κ) around its root at κ = 0. To this end, we perform twice
an implicit differentiation with respect to κ of the quadratic polynomial equation χ(λ) = 0 and
insert κ = 0 and λ(0) = λc(0) = 0 into the result. Moreover, using the assumption that Ĝ is
an even function, we obtain from (21) and (22)

∂h+(κ, κ0)

∂κ

∣∣∣∣
κ=0

= 0,
∂h−(κ, κ0)

∂κ

∣∣∣∣
κ=0

= Ĝ′(κ0)

and
∂2h+(κ, κ0)

∂κ2

∣∣∣∣
κ=0

= Ĝ′′(κ0),
∂2h−(κ, κ0)

∂κ2

∣∣∣∣
κ=0

= 0.
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Figure 1: (Color online) Bifurcation curves and stability regions for different values of the phase
lag parameter α

Using these expressions, we obtain from the first derivative that

λ′c(0) =
2iĜ′(κ0) tanα

(1− a2
0)Ĝ(κ0)

. (26)

From the second derivative we obtain, using also (26)

λ′′c(0) =
a4

0(Ĝ
′′(κ0)Ĝ(κ0)− Ĝ′(κ0)

2) + a2
0Ĝ
′′(κ0)Ĝ(κ0) cos 2α + Ĝ′(κ0)

2

a2
0Ĝ(κ0)2(1− a2

0)(tan2 α + 1)
, (27)

such that the bifurcation condition λ′′c(0) = 0 is given by

a4
0(Ĝ

′′(κ0)Ĝ(κ0)− Ĝ′(κ0)
2) + a2

0Ĝ
′′(κ0)Ĝ(κ0) cos 2α + Ĝ′(κ0)

2 = 0. (28)

Let us first discuss the stability of wave solutions with wave number κ0 = 0, which is the central
wavelength of the Turing like instability of the zero solution. Recall that Ĝ(0) = 1, Ĝ′(0) = 0,
and Ĝ′′(0) < 0. Hence, we can conclude from the signs of the leading terms of (27) that
for sufficiently large amplitude a0 the stability condition λ′′c(0) < 0 is satisfied. Moreover, for
κ0 = 0 the roots of the bifurcation condition (28), which is a quadratic polynomial in a2

0, are
given by

a2
0 = 0 and a2

0 = − cos 2α. (29)

For α > π
4

, the second root is positive and we can conclude that plane wave solutions with
κ0 = 0 and amplitudes satisfying

0 < a2
0 < − cos 2α
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are unstable. Figure 1 shows the roots of the bifurcation condition and the stability regions also
for κ0 6= 0. For these plots, we had to specify coupling function and our choice is a simple
piecewise constant coupling function with

Ĝ(κ0) =
sinκ0

κ0

as already used in [24]. The Figure shows three qualitatively different cases occurring for dif-
ferent values of the phase lag parameter α. In the upper panels (a)–(c) the branch of roots of
the bifurcation condition (28) with a2

0(κ0) ≥ 0 delimits the region of wave numbers κ0 and
amplitudes a0 where the corresponding plane wave solution (13) is stable (shaded). There is
also a second branch with a2

0(κ0) ≤ 0, which is irrelevant as a stability boundary but will be-
come important for the degeneracy at α = π

4
, which we discuss below. Inserting (10) into the

non-negative branch, we plotted in panels (d)–(f) the stability region where for a given coupling
parameter K̃ the plane wave solution with wave number κ0 is stable. In addition we plotted
here also the instability (9) of the zero solution, where plane wave solution with wave number κ0

bifurcate from the trivial solution (gray line in panels (d)–(f)). This corresponds to a0 = 0 in the
upper panels.

For α < π/4 we observe the well known Eckhaus scenario [9], see panels (a),(d). Here, at
K̃ = 0 the zero solutions becomes unstable with respect to perturbations with the central wave
number κ0 = 0 and a stable branch of non-trivial solutions bifurcates. Increasing K̃ further,
subsequently also perturbations of the zero solutions with non-zero wave number start to grow.
But the corresponding plane wave solutions bifurcate unstable from the already unstable zero
solution and gain their stability only at some larger amplitude a0 > 0, given by the bifurcation
condition (28).

For α > π/4 the situation is qualitatively different, see panels (c),(f) in Fig. 1. All plane wave
solutions bifurcate unstable from the zero solution and gain their stability only at a positive
amplitude a0.

A codimension-two bifurcation

For α = π
4

there is a singularity, where zero is a double root of the bifurcation condition, see
panel (b) in Fig. 1. This is due to the fact that in (28) the coefficient cos 2α of the a2

0 term
changes its sign. This codimension two bifurcation at α = π

4
, K̃ = 0 mediates the transition

between the two different types of codimension one bifurcations described above. Note that by
symmetry reasons, the onset of Benjamin-Feir stability happens also for α > π

4
always at the

central wave number κ0 = 0. Hence, the boundary of the parameter region where Benjamin-
Feir stable waves exist can be expressed in the parameters α and K̃ by using the roots (29)
and (13) to eliminate the amplitude a0. In this way we obtain

K̃ =

{
0 for α < π

4
,

tan2 α−1
2

for α ≥ π
4
.

(30)

Note that at α = π
4

we have to switch between the two branches (29) of roots of the bifurcation
condition. For the original coupling strength K we obtain from (12) for the boundary of the
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Figure 2: (Color online) Parameter regions where the trivial solution is stable (dark shaded),
Benjamin-Feir stable waves exist (light shaded), irregular dynamics (white), separated by the
instability of the zero solution (solid line) and Benjamin-Feir condition (dashed line); left panel:
rescaled coupling strength K̃ versus α, right panel: original coupling strength K versus α.

parameter region where Benjamin-Feir stable waves exist the condition

K =

{
2

cosα
for α < π

4
,

1
cos3 α

for α ≥ π
4
.

(31)

In Fig. 2 we have plotted the Benjamin-Feir stable regions according to the stability bound-
ary (30) for the parameter K̃ versus α (left panel) and (31) for the original parameter K ver-
sus α (right panel) together with the corresponding stability region for the trivial solution, given
by the instability (9). One can see that at the codimension two point α = π

4
, K̃ = 0 there

emerges a Benjamin-Feir unstable window at small amplitudes.

Phase turbulence and amplitude turbulence

Figure 2 shows that there is a parameter region where the trivial solution u(x, t) = 0 and all
wave solutions (11) turn out to be unstable simultaneously. In order to investigate the dynamics
for such parameters (α,K) we performed a numerical study of Eq. (2). For this purpose, we
introduced periodic boundary conditions on the interval x ∈ [0, 50], choosing the interval length
sufficiently large with respect to the coupling radius, such that boundary effects play no impor-
tant role here. We used a space discretization on a uniform grid with N = 2000 points and
performed a time integration of the resulting discretized version of Eq. (2) using the fourth-order
Runge-Kutta scheme with a time step dt = 0.02. As initial data we took randomly generated
sequences of complex numbers satisfying the inequality |u| < 1.

Similar as in the classical results for the complex cubic Ginzburg-Landau equation in the Benjamin-
Feir unstable regime [30, 6, 4, 5], we observe two qualitatively different types of spatio-temporal
chaos, which are called phase turbulence and amplitude (or defect) turbulence. Phase turbu-
lence is characterized by the fact that the absolute value |u(x, t)| remains uniformly bounded
from zero and irregular fluctuations occur mainly in the complex phase, see Figure 3 (a),(b).
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Figure 3: (Color online) Space-time plots of |u(x, t)| and arg u(x, t) of turbulent solutions for
Eq. (2) with periodic boundary conditions on the interval x ∈ [0, 50]. (a), (b) Phase turbulence
(α = 1.14), (c), (d) Twisted phase turbulence (α = 1.11), (e), (f) Amplitude turbulence (α =
1.25). Other parameters: K = 10.
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Figure 4: (Color online) The region between Benjamin-Feir instability of planar wave solutions
(dashed line) and instability of the trivial solution (solid line) is divided into regions of phase
turbulence (shaded) and amplitude turbulence (hatched).

For the amplitude turbulence, the absolute value |u(x, t)| vanishes at some locations in space
and time developing phase singularities, called ’defects’, see Figure 3 (e),(f). Note that starting
from a stable wave with κ 6= 0 and decreasing the parameter K or α below one can also ob-
tain twisted phase turbulence, i.e. a irregular wave solution with a fixed non-zero average wave
number, see Fig. 3 (c),(d).

For a numerical detection of the two distinct dynamical regimes of phase and amplitude tur-
bulence, we employed the following procedure in our simulations: After discarding a transient
of 10000 time units we recorded the global minimum and maximum of |u(x, t)| within another
time interval of the length 10000. While for the trivial solution |u(x, t)| = 0 and for a wave so-
lution (11) we have |u(x, t)| = a0, and hence the minimum and maximum coincide, for phase
and amplitude turbulence these two quantities differ from each other. It turns out that there is
a clear distinction between the phase turbulence regime, where the minimum is strictly positive
and the amplitude turbulence where the minimum is zero.

Scanning in this way the Benjamin-Feir unstable parameter region, we obtained the bifurcation
diagram given in Fig. 4 where the red curve indicates the transition from phase turbulence to
amplitude turbulence. In our simulations, we did not find any indications for a extended region of
bistability between the two irregular regimes or a region of spatio-temporal intermittency, where
amplitude turbulence coexists with stable plane waves, as it is reported for certain parameter
regions in the Ginzburg-Landau equation [6]. Indeed, performing the parameter scans as a
dynamical continuation, where the final state of each simulation is used as an initial condition
for the next parameter value, we found that forward and backward scans provide only a very
slight deviation (below the resolution of the diagram) in the location of the transition.
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Figure 5: (Color online) Synchronization transitions from complete incoherence to partial coher-
ence for different values of the phase lag parameter α. (a) direct transition; (b) transition with
intermediate stage of partially coherent phase turbulence; (c) transition with intermediate stages
of partially coherent amplitude and phase turbulence;

Synchronization transitions

Following the classical paradigm of Kuramoto, increasing the coupling strength K in a globally
coupled population of heterogeneous oscillators there is a threshold value where a transition
from complete incoherence to partial synchrony can be observed. The phase lag parameter α
plays here no crucial role. Staying in the attracting regime α < π/2, the synchronization tran-
sition remains qualitatively unchanged and only the critical coupling strength increases with in-
creasing α. As it has been shown in [24] in spatially extended systems, after the destabilization
of the completely incoherent state there appear also partially coherent plane wave solutions.
However, they emerge unstable and for increasing coupling strength, one will observe a tran-
sition from the completely incoherent state to a spatially homogeneous partial synchrony, see
Fig. 5(a) showing the transition for α = 0.5.

In spatially extended systems the situation is fundamentally different for α > π/4. In this case
the system enters above the synchronization threshold into a state where locally in x the os-
cillators are in partial synchrony. However, the Ott-Antonsen system (2) is in the Benjamin-Feir
unstable regime and we observe irregular macroscopic fluctuations of the local order param-
eter u(x, t). Depending on the value of α, the system can either immediately enter in a state
of macroscopic phase turbulence before for further increased coupling it reaches the region of
stable spatially homogeneous partial synchrony, see Fig. 5(b), or first enter into the region of
amplitude turbulence before passing through the region of phase turbulence into the Benjamin-
Feir stable regime, see Fig. 5(c). In Fig. 5 we display the maximum (dashed, red) and minimum
(solid, blue) of |u(x, t)|. Note that these two values coincide for complete incoherence and spa-
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tially homogeneous partial synchrony, while they slightly differ in the region of phase turbulence
(panels b,c). Finally, in the region of amplitude turbulence the minimum stays at zero, while the
maximum shows the growing amplitude of the turbulent state.
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