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ABSTRACT
The number of scholarly publications grows steadily every year
and it becomes harder to find, assess and compare scholarly knowl-
edge effectively. Scholarly knowledge graphs have the potential to
address these challenges. However, creating such graphs remains
a complex task. We propose a method to crowdsource structured
scholarly knowledge from paper authors with a web-based user
interface supported by artificial intelligence. The interface enables
authors to select key sentences for annotation. It integrates multiple
machine learning algorithms to assist authors during the annota-
tion, including class recommendation and key sentence highlight-
ing. We envision that the interface is integrated in paper submission
processes for which we define three main task requirements: The
task has to be (1) straightforward (2) time efficient (3) well-defined.
We evaluated the interface with a user study in which participants
were assigned the task to annotate one of their own articles. With
the resulting data, we determined whether the participants were
successfully able to perform the task. Furthermore, we evaluated
the interface’s usability and the participant’s attitude towards the
interface with a survey. The results suggest that sentence annota-
tion is a feasible task for researchers and that they do not object to
annotate their articles during the submission process.

CCS CONCEPTS
•Human-centered computing→Web-based interaction; • In-
formation systems → Web interfaces; Crowdsourcing.

KEYWORDS
Crowdsourcing Text Annotations, Intelligent User Interface, Knowl-
edge Graph Construction, Structured Scholarly Knowledge, Web-
based Annotation Interface
ACM Reference Format:
Allard Oelen, Markus Stocker, and Sören Auer. 2021. Crowdsourcing Schol-
arly Discourse Annotations. In 26th International Conference on Intelligent
User Interfaces (IUI ’21), April 14–17, 2021, College Station, TX, USA. ACM, 
New York, NY, USA, 11 pages. https://doi.org/10.1145/3397481.3450685

1 INTRODUCTION
The number of published scholarly articles continues to grow ev-
ery year [27]. However, scholarly communication remains largely
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document-based. Scholarly articles are mostly published in PDF for-
mat, which is specifically designed for human readability [38] and
portability across systems. With this form of publishing, scholarly
knowledge is not machine actionable [9, 41]. Knowledge graphs can
be employed to represent scientific contributions semantically, ren-
der scholarly knowledgemoremachine actionable, and thus making
it easier to find, compare and process knowledge. Knowledge graphs
are defined as semantic networks describing entities and their in-
terrelations [42]. Prominent examples of openly available knowl-
edge graphs include DBpedia [4], YAGO [51] and Wikidata [56].
With projects such as Semantic Scholar [3], Microsoft Academic
Graph [47] and Open Research Knowledge Graph (ORKG) [26],
knowledge graphs are gaining popularity in the scholarly domain
to structure scholarly knowledge. Except for ORKG, these graphs
only capture metadata about research articles and do not describe
the content of reported research work, including research contribu-
tions [44].

Populating knowledge graphs with scholarly metadata is a rel-
atively straightforward task due to the low task complexity and
high accuracy of automated parsing tools (such as GROBID [33]). In
contrast, generating graphs of the contents of research articles (i.e.
research contributions) is a considerably more complex task which
can currently hardly be performed by Natural Language Processing
(NLP) tools alone. Crowdsourcing can be a solution: By including
paper authors in the process of creating structured knowledge, it is
possible to leverage human intelligence. However, crowdsourcing
also comes with its challenges. Firstly, crowdworkers have to de-
cide what to model, which requires a thorough understanding of
the research topic. Secondly, crowdworkers have to decide how to
model the knowledge, which is a cognitively demanding task that
also relies on skill in conceptual modeling and possibly relevant
technologies.

We present a methodology and web-based graphical user inter-
face that serves as a first step towards intertwining human intelli-
gence (via crowdsourcing) and machine intelligence (via machine
learning) for the creation of a scholarly knowledge graph. The in-
terface is designed to perform the task of annotating key sentences
within scholarly PDF articles. This task focuses specifically on the
aforementioned challenge of what to model. The user has to select a
sentence and afterwards annotate this sentence with an appropriate
class. The set of classes consists of a predefined set of 25 discourse
elements (e.g., background, contribution and methods). During the
annotation process, the user is supported by Artificial Intelligence
(AI) tools. With this machine-in-the-loop approach [23] synergy is
achieved between crowdsourcing and autonomous NLP extraction.
The AI components are available for the tasks that require human
judgement and provide support during the decision process. For
example, selecting important sentences is supported by automated
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Figure 1: Screenshot of the annotation interface. Numbers indicate system components that are explained in detail in Section
4.2. Legend: 1. Completion indicator 2. Automatic sentence highlighting 3. User annotations 4. Annotation class selector 5.
Automatic class suggestions 6. Automatically highlighted sentence.

sentence highlighting. Additionally, selecting suitable classes for
sentences is supported by a class recommendation tool. We envi-
sion that this interface is integrated in paper submission systems to
produce a more structured description of the paper’s content. Hav-
ing annotated sentences is a crucial step towards generating truly
structured semantic scholarly knowledge. Among other things, it is
possible to further process the annotated sentence to create better
structured and more semantic data.

We address the following research questions: 1) How to design an
intelligent user interface to populate a scholarly knowledge graph
using crowdsourcing? 2) How to employ a machine-in-the-loop ap-
proach to assist users in this process? These questions are addressed
by devising use cases which are used to determine the requirements.
Based on the requirements, system components are designed that
address those requirements. Finally, to evaluate whether the re-
quirements are met, a user evaluation is conducted.

2 BACKGROUND AND RELATEDWORK
Text annotation tools are widely used in the Natural Language
Processing (NLP) community to visualize automatically generated
annotations by NLP tools, such as [50]. Additionally, some of these
tools focus on corpus annotation and support the generation of
complex corpora [7]. Such annotation tools have proven to be valu-
able for the collaborative creation of datasets. Due to the popularity
of the PDF format, PDF annotation has received considerable at-
tention (e.g., [18, 46, 52]). PDF documents are widely used among
various domains, for example, in government data [13], legal doc-
uments [30], patents [5] and product datasheets [54]. However,
the PDF format hinders access and reuse of the data presented

within the documents [14]. Eriksson [18] presents a tool to directly
generate semantic descriptions from PDF documents. This tool
requires annotators to have data modeling knowledge since the
annotator is responsible for the modeling aspect. Shindo et al. [46]
integrates multiple linguistic technologies in the annotation tool.
More similar to our approach, Takis et al. [52] presents a crowd-
sourcing approach for creating semantic annotations in scientific
publications. In contrast to our approach, Takis et al. focus on entity
annotation rather than full sentence annotation. Furthermore, the
integration of ontologies in their approach is prominently present.
In our work, we focus on task separation and design an interface
that can be used without requiring any modeling knowledge. In
addition, we aim for task simplicity to make the interface suitable
for paper submission integration. Capadisli et al. created a tool
Dokieli that enables authors to create semantic annotations within
the authoring tool itself [10]. This differs from our approach, where
we present a tool to create annotations retrospectively (i.e., after
writing an article). Related to our approach, Snow et al. [48] has
demonstrated that crowdsourcing can be successfully employed
to generate labeled datasets. Such crowdsourcing approaches rely
on comprehensive task descriptions and guidelines to ensure high-
quality results [11]. With respect to our interface, this means that
we have to make a clear task description and leave no room for
ambiguity.

3 USE CASES
We now discuss multiple use cases supported by illustrative ex-
amples from the literature. We begin with two use cases in which
the annotation interface is used to generate structured data (data
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entry). The four use cases that follow outline the usefulness of the
generated annotations (data consumption).

3.1 Data Entry
Paper submission. The annotation interface is mainly designed

to be used as part of paper submission processes. More specifically,
when the camera-ready article is uploaded. This prevents additional
workload when uploading the paper for review. The interface can
be integrated in open-access platforms such as arXiv [21] or CEUR
Workshop Proceedings (CEUR-WS)1. A similar approach has been
taken by arXiv, which integrated the ScienceWISE [1] platform
where authors can add automatically generated entity annotations
to their uploaded articles. Additionally, CEUR-WS has been fre-
quently used as data source for semantic publishing approaches
(e.g., [29, 32, 44]).

Literature review. Sentence annotations can also be generated
while reading articles. In this case, not only authors but also other
researchers can create annotations. Compared to the paper sub-
mission approach, this will most likely produce less complete and
possibly lower quality results. Less complete results are expected
because readers will presumably only annotate what is of interest
to them at the time of reading the article. Lower quality results are
likely because readers are less familiar with the article’s content
than the authors. However, due to the scalability of this approach
the generated annotations combined are still valuable. Although
our interface is not designed to support this use case directly, it
could be adopted easily.

3.2 Data Consumption
Further semantification. The result of the annotation task is a

set of sentences annotated with a relevant discourse class. These
sentences must be transformed into more machine-readable de-
scriptions. This can be done automatically using Named Entity
Recognition and Classification (NERC) [39]. The resulting recog-
nized entities can leverage the already determined discourse class.
For example, if a method is recognized in a discourse element with
the Background class, thismeans that themethod is discussedwithin
the paper. However, it does not necessarily mean that this method
has been employed, since it is discussed as background information.
Furthermore, the sentence can be modeled using existing ontolo-
gies. However, this task relies on domain experts with knowledge
of data modeling.

Structured abstract. Based on the annotated sentences a struc-
tured abstract can be generated automatically. Structured abstracts
have a long history [19] and are commonly used in certain domains,
most prominently in life sciences. Research shows that structured
abstracts make it easier for researchers to select appropriate articles
more quickly [40]. Within our user interface, the annotator is urged
to only annotate the most important sentences. This results in an
abstract that provides a relevant summary of the article.

Effective search. With annotated sentences, search can be im-
proved in two ways, by more effectively finding papers and by

1http://ceur-ws.org

enhanced navigation within the paper. It is possible to more ef-
fectively look for concepts that are related to specific discourse
elements. This can be further enhanced with additional seman-
tification. Based on an experiment, de Ribaupierre and Falquet
[16] reported that the participants found more useful results us-
ing faceted search compared to keyword based search. The facets
were generated by extracting discourse elements and using annota-
tions. Additionally, annotations can help in navigating the paper,
displaying the highlighted sentences and their classes to readers.
Highlighting sentences within a text has proven to increase infor-
mation comprehension and retention [20, 34].

NLP training data. Finally, annotations can serve as gold stan-
dard for NLP related tasks. A frequently recurring task in dataset
generation is human annotation of the data. After the data is anno-
tated (or labeled) it can be used to train and test machine learning
algorithms. Labeling of datasets is oftentimes done manually by
expert users (cf. [53]). This is an expensive and time-consuming
task and therefore other methods have been proposed, for example,
leveraging crowdsourcing for dataset labeling [11]. The resulting
data from our annotation system can be used to train NLP sys-
tems in multiple ways. Among other tasks, this includes the task of
recognizing various discourse elements within a scholarly article.

4 SYSTEM DESIGN
In this section we discuss requirements, present the system architec-
ture and its components and outline the technical implementation.
The annotation interface is integrated in the Open Research Knowl-
edge Graph (ORKG) and is available online.2

4.1 System Requirements
Based on the use cases described in Section 3, we determined the
system requirements from which the most essential ones are listed
below. Additionally, we used the findings of a previously conducted
user study where we asked seminar students (n = 14) to generate
structured descriptions from papers they read. For this task, they
had to use a tool that was designed to populate a scholarly knowl-
edge graph by creating entities and the relations between them. In
contrast to the annotation tool presented in this work, the tool did
not rely on text annotation but on manual structured data creation.
It was designed in such a way that it did not require any technical
skills to perform the task.

The interface must adhere to the following functional require-
ments:
FR1 Sentence annotation.The interface should provide amethod

that enables users to select sentences within scholarly ar-
ticles in PDF format. The selected sentences are annotated
with an appropriate discourse class.

FR2 Task separation. The task should focus on what to model
and not how to model it. According to the seminar user study,
71% of the students indicated that the data modeling aspect
is the most time-consuming aspect. By separating the task of
data selection and data modeling, we provide a task that is
more feasible for crowdsourcing during a paper submission
process.

2https://www.orkg.org/orkg/pdf-text-annotation
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Figure 2: Overview on the system design illustrating the intertwining of human and machine intelligence for the scholarly
article annotation.

FR3 Machine assistance. Users should be supported by ma-
chine assistance during the annotation process. The machine
assistance should provide guidance during the user’s deci-
sion process. This includes guidance for which sentences
to annotate and help deciding which class to annotate the
sentence with.

Furthermore, we defined the following non-functional require-
ments:

NFR1 Straightforward. The task should be easy to perform. This
means that the task is not cognitively demanding, has a
low complexity and takes little time to complete, which are
typical characteristics used in crowdsourcing tasks [28]. The
task easiness should not be confused with the usability of
the system. In the seminar user study, the tool was evaluated
with a System Usability Scale (SUS) [8] score of 67, which
is average. Still, the task of modeling scholarly data in a
structured way was a complicated endeavor.

NFR2 Time efficient. To convince paper authors to annotate their
papers during the submission process, the task should not be
time consuming. We consider less than 10 minutes as time
efficient.

NFR3 Well defined. The task definition has to be unambiguous.
This contributes positively to the quality and consistency
of the generated data [2]. If the resulting annotations are
according the task description, it means the task is well
understood and we consider the interface well defined.

4.2 Architecture and Components
The overall system architecture is shown in Figure 2. A key concept
is to intertwine human and machine intelligence. A core component
is the human user-driving sentence selection, which is facilitated
by the two machine intelligence components, Extractive Summa-
rizer and Sentence Tokenizer. Similarly, the second step Sentence
Annotation using the Discourse Elements Ontology is facilitated
by automatic class suggestions of the zero-shot classifier. We now
discuss the individual system components. For each component we
explain how its design ensures that the system requirements are
met.

Discourse Elements Ontology (DEO)

Recommended Classes

Background Contribution Methods Problem statement Results

Acknowledgements Caption Conclusion Data Dataset description

Discussion Epilogue Evaluation External resource description

Future work Introduction Legend Materials Model Motivation

Postscript Prologue Related work Scenario

Supplementary information description

Omitted Classes

Author contribution Bibliographic reference Biography Dedication

Reference

Figure 3: Discourse annotation classes. Green boxes indicate
the recommended classes, red the omitted classes and grey
the remaining classes. In total, our model uses 25 classes.

4.2.1 Discourse Knowledge Representation. Users can choose be-
tween a predefined set of discourse classes to annotate a selected
sentence (Figure 1, node 4). To support interoperability with other
systems, we build on the existing Discourse Elements Ontology
(DEO) [12] to model the data. This ontology is part of the Semantic
Publishing and Referencing (SPAR) ontologies which are designed
to describe the scholarly publishing domain [43]. Our discourse
knowledge representation model is illustrated in Figure 4. We omit-
ted five classes as they are irrelevant for this annotation task (either
because it is straightforward to extract this data automatically or
because the data is not useful for the data consumption use cases).
The omitted classes are: (1) Author contribution, (2) Bibliographic
reference, (3) Biography, (4) Dedication and (5) Reference. The re-
sulting set of discourse elements consists of 25 classes. These classes
are listed in Figure 3. This component is part of FR1. Additionally,
by limiting the number of classes it also contributes to NFR1 and
NFR2.

4.2.2 Automatic Sentence Highlighting. To guide users during sen-
tence selection, automatic sentence highlighting is applied. This
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Figure 4: Example of the resulting knowledge graph obtained from the annotation task. The red nodes on the left depict the
automatically fetched metadata (metadata types are omitted for simplicity). The white nodes are system concepts related to
our internal data model. The blue nodes on the right depict two annotated sentences.3

is displayed in Figure 1, where node 2 and 6 respectively refer to
activation and visualisation of highlights. The highlights aim to
ease the annotation task and are implemented for FR3 and NFR1.
The highlights are generated by applying automatic sentence sum-
marization to the full text of the article. The resulting summary
sentences are highlighted within the text. For sentence summariza-
tion, we adopted BERT embeddings [17] for extractive text summa-
rization inspired by the approach in [37]. Compared to abstractive
summarization, where vocabulary is used beyond the specified text,
extractive summarization uses the exact structures and sentences
from the original text [36]. Extractive summarization is thus more
suitable as it allows for tracing back and highlighting the original
sentence.

Since summarization tools specifically focus on extracting key
sentences from a text, we leverage this technique to highlight key
sentences within the original text. Automatic text summarization
techniques are not always accurate and therefore not commonly
used. This is not an issue in our use case, since the highlights appear
in context and can be ignored when not relevant, which contrasts
to a self-contained summary where the quality of the summary
plays a crucial role [49]. Furthermore, the user has the possibility
to hide all automatically generated highlights (Figure 1, node 2).

4.2.3 Automatic Class Suggestions. The class suggestions help users
to choose from the 25 discourse classes (Figure 1, node 5), thus ad-
dressing FR3 and NFR2. The class recommendations can save time
during the annotation and are generated using a zero-shot classifier
from Hugging Face [15]. A zero-shot text classifier is able to predict
classes for text without requiring training data [58]. This makes
such a classifier suitable for our task, since the selected sentences
can be classified according to the DEO ontology. The accuracy of
the recommendations depends on the text structure. When certain
key phrases are present in the text (e.g., “In the future...” for future
work or “In the presented use case...” for a scenario) the classifier is
able to make accurate suggestions. However, the accuracy drops

3Used ontologies: DEO (Discourse Elements Ontology) - http://purl.org/spar/deo, C4O
(Citation Counting and Context Characterization Ontology) - http://purl.org/spar/
c4o, PO (Pattern Ontology) - http://purl.org/spar/po, DoCO (Document Components
Ontology) - http://purl.org/spar/doco

when such key phrases are not present. A maximum of five sug-
gestions ranked above an empirically determined threshold are
displayed to the user.

4.2.4 Completion and Recommended Classes. The task completion
bar indicates how complete the annotations are (Figure 1, node 1).
It helps defining the task by providing guidance on the progress,
which relates to NFR3. The completion rate only provides an indica-
tion, users do not have to reach 100% in order to finish the task. Com-
pletion is based on recommended classes, namely: (1) Background
(2) Contribution (3) Methods (4) Problem statement (5) Results. The
classes are selected based on the literature and the importance of
these classes is argued as follows. Firstly, the classes are closely
related to the elements from the IMRAD (Introduction, Methods,
Results, Discussion and Conclusion) structured abstract style which
are considered important features of articles [35]. Furthermore, find-
ings from de Ribaupierre and Falquet show that researchers are
mainly looking for findings, hypothesis, methods and definitions
when reading scholarly literature [16]. These concepts are largely
covered by the five recommended classes we selected. The com-
pletion rate indicator determines whether at least two annotations
per recommended annotation class are created, which results in a
completion rate of 100%.

4.2.5 Miscellaneous Guidance Functions. The following compo-
nents further guide users during the annotation task. (1) Anno-
tation limit. A maximum of three annotations per class can be
created, thus maintaining the scope of the annotations (NFR3). It
forces users to distribute the annotations across multiple classes
which consequently contributes to higher data quality. The annota-
tion limit (indicated by a warning) is not strictly enforced; hence, it
is possible to deliberately cross the limit. (2)Maximum sentences
per annotation. An annotation can only contain a maximum of
two sentences. The selected text is tokenized by sentences. This
also contributes to NFR3. It prevents users from annotating full
paragraphs and forces them to select only key sentences within the
article. As with the annotation limit, a warning is displayed as the
limit is a suggestion and not enforced. (3) Tooltips and guidance.
Tooltips are displayed throughout the interface. This contributes
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20-29 (6) 30-39 (7) 40-49(3) >49 (2) Unknown (5)Age

Yes (14) No (9)PhD student

Master's degree (17) PhD degree (6)Highest degree

Computer Science (20) Other (3)Research field

0-4 (3) 5-9 (6) 10-19 (8) > 19 (6)Articles read monthly basis

0-4 (5) 5-9 (8) 10-19 (5) > 19 (5)Articles authored lifetime

Figure 5: Participants’ demographics (n = 23).

to NFR1. The tooltips explain system functionalities and the DEO
classes. For each class, a description explains the purpose of the
class. Furthermore, a guided help tour automatically appears when
using the interface. The tour explains the goal of the annotation
task and provides an overview of the main functionalities.

4.3 Technical Implementation
The interface has been implemented in JavaScript using React4,
the source code and its documentation are available online5. For
displaying PDF files, we used an extended version of PDF.js6, which
is a JavaScript library for parsing and rendering PDF files developed
by Mozilla. Since PDF.js is used as default PDF viewer within the
Firefox web browser it is able to correctly display PDF files within
a browser environment. Additionally, PDF.js has been used success-
fully in other PDF annotation tools (e.g., [46, 52]). The default PDF
search functionality is leveraged and extended to support multiple
search queries at once. The endpoints for the machine learning
components are implemented in Python. The data is stored in a
Neo4j7 graph database which is using the Neosemantics8 plugin
for improved ontology support.

For saving the annotations, users are requested to provide a
paper title or a Digital Object Identifier (DOI) to save the data. In
case a DOI is provided, additional metadata related to the article is
automatically fetched via Crossref [31]. Among others, this includes
the article’s title, authors and publication date. Users do not have
to provide this data manually, which makes the annotation task
more time efficient (NFR2). Figure 4 visualizes an example of the
data structure for a saved paper. Various external ontologies are
used to improve data interoperability.

5 EVALUATION
The interface is evaluated to determine whether the paper anno-
tation task is indeed a feasible task to be performed by academics.
Additionally, we want to obtain insights in the attitudes towards
machine-assisted paper annotation in general. We focus specifically
on evaluating the individual components discussed in Section 4.2.
The evaluation also provides insights into whether or not the func-
tional requirements are met and thus if the functionalities were

4https://reactjs.org
5https://gitlab.com/TIBHannover/orkg/orkg-frontend/-/tree/
e0a6a7a8d022119d9fb5cc7b749052f0f1c194d0/src/components/PdfTextAnnotation
6https://mozilla.github.io/pdf.js
7https://neo4j.com
8https://neo4j.com/labs/neosemantics

indeed designed as envisioned, as well as non-functional require-
ments and thus if the quality aspects are met. We evaluated the
interface by means of a user study. Firstly, we evaluated the partici-
pants’ opinions about the usability and their attitudes towards our
approach in general. Secondly, we analysed the data produced by
the participants during the annotation task.

5.1 Evaluation Setup and Data Collection
An online task description was circulated among academic commu-
nities. This task description provided a brief explanation of how to
participate in the evaluation. Participants were asked to annotate
a paper with the paper annotation interface described here. This
could either be an article they authored themselves or an article
they (recently) read. Afterwards, participants were asked to com-
plete an online questionnaire. The task description did not provide
any instructions regarding the functionalities of the interface nor
did we instruct the participants regarding the annotation task. This
ensures that the interface can be used without external assistance
and matches the real-world setting in which authors are asked
to annotate their articles during submission without further help.
We communicated that the evaluation takes approximately 20 to
30 minutes in total. A total of 23 researchers participated in the
user study. Figure 5 displays the demographics of the participants,
including data for the number of articles each participant reads
and publishes, as a proxy for the level of expertise. Participants
with more experience on reading and writing articles are presum-
ably able to annotate more quickly and with a higher quality. As
the demographics data shows, participants with varying levels of
expertise participated in the study.

To determine the usability of the interface, we incorporated the
System Usability Scale (SUS) [8] in the questionnaire. Furthermore,
to determine the workload of the task we included questions from
the NASA Task Load Index (TLX) [25]. This provides insights into
the perceived workload by participants for the annotation task. To
reduce the length of the questionnaire, we conducted the Raw TLX,
which eliminates weighting the questions. Finally, we included
additional questions to determine the participants’ attitude towards
the interface and the overall task. This included a question asking
for general feedback about the interface.

5.2 Evaluation Results
The System Usability Scale evaluation resulted in a score of 76.09
(out of 100) which is considered “good”. The individual questions
and answers are displayed in Figure 6. Because of the format, text
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Figure 6: Individual System Usability Scale questions and answers, resulting in a mean score of 76.09 (SD = 14.38).

selection and extraction in PDF files remains a challenging task
(see also [52]). Various participants explained that the text selection
should be improved. The question “I think that I would like to use
this system frequently” is rated lowest. An explanation could be
that the participants are not (yet) performing article annotation on
a regular basis in daily work. Therefore, the question is answered
based on their own situation rather than on the general usability
of the system. A similar conclusion was suggested by Weber et al.
[57].

The results of the TLX evaluation are shown in Figure 7. The
mean TLX score of 35.87 is considered low compared to the mean
of 45.29 found in the meta-analysis from Grier [24]. This indicates a
low perceived workload by the participants. On average, the three
highest scored questions are related to mental demand (52%), perfor-
mance (45%) and effort required (46%). This means that the annota-
tion task in general does require some mental effort. However, this
is expected due to the various task constraints (e.g., annotate only
the most important sentences or a maximum of three annotations
per class) and will possibly be partially mitigated by increasing
familiarization of users during regular use of the system. The frus-
tration level was relatively low (28%), this is in line with the positive
SUS score.

The participants’ attitudes towards the interface are visualized
in Figure 8. Participants are split on the question whether the task
is time consuming, most participants rate this as neutral. Most
participants spent between five and 10 minutes to annotate their
paper (52%). Of the remaining participants, 18% spent less than five
minutes and 30% more than 10 minutes. No clear time difference
could be observed between more experienced participants (i.e.,
participantswith a PhD degree) and other participants. Themajority
of participants would be willing to annotate their paper in the
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Figure 7: Raw NASA Task Load Index results (lower is bet-
ter). The mean TLX score is 35.87 (SD = 26.17). The middle
line represents the median and a cross the mean. Vertical
lines represent the minimum and maximum values and cir-
cles the individual points and outliers.

submission process, given that the paper has been accepted already.
The remaining questions in Figure 8 relate to the machine-assisted
aspects of the system. The vast majority of the participants has a
positive attitude towards leveraging machine-assisted technologies
during the annotation task as they would like to see more artificial
intelligence technologies being integrated. Participants are also
split on the quality of the automatic class suggestions (called smart
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Figure 8: Participants attitudes towards the annotation task, specifically focused on themachine assistance perspective. Higher
values in green represent more positive attitudes.

type suggestions in the interface). However, the majority agrees
that the functionality is useful, given that the suggested classes are
more relevant. The results of the automatic sentence highlighting
(called smart sentence detection in the interface) are not always
helpful according to the participants. But also here, most of the
participants agree that the functionality is useful in general. These
relatively positive results indicate that the participants appreciate
the integration of AI in a user interface, even though the individual
performance of the machine learning components leaves room for
improvement according to some participants. This is expected given
that we did not focus on a particular scholarly domain. Overall, this
confirms that our approach for sentence annotation interface is a
promising direction.

Furthermore, we determined whether the preselected recom-
mended classes are indeed of interest to researchers. In the ques-
tionnaire, participants were asked to select five discourse classes
they deem most important when reading scholarly literature. The
16 most selected classes are listed in Figure 9. As this figure indi-
cates, four of the recommended classes are indeed considered most
important. Ranked 10th, the background class is the only excep-
tion. Since the background class was included in the recommended
classes, it was more prominently positioned in the interface. There-
fore, it has a relatively high annotation frequency compared to the
perceived class importance. Although not considered important
by the participants, background information is valuable especially
when creating structured abstracts. Therefore, we suggest to keep
the background class in set of recommended classes. Furthermore,
this figure displays the number of annotations per the listed dis-
course classes. As expected, the recommended classes are used most
frequently, as they are prominently present in the interface. Inter-
estingly, the related work class is used relatively frequently as well.
This could be explained by the assumption that is it straightforward
to recognize related work within an article.

Table 1 reports statistics for the generated annotations during
the evaluation. An average completion rate of 73% has been reached.

Table 1: Statistics of the generated annotations per article
from the user evaluation.

Mean SD Max Min

General
Annotations per article 13.18 6.52 24 3
Completion ratio 72.72 24.72 100 10
Extra recommended classes 1.90 1.94 7 0
Non-recommended classes 3.91 4.42 14 0

Machine-assisted components
Selected class in suggestions ratio 56.55 29.40 94.44 33.33
Selected class as first suggestion ratio 17.24 14.65 50 0
Annotations over two sentence limit 0.95 1.56 4 0
Annotations over three class limit 0.82 1.97 9 0

The completion rate only provided guidance and it was not manda-
tory for the participants to reach 100%. The relatively high com-
pletion rate indicates that participants were indeed guided by the
completion bar, but did not feel obligated to reach the full com-
pletion. Per article, on average 3.9 non-recommended annotation
classes were used. Indicating that the interface was successful in
guiding users towards the recommended classes but also allowing
other classes. With respect to the machine-assisted components,
57% of the suggested classes were indeed selected by the user. In
17% of the cases, this was the first suggestion in the list (i.e., the
class with the highest certainty, as determined by the classifier).
This leaves room for improvement which is in line with the results
from the questionnaire (Figure 8). Finally, on average one annota-
tion per article contained more than two sentences. In this case,
a warning was shown to the user, which did however not hinder
saving the annotation. The same applies to the maximum number
of annotations, which was set to three. On average, an annotated
article had one annotation class with more than three annotations.
These relatively low numbers of crossing the limits indicate that
warning participants about violations, but not enforcing them, is
indeed effective.
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Figure 9: Top 16 discourse classes ranked by importance according to the participants (in dark green the recommended classes).
The orange line shows the annotation frequency per class.

6 DISCUSSION
In order to answer our first research question, “How to design an
intelligent user interface to populate a scholarly knowledge graph
using crowdsourcing”, we determined the system requirements
based on several use cases. Our user evaluation focused on deter-
mining whether the requirements are met. Based on the functional
requirements, we implemented a PDF sentence annotation com-
ponent. The annotation task was focused towards what to model
and not on how to model data. For example, users do not have to
decide what ontologies to use or how to structure the data. Related
to the second research question, “How to employ a machine-in-the-
loop approach to assist users in this process”, we integrated multi-
ple machine-assisted technologies. This includes machine learning
based components, such as the automatic sentence highlighting and
the automatic class suggestions. With respect to the non-functional
requirements, we conclude that the task was indeed straightfor-
ward as suggested by the NASA Task Load Index (TLX) results.
Furthermore, the evaluation shows that most participants spent
less than 10 minutes for the task. We consider that as time efficient,
although the results were divided for the question “It takes a lot
of time to annotate a paper”. Despite that, most authors are will-
ing to annotate their paper during the camera-ready submission.
This suggests that a crowdsourcing approach, in which authors are
included to generate structured paper data, is viable in practice. Fi-
nally, participants were able to perform the task without requiring
additional help. They reported high levels of confidence and low
frustration levels while using the system. This indicates that the
task was well defined.

Once the scholarly knowledge graph contains a sizeable number
of articles it can potentially revolutionize scholarly communication.
For example, by providing more effective search or as a tool to ana-
lyze scholarly knowledge more efficiently. Our annotation interface
serves as a step towards more structured scholarly communication.
Generally, the more structured the data in the graph is, the better
machines can read and process this data. Specifically, the annotated
sentences can be complemented with structured data to further
improve the data’s machine readability. This can be done in an
automated fashion by leveraging techniques such a Named Entity

Recognition (NER) [39] to automatically detect concepts in a sen-
tence. This results in additional structured data which in turn can
be further enhanced by linking these concepts to other knowledge
graphs, by means of Entity Linking [45]. These technologies can be
effectively employed by leveraging the annotated sentences, thus
applying them targeted on a specific sentence rather than on the
full text of an article. Future work will focus on applying these
technologies on the annotated sentences.

The evaluation results indicate that the usability of the system is
“good” and that the workload is acceptable. With respect to the ma-
chine assistance, specifically the automatic sentence highlighting
and automatic class suggestions, participants suggested that the
quality of the recommendation could be improved. Improving these
specific machine learning algorithms is out-of-scope here. More
interestingly, participants indicated that they appreciate the overall
integration of Artificially Intelligence (AI) within the user inter-
face. Despite the quality of recommendations not being optimal,
they would prefer more AI-powered support during the annota-
tion. We conclude that the quality of the assistance does not have
considerable negative impact on the user experience nor does it
significantly influence the participants’ attitude towards such tech-
nologies. This contributes to the concept of machine assistance,
whereby a machine could help a user but is not critical to complete
the task. Participants were able to ignore class suggestions and to
disable sentence highlights if they considered them to be irrele-
vant. Therefore, we argue that the possibility to dismiss machine
assistance is crucial for a system’s usability.

The presented interface and the findings from this work are not
exclusively applicable to the scholarly domain but can be trans-
ferred to other domains as well. As mentioned in Section 2, the
PDF format is widely used in various fields and applications (legal
documents, patents etc.) where they dominate as a digital means
to share knowledge. With minor adjustments, the presented inter-
face can be adopted to annotate such documents and ultimately
generate structured data from them. In principle, merely the ontol-
ogy for annotation classes has to be changed to support other use
cases. Furthermore, our findings related to users’ attitudes towards
machine-assisted user interfaces are relevant to interface design in
general.
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6.1 Limitations and Future Work
Arguably, our evaluation could be larger and include more partici-
pants, which would improve the validity of the results. We target
participants with an academic research background, which are
notoriously hard to recruit. Moreover, the task is not suitable for
online crowdsourcing platforms such as Amazon Mechanical Turk.
Additionally, a more thorough evaluation of the effectiveness of
the intelligent system components is required. We acknowledge
that the evaluation is limited in scope and are considering to con-
duct a broader evaluation with a more diverse audience for future
research. Despite these limitations, the evaluation still provides
helpful insights and clear indications on the participants’ attitudes
towards the overall approach. Moreover, Tullis and Stetson [55]
have shown that the System Usability Scale (SUS) provides reliable
results even with relatively small sample sizes (e.g., n = 12).

Most of the participants have a Computer Science related back-
ground (Figure 5). This could introduce a bias affecting the usability
score and overall attitude towards intelligent technologies. Indeed,
computer scientists are generally more experienced in adopting
novel computer user interfaces. However, the interface was de-
signed to also allow non-technical users to annotate papers. For
example, technical jargon is avoided to make the interface un-
derstandable for users with different backgrounds. Furthermore,
text annotation has been successfully employed in other domains
(e.g., [6, 22]), indicating that the task itself is generalizable across
domains. The effectiveness of these measures and the generaliz-
ability of the method outside Computer Science will be further
investigated in future work. Furthermore, the difference between
annotations made by authors and by readers is a compelling future
research direction.

7 CONCLUSION
We presented a web-based user interface to crowdsource scholarly
discourse annotations. The interface integrates several machine-
assisted components to guide users during the annotation process.
This work is part of a larger research agenda and a correspond-
ing open science infrastructure development. We deem that the
integration of human and machine intelligence for creating a com-
prehensive knowledge graph representing research findings is a
key prerequisite for solving scholarly communication deficiencies
such as the proliferation of publications, the reproducibility crisis or
the deterioration of peer-review. In particular, we envision that the
interface is integrated in paper submission processes where paper
authors are requested to annotate their own papers. A scholarly
knowledge graph is created using the annotated sentences com-
bined with the paper’s metadata. Our user study results indicate
that the annotation interface has a good usability and that the an-
notation task does not require significant cognitive workload. This
suggests that sentence annotation is a feasible task to be performed
by researchers. In future work, we will focus on implementing the
use cases. Furthermore, future work includes the semi-automated
extraction of entities from annotated sentences.
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