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Shock-induced collapse of surface nanobubbles†

Duncan Dockar,a∗ Livio Gibelli,a and Matthew K. Borga

The collapse of cavitation bubbles often releases high-speed liquid jets capable of surface dam-
age, with applications in drug delivery, cancer treatment, and surface cleaning. Spherical cap-
shaped surface nanobubbles have previously been found to exist on immersed substrates. De-
spite being known nucleation sites for cavitation, their collapsing dynamics are currently unex-
plored. Here, we use molecular dynamics simulations to model the shock-induced collapse of
different surface nanobubble sizes and contact angles. Comparisons are made with additional
collapsing spherical nanobubble simulations near a substrate, to investigate the differences in
their jet formation and resulting substrate pitting damage. Our main finding is that the pitting dam-
age in the surface nanobubble simulations is greatly reduced, when compared to the spherical
nanobubbles, which is primarily caused by the weaker jets formed during their collapse. Fur-
thermore, the pit depths for surface nanobubble collapse do not depend on bubble size, unlike in
the spherical nanobubble cases, but instead depend only on their contact angle. We also find a
linear scaling relationship for all bubble cases between the final substrate damage and the peak
pressure impulse at the impact centre, which can now be exploited to assess the relative damage
in other computational studies of collapsing bubbles. We anticipate the more controlled surface-
damage features produced by surface nanobubble cavitation jets will open up new applications in
advanced manufacturing, medicine, and precision cleaning.

1 Introduction
Cavitation is the phenomenon where bubbles can rapidly expand
and collapse within a liquid in response to local pressure varia-
tions. The high-speed liquid jets that develop during cavitation
bubble collapse are often considered responsible for the pitting
and wear of turbomachinery.1 However, the concentrated im-
pacts of these jets can be utilised for beneficial applications at
the nano and microscale, such as in ultrasonic cleaning,2 waste-
water treatment,3 cancer diagnosis and therapy,4,5 and enhanced
drug and gene delivery via sonoporation.6

The collapsing dynamics of spherical micro/macro-scale bub-
bles have been investigated extensively through a variety of ex-
perimental and simulation techniques, which generally follow a
similar process: the bubble deforms from sphericity while an in-
ternal liquid jet develops, usually towards a solid substrate, away
from a free surface, and/or in the same direction as an incident
shock-wave. In most cases, the jet pierces the bubble’s far-side
or “distal” surface, while the bubble reconnects to form a toroidal

a School of Engineering, Institute of Multiscale Thermofluids, The University of Ed-
inburgh, Edinburgh EH9 3FB, UK
∗E-mail: d.dockar@ed.ac.uk
† Electronic supplementary information (ESI) available: Three supplementary
movies and a PDF document of measurement techniques and discussions on associ-
ated errors. See DOI: 00.0000/00000000

shape.7–14 As the jet continues through the external liquid after
re-entry, it can result in permanent damage upon impact with a
nearby solid surface.9–11 The exact mechanism for the resulting
damage is still not fully understood, however, different suggested
explanations in the literature have included fatigue failure for re-
peated bubble collapses,15 or impulsive pressures during jet im-
pact and from complex shock-wave interactions.1,9,16–18

Spherical nanobubbles (see Figure 1(a)), however, typically do
not exhibit jetting behaviour during spontaneous collapse under
ambient pressure, which is due to the dominant effects of viscos-
ity at reduced length-scales, even for low internal vapour densi-
ties.19–22 Instead, shock-waves are often employed to induce this
violent collapse in simulations,22,24–30 which could arise from
the collapse of nearby larger bubbles.17 It has also been sug-
gested that poration of the blood-brain barrier by shock-induced
nanobubble collapse is one cause of mild traumatic brain injury,
which adds further motive to understanding their damage capac-
ity.24,31

Bubble collapse near a wall is often characterised in terms of
the stand-off parameter χ = zc/R, where zc is the perpendicu-
lar distance from the wall to the centre of the bubble and R is
the maximum radius of curvature before collapse.8,11 Generally,
micro/macro-scale bubbles with a lower stand-off height during
spontaneous collapse, result in greater pit damage.11 However,
the effect of stand-off is not obvious during shock-induced col-
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Fig. 1 Schematics of the molecular dynamics (MD) simulation set-up for the 40 nm diameter: (a) spherical, and (b) high contact angle (HCA) surface
nanobubble cases. The mW water molecules are shown in light-grey, mN nitrogen molecules in green, piston atoms in dark-blue, and hydrophobic (aSio)
and hydrophilic (aSii) atom types in yellow and dark-grey, respectively. 23 The renderings show a thin slice through the centre of the 3D MD simulations.
The red highlighted region shows the propagation of the shock-wave with velocity us, driven by the piston at velocity up. (c) Variation in measured
shock-wave velocity us, with piston velocity up, in the mW model. The dashed line shows the linear fit, as given in Equation (3).

lapse due to the complex interference of shock-waves and reflec-
tions, with peak substrate pressures and damage having been ob-
served for χ ≈ 1.3–2 in simulations.16,27,28

Surface nanobubbles (see Figure 1(b)) are nanoscale gaseous
domains that rest on solid surfaces, which can exist in stable dif-
fusive equilibrium with lifetimes of up to several days and even
weeks.32–40 It has been previously suggested that these surface
nanobubbles act as nucleation sites for cavitation, which has long
been known to preferentially occur on solid surfaces and impu-
rities.39,41–43 Due to their spherical cap shape and pinned three-
phase contact line, they have been shown to resist pressures many
mega-Pascals lower than the classical Blake threshold for unsta-
ble growth,42 and have also been found to oscillate with higher
natural frequencies than spherical bubbles.44

The existence of surface nanobubbles has been the subject of
recent debate, with the generally accepted mechanism for their
diffusive stability reliant on contact line pinning (by chemically
patterned or rough hydrophobic surfaces) and a supersaturated
liquid,36,45–47 although other studies have provided evidence
for surface nanobubble stability without such contact line pin-
ning.48–50 While not a lot is known surrounding the novel sta-
bility mechanism of these unpinned nanobubbles, this discovery
could possibly permit the existence of long-lived bulk nanobub-
bles, which has also seen increased interest in recent years.51–53

Bulk and surface nanobubbles could be particularly attractive
for the proposed cavitation technologies mentioned above, since
their long proposed lifetimes may allow them to store chemi-
cals/agents in the gas phase that could enhance their efficacy in
both medical treatment and jet impact.3,6,54 Surface nanobubble
collapse has also speculated to be the cause of increased pitting
on hydrophobic regions of substrates subjected to ultrasonic irra-
diation.43

Despite their theoretical interest and practical importance, the
collapsing dynamics of surface nanobubbles have not yet been in-
vestigated. In this paper, we model the shock-induced collapse

of surface nanobubbles using three-dimensional (3D) Molecu-
lar Dynamics (MD) simulations, capturing both the fluid and
solid response, which would otherwise require complex multi-
physics computation.15,55,56 We also make comparisons to spher-
ical nanobubble simulations, highlighting the differences in jet
development, and resulting substrate damage.

2 Molecular Dynamics Simulations
We performed simulations using the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS)
MD software,57 employing the monatomic water (mW),58

monatomic nitrogen (mN),59 and amorphous silicon (aSi)60

models for the liquid, gas and solid phases, respectively. Water
and nitrogen were specifically chosen, given this is a common
fluid combination for nanobubble studies.39,40 Our MD set-up is
made up of approximately 17M water molecules per simulation,
with an additional 800–85k nitrogen molecules, depending
on the simulation case. The amorphous silicon substrate was
composed of 4.2M atoms, with a thickness of 13nm, and was
patterned with alternating concentric rings of aSii and aSio atom
types, with equilibrium (gas-side) contact angles of 88° and 37°,
respectively.§ The substrate patterning provided pinning sites for
the three-phase contact line,61 which also allowed us to easily
equilibrate a range of contact angles, for a particular size. In the
Introduction, we discussed the possibility of diffusively stable
surface nanobubbles without contact line pinning,48,49 although,
there has been no definitive description of this stability mech-
anism. Therefore, we base our current set-up on the currently
accepted contact line pinning (and supersaturation) criterion,
by use of concentric ring pinning sites.36,39,40,45,46 The aSio
substrate would appear to form a so-called “superhydrophobic”

§ Contact angle is conventionally measured from the liquid side in the literature, how-
ever, we will be using the gas-side contact angle for our discussions on surface
nanobubbles.
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material, which we found was necessary to equilibrate the low
contact angle surface nanobubble cases that we investigate here,
with contact angles of around 40°. In our simulations, we chose to
model an initially atomically smooth substrate to better evaluate
the pitting damage after bubble collapse, which prevented us
from pinning the contact line with structural roughness. For this
approach, we justify the use of our superhydrophobic aSio atoms
for stabilising the 40° low contact angle surface nanobubbles,
which have been commonly reported in experiments.39,40

The bulk mW and aSi interactions were modelled using the
Stillinger-Weber (SW) potential, given by:

USW = ∑
i

∑
j>i

Asεi j

[
Bs

(
σi j

ri j

)ps

−
(

σi j

ri j

)qs
]

× exp
(

σi j

ri j−asσi j

)
+∑

i
∑
j 6=i

∑
k> j

λsεi j
[
cosθ jik− cosθs

]2
× exp

(
γsσi j

ri j−asσi j

)
exp
(

γsσik

rik−asσik

)
, (1)

where USW is the total potential energy between the system of
atoms/molecules interacting by the SW potential.57,62 Atoms i
and j are separated by distance ri j, and likewise, i and k are sep-
arated by rik; atoms j and k form an angle θ jik subtended at atom
i. Specific material properties were achieved with the fitting pa-
rameters As, Bs, as, ps, qs, λs, θs, γs and are given for the mW
and aSi models in Table 1. Potential parameters ε and σ are the

Table 1 Fitting parameters used in Equation (1) to obtain in-
tramolecular models for monatomic water (mW) and amor-
phous silicon (aSi)

Fitting parameter mWa aSib

As 7.04955627 7.04955627
Bs 0.6022245584 0.6022245584
as 1.8 1.8
ps 4 4
qs 0 0
λs 23.15 31.5
θs 109.47° 109.47°
γs 1.2 1.2

a Ref. 58 b Ref. 60

characteristic potential depth and length-scale, respectively, be-
tween pairs of atoms as defined by their subscripts, and are given
in Table 2. Interaction potentials between the hydrophobic and
hydrophilic aSi atoms were identical.

All other atomic interactions were modelled using the Lennard-
Jones (LJ) potential:

ULJ = ∑
i

∑
j>i

4εi j

[(
σi j

ri j

)12
−
(

σi j

ri j

)6
]
, (2)

where ULJ is the total potential energy from all the LJ potential in-
teractions.57 The potential parameters for all other interactions,
along with atomic masses, are also given in Table 2.

Schematics of the 3D spherical and surface nanobubble MD

Table 2 Atom types and parameters for interatomic potential interactions
for the monatomic water (mW), monatomic nitrogen (mN), amorphous sili-
con (aSi) and piston (Ps) atoms

Atom/
Interatomic paira Atom Mass (g/mol) ε (kJ/mol) σ (nm)

mWb 18.015 25.895 0.23925
mW–mNc - 0.41250 0.30713
mW–aSio - 1.0534 0.22438
mW–aSii - 1.9726 0.22438

mNd 28.013 0.79155 0.37500
mN–aSio - 4.3008 0.27076
mN–aSii - 2.3704 0.27076

aSie 28.085 159.04 0.20951
Ps–mWc - 1.8995 0.24318
Ps–mNc - 2.3334 0.31105

a Parameters for atoms in bold are assumed for pairs of like
atoms. Any interaction pairs not given are equal to zero.
b Ref. 58 c Ref. 44 d Ref. 59 e Ref. 60

simulations are shown in Figures 1(a) and (b), respectively. For
each bubble type, four sizes were initialised, ranging from φ0 =

20–50nm, with the size φ0 defined as the spherical bubble’s di-
ameter, or the surface nanobubble’s lateral contact diameter. The
aSio/aSii substrate patterning had 10nm periodicity, and was or-
dered such that the hydrophobic atoms always formed a ring with
outer diameter φ0, to ensure pinning of the surface nanobubble’s
contact line. We also included the patterning in the spherical
nanobubble simulations for consistency, which was not expected
to have a strong effect on the collapse, although did prove useful
in visualising the substrate damage (see Section 3.3).

For each size, we modelled two types of surface nanobubbles:
a high contact angle (HCA) case initialised with θ0 = 80°, and a
low contact angle (LCA) case with θ0 = 40°. These bubbles are
equivalent to χ = −0.17 and χ = −0.77, respectively, when the
stand-off parameter is expressed as χ = zc/R =−cosθ0. Supersat-
uration in the respective initialised surface nanobubble states was
applied to provide conditions for diffusive stability for the defined
contact angles, as given in Ref. 36. Regardless, the micro-second
timescales of diffusive growth effects were not expected to signifi-
cantly influence the pico-second scales of these simulations.1,36,39

We initialised the spherical nanobubble simulations with χ = 1.5,
in the range of expected peak substrate pressures.16,27,28

All cases were equilibrated for up to 0.5ns, maintained at T =

300K with a Nosé–Hoover thermostat57,63,64 and a fixed pres-
sure P∞,0 = 0.1MPa by use of a piston (comprising of 6.22×105

atoms, and with a total mass of 2.01×10−19 kg), until they had
reached mechanical stability.42,44¶ Interatomic potential parame-
ters for the piston (Ps) atoms are also given in Table 2. Periodic
boundary conditions were applied in the x and y directions, with
fixed boundaries in the z direction to prevent unintended periodic
interactions with the piston and lower wall. The equilibrated fluid

¶ While this would not be enough time to reach diffusive stability, which was limited
by the extreme computational cost of these simulations, this was long enough for
the system to become mechanically stable, which we deemed sufficient, given the
relatively short time-scale of the main production run.
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domains had sizes of 81×81×82nm3 in the x, y, and z directions,
respectively, although were allowed to vary in the z direction to
allow vertical displacement of the piston.

Three additional “vapour bubble” simulations were also carried
out for the 40nm bubbles, where all the gas molecules were re-
moved immediately before shock-wave propagation to investigate
the differences in vapour bubble collapse. Finally, a “no-bubble”
case was simulated as a reference, with just the liquid and solid
regions, to evaluate the plane shock-wave’s effect on the sub-
strate. Table 3 summarises all the MD cases modelled here, along
with the final equilibrated bubble sizes.

Table 3 Different cases for the collapsing nanobubble MD simulations

Bubble case
Equilibrated
size φ0 (nm)

Equilibrated contact
angle θ0 (°)a

20nm Spherical 17.7 –
20nm HCA 23.2 84
20nm LCA 22.1 40

30nm Spherical 31.0 –
30nm HCA 34.3 87
30nm LCA 31.0 45

40nm Sphericalb 38.9 –
40nm HCAb 44.0 83
40nm LCAb 38.0 38

50nm Spherical 53.9 –
50nm HCA 53.9 77
50nm LCA 52.8 40
No-bubble – –

a Applies only to the surface nanobubble cases.
b Cases in which an additional simulation was performed with
nitrogen molecules removed before collapse, representing a
vapour bubble.

During the main production runs, a shock-wave was prop-
agated towards the bubbles by moving the piston downwards
with constant speed up = 2500m/s (equivalent to Mach number
Ma = 1.07 in water using the mW model) for 4ps, after which, the
piston was then set to reapply the 0.1MPa pressure for the remain-
der of the simulations, up to 35ps. These parameters were found
from preliminary simulations to induce jetting for the range of
bubble sizes investigated here, and were comparable to previous
MD simulations.22,24–26,28 The shock-wave travelled with speed
us = 7800m/s, and the pressure jump across the shock front was
measured to be approximately 19.45(±0.03)GPa (see Figure S1 in
the Electronic supplementary information (ESI)†). This pressure
is very close in magnitude to that estimated by ρ0usup = 19.5GPa,
where the equilibrium liquid density is ρ0 = 1000kg/m3.25,65,66

No thermostat was applied to the fluid molecules during the main
run, but was applied to the amorphous silicon to maintain the
temperature at 300K, with the bottom layer of solid atoms kept
rigid to prevent displacement of the wall from the impinging
shock-waves.

Figure 1(c) shows the relationship between piston velocity and
shock-wave velocity in the mW liquid, found from several smaller
no-bubble cases. We include another data point at up = 0m/s,
equivalent to the speed of sound in the liquid phase c0,l , which
was approximated from c0,l =

√
(∂P/∂ρ0)S = 2300m/s, and using

the equation of state from equilibrium simulations at various den-
sities, where subscript S denotes at constant entropy. The shock-
wave speed can be estimated by a linear fit:

us = c0,l +ζ up, (3)

as shown in Figure 1(c),|| where the fitted slope ζ = 2.1 is con-
sistent with experimental measurements and other MD water
models.26,66,67 Although, it is worth noting that the speed of
sound of the mW model is greater than the experimental value
of 1501.5m/s at ambient pressure and temperature.68

We obtained material properties of the amorphous silicon
model using tensile testing pre-simulations (thermostatted at
300K), namely, the equilibrium density ρs = 2200kg/m3, and elas-
tic modulus E = 58.2GPa, which we used to estimate the speed of
sound in the solid: c0,s =

√
E/ρs = 5160m/s.69 We also measured

the ultimate tensile strength and Poisson’s ratio to be 5.5GPa and
νP = 0.328, respectively.

3 Results and Discussion

3.1 Collapsing bubble and jet formation

All the bubble cases exhibited the typical jet formation upon col-
lapse,8–10,12,13 as shown in Figure 2 for the 40nm cases. In the
spherical cases, the jets first impacted the distal bubble surface,
and then the substrate soon after, as can be seen in Figures 2(a)–
(l). A toroidal rebounding bubble formed in the 40nm and 50nm
spherical cases after the substrate impact, which can also be seen
in Figure 2(l), although with a high internal density.

In the HCA surface nanobubble simulations (see 40nm case in
Figures 2(m)–(r)), the jets did not appear to fully develop before
they had already impacted the substrate, since the top surfaces
of the bubbles were already much closer to the substrate than for
the spherical cases. This jetting effect was even less pronounced
in the LCA cases, as shown in Figures 2(s)–(x), and with this in-
hibited jet formation, there was visibly less damage to the solid
substrate compared to the spherical cases. There was also less
outward flow from the impact centre, and no rebounding bubbles
observed. Most of the nitrogen molecules remained dissolved,
with a high gas concentration near the substrate, whereas in the
spherical cases, the nitrogen molecules flowed away from the sub-
strate, while forming the rebounding bubble. Animations of the
MD simulation bubble collapses can be found in the ESI for each
of the 40nm cases.† All cases demonstrated cylindrical symmetry
around the impact centre, and spatial results were binned accord-
ingly, with bin sizes of 1×1nm2 in the z and r dimensions.

We tracked the bubble and solid interfaces from the 50% iso-
density contours, allowing us to measure the deformation of the
bubble and substrate, which can also be seen by the solid black
lines in Figure 2. The volumes of the bubbles V as they col-
lapsed are shown in Figures 3(a), (b), and (c), for the spheri-
cal, HCA, and LCA cases, respectively, and are normalised by the
maximum bubble volume just before collapse V0. We define the

|| Least-squares fitting was performed here, and for all other linear fitting procedures
in this article.
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(a) t = 0.0 ps (b) t = 4.0 ps (c) t = 7.5 ps (d) t = 8.8 ps (e) t = 10.0 ps (f) t = 11.2 ps

(g) t = 12.5 ps (h) t = 13.8 ps (i) t = 15.0 ps (j) t = 20.0 ps (k) t = 25.0 ps (l) t = 35.0 ps

(m) t = 5.0 ps (n) t = 10.0 ps (o) t = 11.2 ps (p) t = 12.5 ps (q) t = 15.0 ps (r) t = 35.0 ps

(s) t = 5.0 ps (t) t = 10.0 ps (u) t = 11.2 ps (v) t = 12.5 ps (w) t = 15.0 ps (x) t = 35.0 ps

Fig. 2 Visualisations of the collapse of the gas-filled 40 nm diameter bubble cases: (a)–(l) spherical nanobubble; (m)–(r) HCA surface nanobubble;
(s)–(x) LCA surface nanobubble. The timestamp is given for each subfigure. The mW water molecules are shown in light-grey, mN nitrogen molecules
in green, and aSio and aSii atom types in yellow and dark-grey, respectively. 23 The renderings show a thin slice through the centre of the 3D MD
simulations, with the 50% iso-density contours of the liquid-gas and solid-liquid interfaces shown overlaid as solid black lines, where present. The water
molecules on the right-hand side of each image are not shown to improve the view of the bubble.
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Fig. 3 Variation of normalised bubble volume V/V0, with normalised time tc/τc for the: (a) spherical nanobubble, (b) HCA, and (c) LCA surface
nanobubble cases; the inset in (a) shows the formation of the rebounding toroidal bubbles in the 40 nm and 50 nm diameter spherical cases, by the
end of the simulations. The normalised time taken for the shock-wave to move the length of the bubble τs/τc (see Equation (6)) is also shown for each
bubble type. Variation of jet velocity u j with normalised time tc/τc for the: (d) spherical nanobubble, (e) HCA, and (f) LCA surface nanobubble cases.

collapse time tc from when the shock-wave first reached the bub-
ble, which was then normalised by the Rayleigh collapse time
(see Equation (5) below), using the equilibrium density of water,
ρ0 = 1000kg/m3, measured shock-wave pressure P∞ = 19.45GPa
(from the no-bubble case), and negligible vapour pressure Pv at
300K.8,68,70

Bubble cavitation dynamics are usually modelled by the

Rayleigh–Plesset equation:1,70,71

RR̈+
3
2

Ṙ2 +
4µ

ρ0R
Ṙ =

1
ρ0

[
Pg,0

(
R0

R

)3k
− (P∞−Pv)−

2γ

R

]
, (4)

where µ is the liquid dynamic viscosity, R is the radius of the
bubble as a function of time, with initial radius R0, Pg,0 is the
initial gas pressure, γ is the liquid–gas surface tension, and k is
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the exponent of the polytropic gas law (i.e. PgV k = const.). Dot
notation is used to indicate time-derivatives, e.g. Ṙ = dR/dt, and
R̈= d2R/dt2. Equation (4) has been shown to correctly predict the
spontaneous collapse of spherical vapour nanobubbles,19,20 how-
ever, as mentioned previously, no jetting nor permanent damage
were observed due to the dominant viscous forces.22

By assuming negligible contributions from viscosity, surface
tension, and internal gas pressure, and by setting Ṙ(0) = 0, Equa-
tion (4) can be solved analytically to obtain the Rayleigh collapse
time:70

τc = 0.4573φ0

√
ρ0

(P∞−Pv)
. (5)

While Equation (5) is not strictly applicable for shock-wave
induced collapse, we employ it here to demonstrate that the
nanobubbles collapsed at similar rates, depending on their type,
and we can compare these nanobubble collapsing dynamics to
that of larger macroscale bubbles.

The collapse times for all the spherical bubbles exceeded the
Rayleigh collapse time, although this is common for shock-
induced collapse, and is due to the non-symmetric pressure distri-
bution surrounding the bubble caused by the shock-wave, as well
as the non-spherical collapse exhibited during jetting.16,25,29,56,72

To verify this statement, we used Equation (4) to model the col-
lapse of the 40nm spherical nanobubble, as shown by the dashed
black line in Figure 3(a), where Pg,0 = P∞,0 + 2γ/R0 (as defined
in our MD simulation set-up), and using fluid properties of the
mW liquid model, µ = 3.550×10−4 Pas and γ = 65.384mJ/m2.44

However, we find the viscosity and surface tension have negligi-
ble effects compared to the high shock-wave pressure, and the
Rayleigh–Plesset solution predicts an almost exact collapse time
as Equation (5), which confirms the shock-wave is responsible for
the differences in the nanobubble collapse rates. Even the 40nm
vapour nanobubbles collapses were comparable to the respective
gas-filled cases, which further confirms that it was not the high in-
ternal gas pressure that slowed down their collapse. Equation (4)
also predicts an immediate rebound after collapse, due to the in-
ternal gas pressure, while our spherical nanobubble simulations
undergo a complete collapse followed by a delayed rebound, as
shown inset in Figure 3(a), which we speculate to be caused by
the lasting fluid vorticity, as will be discussed later. We can see
that Equation (5) overpredicts the collapse times for the HCA and
LCA surface nanobubbles as well, in Figures 3(b) and (c), respec-
tively.

The discussion above clearly shows that Equations (4) and (5)
are unsuitable for predicting the shock-induced collapse in these
nanobubble simulations. Even models such as the Keller-Miksis
equation,73 which account for liquid compressibility in cavita-
tion bubble dynamics, would be unable to model for this type of
shock-induced collapse, as they assume a spherically symmetric
pressure distribution. While several corrections to Equation (5)
have been previously applied for more complex drivers of col-
lapse, such as the enhanced pressure upon shock-wave reflection
with a nearby wall,56 these modifications typically assume that
the collapsing rate of the bubble is much longer than the prop-
agation of the shock-wave. Therefore in those cases, the bubble
would fully collapse some time after the shock-wave has passed

the bubble. However, the bubbles cannot collapse faster than the
rate at which the driving pressure increases, which is limited by
the time taken for the shock-wave to pass the length of the bub-
ble τs = h/us, where h is the bubble height, measured from the
travelling direction of the shock-wave.

By taking the ratio of the shock-wave propagation time τs to
the Rayleigh collapse time τc, we obtain another estimate for the
reduced collapse time:

τs

τc
=

h
0.4573φ0us

√
(P∞−Pv)

ρ0
, (6)

where h = φ0 for the spherical nanobubbles, or
h = φ0(1− cosθ)/2sinθ for the surface nanobubbles, as shown in
Figures 1(a) and (b), respectively. Here, Equation (6) is actually
independent of bubble size (since h ∝ φ0), and depends only
on the contact angle for the surface nanobubbles. Equation (6)
predicts reduced collapse times of 1.24, 0.519, and 0.225, for
the spherical, HCA, and LCA, nanobubble cases, respectively,
which is in better agreement with our simulations, as shown in
Figure 3(a)–(c). The actual collapse times took slightly longer
than these estimates, due to liquid inertial effects during the jet
development and partial deceleration of the shock-wave as it first
impacted the bubble.

Further examination of Equation (6) also reveals the limit of
piston velocity at which we expect Equation (5) to hold, which is
satisfied when the shock-wave propagation time is much smaller
than the predicted Rayleigh collapse time, i.e. τs� τc. By assum-
ing that the internal vapour pressure Pv is negligible, the shock
speed as given by Equation (3), and the pressure of the shock
wave estimated by P∞ = ρ0upus, we can rearrange Equation (6) to

obtain Ma <
[
1/0.45732−ζ

]−1, where the Mach number is given
by Ma = up/c0,l . The right-hand side of this expression is equal to
0.37, for ζ = 2.1 (in water), equivalent to a shock-wave pressure
of P∞ ∼ 1GPa. It would appear, then, that Equation (5) is un-
suitable for predicting shock-induced nanobubble collapse, par-
ticularly when Ma∼ 1 piston velocities and ∼ 10GPa shock-wave
pressures are generally used.25,28–30 Instead, we propose estimat-
ing the collapse via the shock-wave propagation time: τs = h/us.

We monitored the liquid jet by tracking the 50% iso-momentum
density (ρu j) contour within the fluid, where u j is the jet veloc-
ity, as measured by the z velocity component towards the wall
(see the ESI for more information†). The jet velocities also de-
veloped at similar rates, depending on the bubble type, as shown
in Figure 3(d)–(f). All the jet velocities started around 2500m/s
(similar to the piston speed), and increased until they reached a
peak, which corresponded to the first jet impact. This was either
at the distal bubble surface for the spherical cases (Figure 3(d)),
or at the solid substrate for the HCA and LCA surface nanobub-
bles (Figures 3(e), (f)). For the gas-filled spherical bubbles, the
peak jet velocities roughly increased with size, although this rela-
tionship was less strong for the HCA and LCA surface nanobubble
cases, which had similar jet velocities at impact. The jets from the
vapour bubbles developed higher velocities than their respective
equally-sized gas-filled bubbles, due to the lower internal density
that minimised the liquid deceleration.
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The jets began decelerating after the first impact in all cases.
In the spherical cases, the jet continued through the lower liq-
uid layer before its second impact on the solid substrate around
tc/τc = 1.8, and then finally dissipating,11 as shown for the 40nm
case in Figures 4(a)–(f). After impact with the solid, the jet di-
verged and flowed radially outwards, following the local defor-
mation it induced in the substrate, and then finally travelling up-
wards, away from the solid.

In contrast, the surface nanobubble jet velocities did not de-
velop fully before they had already impacted the solid substrate,
as shown by the lower peak velocities in Figures 3(e) and 4(g)–
(l) for the 40nm HCA case. Furthermore, the radial velocity after
impact was also reduced, with the flatter solid deformation not
facilitating the same outward fluid flow as in the spherical cases.

Figures 4(a)–(c) show how the spherical bubble jets narrowed
after passing through the initialised bubble centre, and also devel-
oped a curved leading profile before substrate impact. However,
in the spherical cap-shaped surface nanobubbles, the jet was not
able to finalise its development by passing through the geomet-
ric spherical centre. Instead, we find that the substrate’s early
obstruction to the underdeveloped jet meant that the leading jet
profiles were flatter and wider at impact, which had implications
for the reflected shock-wave interactions, as is discussed later.
Generally, the surface nanobubble jets developed and reflected
more like a plane shock-wave, as can be seen in Figures 4(j)–(l),
rather than the concentrated impact of the spherical nanobubble
jets.

To further investigate the effect of the bubble’s collapse on the
resulting outward jet flow and rebounding bubble formation, we
measure the vorticity, as given by:

~η = ~∇×~u, (7)

where the dominant, azimuthal component reduces to
ηϕ = ∂ur/∂ z−∂uz/∂ r. The vorticity evolution for the 40nm
spherical and HCA cases are shown in Figures 5(a)–(c) and
(d)–(f), respectively. Vorticity developed towards the outer edges
of the bubbles, as the liquid circulated during jet formation,
and continued until the jet’s impact against the substrate. In
the spherical cases, this vorticity reached its maximum during
the jet’s initial development and narrowing (see Figure 5(a)),
and persisted well after the jet impact, while also generating
a counter-rotating vortex as the fluid flowed outwards across
the substrate, as seen in Figures 5(b)–(c), which could have
contributed to the solid pitting damage. The enduring vorticity
within the fluid would also have promoted the toroidal rebound-
ing bubble formation, as seen inset in Figure 3(a). In the HCA
surface nanobubble case, however, the vorticity did not reach
the same magnitude as in the spherical case, and also dissipated
much quicker after jet impact, which we identify as the reason
for the reduced outward flow and no rebounding bubble. The
vorticity developed in the 40nm LCA case was negligible, and is
not shown here. Animations of the jet velocity and fluid vorticity
across the bubble during collapse can be found in the ESI for
each of the 40nm cases.†

3.2 Jet impact pressure

After each jet impact, high local fluid pressures were measured
using the virial theorem (see the ESI for more information†) near
the surface impact sites, which are caused by shock-wave reflec-
tions and interference,65,66,74 as shown in Figures 6(a)–(l) and
(m)–(x) for the 40nm spherical and HCA cases, respectively. This
increase in local pressure close to the substrate is often attributed
as the main damage mechanism during cavitation, although the
impulsive effects of these pressures should also be considered, as
will be discussed later.1,8,9,11,14,18,22,24 Animations of the pres-
sure distributions across the bubble and substrate surfaces for
each jet impact can be found in the ESI for each of the 40nm
cases.†

Figures 6(g)–(l) and (s)–(x) show the top-view of the pressure,
taken from the cylindrically binned data at z = 1nm (located just
above the solid substrate), which we compare to the initial bubble
diameter φ0 from the white dashed circles, and final pit perime-
ter φd using solid black lines (the definition of φd is described in
Section 3.3). Figures 6(b) and (h) show how the pressure first
reached a concentrated maximum at the impact centre across
the substrate, due to the spherical nanobubble’s curved jet pro-
file, which then advanced outwards (Figures 6(i)–(l)), while the
jet diverged out across the substrate. Localised pressure peaks
were also observed near the initial distal bubble surface height
from the first jet impact, reaching almost 100GPa, due to shock-
wave interactions from reflections off the bubble surfaces, and
augmented by the curvature of the impinging jet.66 We see a very
non-uniform pressure distribution following the jet impact in Fig-
ure 6(f), from the outward flow and subsequent toroidal rebound-
ing bubble formation, and with low pressures observed around
the outer edges of the developing pit, due to the nearby vorticity.
We also noted previously how the forming pit shape redirected
the jet velocity upwards in the spherical cases, with the increased
rate of change in momentum also potentially contributing to the
increased impact pressure.

In the surface nanobubble collapses, the flatter and wider jet
profiles limited the localised effects of the reflected shock-wave
interactions, and the pressure increase was more uniform across
the jet diameter, as can be seen in Figures 6(p) and (v). Following
the rapid jet dissipation, the impact pressures decayed quickly
in the surface nanobubble cases, which is in contrast again to
the spherical cases, where the jets diverged outwards across the
substrate and maintained the impact pressure for longer. The
fluid pressures during the latter stages of the surface nanobubble
in Figure 6(r), more closely resembled a plane reflected shock-
wave, like we saw in Figure 4(l).

Measured peak pressures after each jet impact Pj are presented
for all bubble cases as a function of the incident jet velocity u j in
Figure 7. The incident shock-wave pressure (19.45GPa) was sub-
tracted from all results to show the pressure increase after impact.
Furthermore, the pressure was averaged across the jet diameter
to smoothen out the high pressure peaks at the impact centre,
which can be up to three times the mean impact pressure.66 Also
shown in Figure 7 is the no-bubble case, with velocity equal to the
piston velocity up, and pressure averaged across the whole plane
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Fig. 4 Variation of fluid velocity and jet development in the 40 nm diameter: (a)–(f) spherical, and (g)–(l) HCA surface nanobubble simulations, in
cylindrical coordinates, with the z axis defined through the centreline of impact, and r is the radial component from the centreline. Each plot is split in
half at the centreline of the bubble impact: the left side shows the z component velocity, while the right side shows the r component velocity. The black
lines show the bubble and substrate surfaces where present, and the dark-grey line shows the jet profile. The timestamps above (a)–(f) also apply to
(g)–(l), respectively.
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Fig. 5 Variation of fluid vorticity during jet development in the 40 nm
diameter: (a)–(c) spherical, and (d)–(f) HCA surface nanobubble simu-
lations, in cylindrical coordinates. Where present, the black lines show
the bubble and substrate surfaces, and the dark-grey line shows the jet
profile. The timestamps above (a)–(c) also apply to (d)–(f), respectively.

area. Despite the deceleration after the jet pierced through the
distal surfaces of the spherical nanobubbles, the measured pres-
sures were still relatively large for the substrate impacts, when
compared with the surface nanobubble cases, which could have
been enhanced by the increased shock-wave interactions from the
preceding distal surface impact. For the spontaneous (non-shock
induced) collapse of larger bubbles, which can be assumed mostly
incompressible and with lower jet velocities,8 the jet’s second im-
pact on the substrate has been shown to be weaker due to the
deceleration through the lower liquid phase.11

We estimate the pressure from the impacting jets using the
equation for water-hammer:11,17,74

Pwh = ρ0u jc0,l
ρsc0,s

ρsc0,s +ρ0c0,l
, (8)

which is strictly valid for low Mach number jet impact on a non-
rigid substrate. Other shock-wave interactions from curved jet
interfaces and higher Mach numbers also contribute to the im-
pact pressure, as already observed in Figure 6.66,74 Accounting
for these additional effects is not trivial without full numerical
simulation, however, we include comparisons to Equation (8) in
Figure 7, to demonstrate that there is some expected relationship
between jet velocity and impact pressure. Using equilibrium val-
ues for the amorphous silicon wall from Section 2, Equation (8)
reduces to Pwh ≈ 0.83ρ0u jc0,l , as shown by the straight line in
Figure 8, and likewise, for the distal bubble surface impact, the
liquid parameters (ρ0, c0,l) can be substituted instead of the re-
spective solid parameters (ρs, c0,s), and Equation (8) reduces to
Pwh ≈ 0.5ρ0u jc0,l ,16,17 as shown inset in Figure 7.

Equation (8) estimates the order of magnitude of the impact
pressures, however, all the bubble cases were generally higher
than the predicted water-hammer, due to these previously men-
tioned shock-wave effects. Generally, we would expect that the
jet impact pressures increase from the LCA surface nanobubbles,
HCA surface nanobubbles, and then the spherical nanobubbles,
which follows from the inhibited jet development in the surface
nanobubble cases. However, this trend is not so clear from the
scattered data in Figure 7, due to the highly transient pressures
arising from shock-wave reflections, as well as the statistical noise
typically observed in MD simulations, which makes it difficult to
use these measured peak pressures for quantifying damage. We
will discuss the impulsive effects of these pressures later, which
better reveal how the time-effects of the jet impact contribute to
the substrate damage.

3.3 Pitting damage and impulse

Pitting damage was observed in all of the simulations, except for
the no-bubble case, confirming that the bubble collapse was re-
sponsible for the pitting, and not just the result of an imping-
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Fig. 6 (a)–(f) Side view variation in pressure in cylindrical coordinates for the 40 nm diameter spherical bubble collapse simulation; (g)–(l) top view
variation in pressure, taken from the cylindrically binned data at z = 1nm above the substrate. (m)–(r) Side view variation in pressure in cylindrical
coordinates during 40 nm diameter HCA surface nanobubble collapse simulation; (s)–(x) top view variation in pressure, taken from the cylindrically
binned data at z = 1nm above the substrate. Where possible, the black lines show the bubble and substrate surfaces, and the dark-grey line shows
the jet profile, in (a)–(f) and (m)–(r). The dashed white and solid black circles show the initial bubble and final pit diameters, respectively, in (g)–(l) and
(s)–(x). The timestamps above (a)–(f) also apply to (g)–(l), (m)–(r) and (s)–(x), respectively.

ing shock-wave. For the spherical cases, the pits appeared to
widen gradually during development, as the narrow curved jet
profile first impacted the substrate and then diverged outwards,
as shown in Figure 8(a) for the 40nm case. We were able to fit a
spherical cap shape to all the final pit profiles in these cases,28,29

as can be seen by the dark-grey dashed line in Figure 8(a). There
was a clear peak or “lip” formed around the perimeter, which as
we mentioned earlier, helped direct the jet flow after impact. The
surrounding substrate also deformed uniformly due to the shock-
wave, although this was mostly recovered elastically by the end
of the simulation.

Figure 8(b) shows the pit development for the 40nm HCA sur-
face nanobubble case, which ended with a flatter base and less
sharp lip. The pit’s width appeared roughly constant through-
out its development, resulting from the preceding jet’s flatter pro-
file and more uniform impact pressure. Furthermore, the lack
of outward jet flow and vorticity-driven shear stresses across the
substrate produced lower curvature in the pit’s interface, when
compared to the spherical cases, and we were not able to fit a
spherical cap shape to these pits.

The differences in pit shapes between the spherical and surface

nanobubble cases arose from the jet’s properties before impact.
While the increased jet speed in the spherical cases had an ex-
pected increased effect on the impact pressure (see Figure 7), we
also saw how the jet first impacted the substrate at a concen-
trated point, due to the jet’s narrow diameter and high curvature,
which then flowed radially out across the substrate, aided by the
vorticity that was generated during the bubble’s collapse, with
displaced silicon atoms from the substrate forming a pit lip upon
exit. We refer to this impact behaviour as “punch” and “drag”, for
the initial impact, and subsequent outward flow, respectively.

In contrast, the surface nanobubble jet impacted the substrate
with lower jet velocity, a flatter and wider profile, and less vor-
ticity generated, resulting in a similar, albeit wider, “punch” im-
pact, but no outward flow or “drag”. It is the dragging motion
of the fluid across the substrate (from surface shear stresses) that
is responsible for the spherical cap shaped pit with the sharp lip
around the perimeter, which we can see in the spherical nanobub-
ble case in Figure 8(a), but not in the HCA surface nanobubble
case in Figure 8(b).

To quantitatively describe the pit damage for the different bub-
ble cases, we define the pit diameter φd as the lateral diameter
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Fig. 8 Evolution of substrate pitting for the 40 nm diameter: (a) spherical
nanobubble, and (b) HCA surface nanobubble cases. The colour of each
line corresponds to the elapsed simulation time, as indicated by the leg-
end, with the final pit shape shown by the bold black line. The dark-grey
dashed line in (a) shows the spherical cap fit to the pit shape.

of the pit lip, as shown in the example schematic in Figure 9(a).
The pit diameters were nearly identical to the initial bubble sizes
φ0, when compared to the φd = φ0 dot-dashed line in Figure 9(e),
and is consistent with previous investigations, which have empir-
ically found that the final pit scales with initial bubble size in
spherical bubble collapse.11,28 Although the bubbles produced

pits with similar perimeters, the depths d, defined by the verti-
cal distance between the minimum pit level and the mean level
of the undisturbed substrate zSi,0 (see Figure 9(a)), varied signif-
icantly across bubble types, as shown in Figure 9(f). The spheri-
cal bubbles produced the deepest pits, which scaled linearly with
bubble size, and we have fitted a zero-intercept straight line (for
the gas-filled cases only), with a gradient of approximately 8.4%,
also shown in Figure 9(f). Interestingly, the pit depths from the
surface nanobubble cases did not scale with the bubble sizes, and
instead, we found that the pit depths from the HCA and LCA cases
tended to around 1.2nm and 0.23nm (the latter being roughly the
size of one water molecule), respectively, both shown as horizon-
tal dotted lines. We would naturally expect this depth to tend to
zero as φ0 approached zero, although it is unclear if this constant
pit depth would continue for larger surface nanobubbles. This
phenomenon might make surface nanobubbles more suitable for
applications involving delicate parts by mitigating damage from
cavitation, however, repeated surface nanobubble collapses may
still cause further damage by fatigue failure.15

Visually, the difference in surface damage between the spher-
ical and surface nanobubble cases was also evident from the
atomic debris, namely, the number of silicon atoms removed from
the substrate by the end of the simulation. Figure 9(c) shows the
aftermath of 40nm spherical collapse, with approximately 9000
silicon atoms displaced. The sharp lip of the pit can be clearly
seen, where the substrate deformed along the direction of the
outward flow after the jet’s substrate impact. In contrast, the
40nm HCA surface nanobubble did not create as much atomic de-
bris, only around 400 displaced atoms, which remained close the
substrate by the end of the simulation, as shown in Figure 9(d).

Certain cavitation bubble dynamics, such as unstable growth
and oscillatory behaviour, are characterised in terms of pres-
sure,1,42,44,75 however, in Section 3.2 we suggested that the im-
pact pressure measurements would not be suitable for predicting
damage, due to their highly transient nature from shock-wave in-
teractions. Instead, it is the impulse that has been shown to be
more important in quantifying collapsing behaviour, which is de-
fined here as the time integral of pressure:18,22,24,76

I =
∫

∞

0
Pdt, (9)

where we measure pressure in the fluid plane at z = 1nm (see
Figures 6(g)–(l) and (s)–(x)). In doing so, we avoid the tempo-
ral statistical noise that obscured the previous pressure measure-
ments, as in Figure 7, and also better capture the effects of the
jet’s prolonged impact duration in the spherical cases.

Equation (9) is closely related to the change in global fluid mo-
mentum per unit area,14 and so with the same applied shock-
wave formation, we would expect the same change in momen-
tum, and therefore, approximately the same spatially averaged
impulse in all our cases, in the absence of other external forces.
However, Adhikari et al. 22 found that the measured impulse
across a cell membrane during bubble collapse was actually larger
for a smaller bubble, when using the same applied shock-wave pa-
rameters, and despite greater damage observed in the larger bub-
ble case. Indeed, in our work, the mean impulse across the whole

10 | 1–14Journal Name, [year], [vol.],



(a) (c)

(d)

(b)

20

30

40

50

60
(e)

P
it
 d

ia
m

e
te

r,
φ

d
(n

m
)

φd = φ0

20

30

40

50

In
it
ia

l 
b

u
b

b
le

 s
iz

e
,
φ

0
(n

m
)

0

1

2

3

4

5

10 20 30 40 50 60

Spherical

HCA

LCA

(f)

P
it
 d

e
p
th

, 
d
 (

n
m

)

Initial bubble size, φ0 (nm)

Spherical
HCA

LCA

20

30

40

50

In
it
ia

l 
b

u
b

b
le

 s
iz

e
,
φ

0
(n

m
)

Fig. 9 (a) Schematic showing the typical solid substrate pitting damage (sliced view) at the end of the 40 nm diameter spherical bubble MD collapse
simulation, with aSio and aSii atom types shown in yellow and dark-grey, respectively. 23 The dashed black line shows the fitted spherical cap shape
to the pit (spherical cases only); the pit has lateral diameter φd and depth d. Inset (b) shows a closer view of the lip formed around the pit perimeter,
and (c) and (d) show the full number of atomic debris released into the liquid for the 40 nm diameter spherical and HCA surface nanobubble cases,
respectively. (e) Variation in the pit diameter with initial bubble diameter; and (f) variation in pit depth with initial bubble diameter, where the straight
dashed line shows the line of best fit for the spherical cases, passing through the origin, and the horizontal dotted lines show the mean depths for the
HCA and LCA cases, respectively. The different symbols and colours denote the bubble type and size, respectively, as shown in the legend. The empty
black symbols refer to the 40 nm diameter vapour bubble cases.

substrate for each bubble case was less (up to 20%) than the no-
bubble value of I0 = 257mPas, with the biggest deviations typi-
cally appearing in the larger (40–50nm) spherical bubbles, which
we believe is due to greater dissipation of fluid momentum by vis-
cous stresses and solid deformation in these cases. Yet, we have
already established in Figure 9(e) that the pit sizes increase with
bubble diameter, which demonstrates that mean impulse alone
cannot be used to quantify damage.

Instead, we plot the spatial impulse variation, measured ra-
dially from the impact centre with distance r, as shown in Fig-
ure 10 for all cases, where we see much more localised effects.
The impulse distribution for the no-bubble case was approxi-
mately uniform, as expected for a plane shock-wave impact, and
is shown as the flat line I0 = 257mPas. Similar impulse distribu-
tion shapes were observed depending on the bubble type, where
the radial distance was normalised by half the initial bubble di-
ameter (φ0/2). In Figure 10(a), the spherical cases all had a peak
impulse at the impact centre, with some showing an intermedi-
ate trough around 2r/φ0 = 0.75 before increasing again towards
a steady value for 2r/φ0 > 1. There were similar peak impulses
at the impact centres in Figures 10(b) and (c) for the HCA and
LCA surface nanobubble cases, respectively, which decreased to a
steady value for 2r/φ0 > 1. We note that the impulse never tended
to the same mean impulse value of I0 = 257mPas for large r, in
any of the bubble cases. This occurs because the momentum of
fluid away from the bubble is affected by the circulation during

bubble collapse and jet formation, as shown in Figures 4 and 5,
which would reduce the measured impulse in these regions.

Figure 10 shows how the impulse distribution varies depend-
ing on the bubble type and size, which is related to the jet’s im-
pact behaviour. We propose that the minimal damage caused by
the no-bubble case, is mostly independent of the impulse magni-
tude, and instead, is purely due to the lack of a localised jet flow.
For example, if another plane shock-wave/no-bubble case, was
applied with mean impulse equal to I = 385mPas, i.e. the max-
imum measured impulse from the 50nm spherical bubble case,
we would still expect no significant pitting damage, since no jet
would be produced. Therefore, we suggest that it is the peak vari-
ation of impulse, or in other words, the ability of the bubble to
redirect fluid momentum into a concentrated jet impact which is
the most important feature for quantifying the bubble’s damage
capacity. We then plot the final pit volume (see Equation (10)
below) against the peak impulse difference ∆I = Imax− I0 in Fig-
ure 11, where Imax is the peak impulse value at the impact centre
for each bubble case.

We estimate the full damage of the silicon substrate at the end
of the simulation by:

Vd =
∫

∞

0
2πr

∣∣zSi(r)− zSi,0
∣∣dr, (10)

where zSi(r) is the z coordinate of the silicon substrate’s interface
at a radial distance r, and zSi,0 is the mean z height of the undis-
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turbed substrate (see Figure 9(a)). Equation (10) describes the
volume of material displaced from the mean undamaged refer-
ence line zSi,0, which allows us to compare the pit volumes across
all cases, since we were not able to fit a common shape to the
surface nanobubble pits.

We observe a linear relationship between damage volume and
peak impulse difference, shown by the fitted dashed line in Fig-
ure 11. All spherical cases above φ0 ≥ 30nm exceeded the peak
impulse difference, and likewise pit volume, of all of the surface
nanobubble cases. This increased peak impulse, as previously dis-
cussed, resulted from the higher jet velocities, as well as the con-
centrated and sustained pressures during jet impact and outward
flow.

There were large differences in the surface damage volume
between the 40nm spherical vapour and gas-filled bubble cases,
which were also seen in the pit depth measurements (see Fig-
ure 9(f)). This can now be explained by the large increase in ∆I,
which is attributed to the reduced jet deceleration in the vapour
case, compared to that seen in the gas-filled bubbles. In con-
trast, the differences between the respective 40nm vapour and
gas-filled surface nanobubbles were not as significant, for either
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of the HCA or LCA cases. We also observe smaller variations in
impulse (and damage volume) for the HCA and LCA case when
compared to the spherical cases, which seems consistent with the
observed constant pit depths in Figure 9(f). The peak impulses
from the LCA surface nanobubbles were not much greater than
from the no-bubble case, which could explain why little damage
was observed for these bubbles.

We also expect the observed linear relationship between peak
impulse and surface damage volume to be dependent on the
solid material properties, with softer materials possibly showing
a steeper gradient. This finding may be useful for qualitatively
estimating which bubble parameters, such as size and stand-off,
could be the most damaging for a particular driving impulse,
without actually needing to resolve the solid response, for ex-
ample in computational fluid dynamics simulations.

4 Conclusions
We have investigated the shock-induced collapse of surface
nanobubbles of varying size (20–50nm) and contact angle (40–
80°) using molecular dynamics simulations, and compared the
results to the collapse of spherical bubbles close to a solid sub-
strate. We observed the typical jet formation during cavitation
collapse in all nanobubble simulations, with the jets accelerating
until they impacted the nearest surface, either the distal bubble
surface for the spherical bubble cases, or the solid substrate for
the surface nanobubbles. In the surface nanobubble cases, the
jets would impact the solid substrate before they could reach the
same high jet speeds as seen in the spherical simulations, due to
their spherical cap shape, and with the lower contact angle cases
generally yielding the slowest jets.
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The “weaker” jets from the collapsing surface nanobubbles
were characterised by lower velocities, wider and flatter leading
profiles, and reduced local vorticity generated around the bub-
bles, which generally resulted in lower impact pressures. The
impact pressures roughly increased with the incident jet veloc-
ity, however, we also observed other complex localised pressure
phenomena, such as from the high Mach number jets, and shock-
wave reflections and interference, that could only be predicted by
a full numerical simulation.

All the bubble cases produced pitting damage, and we found
that the pit perimeters scaled with the initial bubble diameters,
consistent with previous investigations.11,28 However, there were
significant differences in the pit formation and final depth, re-
sulting from the earlier jet development. For example, the jets
from the spherical nanobubble cases all impacted the substrate at
a concentrated point, due to their curved profiles; after impact,
the residual jet flowed radially outwards across the substrate and
back up into the bulk liquid, forming a toroidal rebounding bub-
ble in the larger cases. We call this behaviour “punch and drag”,
corresponding to the initial jet impact (the punch), and then the
vorticity driven surface shear stresses from the fluid flow over
the substrate (the drag), which produced high-curvature, spher-
ical cap shaped pits, with a well-defined sharp lip around their
perimeter.

In contrast, the weaker jets from the surface nanobubbles only
appeared to “punch” the substrate, more closely resembling a
plane shock-wave reflection, due to their flatter jet profile, and
with no outward flow or toroidal rebounding bubble observed
after impact. Consequently, the pitting damage was generally
reduced, and most importantly, we observed near constant pit
depths, which were dependent only on the initial contact an-
gle, and not the initial diameter, as was found for the spherical
nanobubbles. The constant pit depths were also produced in the
vapour surface nanobubble cases, and so we suggest this effect
resulted from their spherical cap geometry, rather than any jet
deceleration by the internal gas phase.

Surface nanobubble collapse appears to limit the underlying
substrate damage, which might make them more suitable in ad-
vanced nanomaterial manufacturing, health and precision clean-
ing, or applications involving fragile materials, where pitting is to
be carefully controlled. Moreover, the differences in the shapes of
the pit formation found here might also be useful for researchers
trying to identify either spherical or surface nanobubble collapse
in their experiments.

We found an apparent linear relationship between total sur-
face damage volume and peak impulse at the impact centre, and
consistent for all bubble cases. This finding could be used in
computational fluid dynamics simulations to estimate the rela-
tive damage capacity of different bubble parameters, such as size
and stand-off, for a given pressure input, and without needing
to model the solid response. We encourage further investigations
into these impulse distributions and the relationship with the bub-
ble’s collapsing dynamics and resulting solid response. These sim-
ulations only considered pitting damage from a single bubble col-
lapse, although we expect repeated collapse of surface nanobub-
bles would still cause fatigue failure, and could also be modelled

in the future.
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