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ABSTRACT 

The intensity of light will greatly affect every process carried out in image 

processing, especially facial images. It is important to analyze how the performance 

of each face detection method when tested at several lighting levels. In face 

detection, various methods can be used and have been tested. The FLP method 

automates the identification of the location of facial points. The Fisherface method 

reduces the dimensions obtained from PCA calculations. The LBPH method 

converts the texture of a face image into a binary value, while the WNNs method 

uses RAM to process image data, using the WiSARD architecture. This study 

proposes a technique for testing the effect of light on the performance of face 

detection methods, on an embedded platform. The highest accuracy was achieved by 

the LBPH and WNNs methods with an accuracy value of 98% at a lighting level of 

400 lx. Meanwhile, at the lowest lighting level of 175 lx, all methods have a fairly 

good level of accuracy, which is between 75% to 83%. 

Keywords: Face Detection Method, Light intensity, The FLP Method, The 

Fisherface Method, The LBPH Method, and WNNs Method. 

 

1. INTRODUCTION 

 

Humans are living creatures that have characteristics that can be used as a 

differentiator from other humans. One of the differences between humans and other 

humans is the face. Every human being has a different face shape [1][2] Each face 

has its characteristics or distinctive features. The face of each contains different 

information [3][4][5][6]. Examples are expression, gender, age, and also race [7]. 

Therefore, in biometrics technology or biological data recognition technology, faces 

can be used as identification [8][9][10]. The face is a very important part of a person 

to be recognized, each person has a different facial pattern even in identical twins 

[11][12]. Therefore, the face is the most accurate indicator for face detection 

[13][14]. On the machine, human face detection is done by distinguishing the pattern 

of face shape from other patterns on the camera frame [15][16]. The machine will 

group numerical and symbolic data on facial features in the digital image 

automatically to obtain descriptive data on the pattern of a face [17]. The condition 

that must be found in this face detector is that the face is detected or not detected. In 

face detection, various methods can be used and have been tested. 

Facial landmarks point research, automates the identification of the location of 

facial points on facial images [18][19][20]. These points are dominant points that  
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describe the unique location of facial components, for example, the corners of the 

eyes, nose, or interpolation points that connect dominant points around facial 

components and facial contours [21][22][23]. Then, research [24][25][26] using the 

Fisherface method is to increase the ratio of the distance (scatter) between classes to 

the intra-class distance from the feature vector which is the basis of the LDA method, 

and reduce the dimensions obtained from PCA calculations [27][28][29]. The greater 

the ratio between classes, the resulting feature vector is less sensitive to changes in 

expression and changes in lighting, resulting in a better classification [30][31]. In the 

Local Binary Pattern Histogram [32][33][34] research, this algorithm will change the 

texture of a face image into a binary value, and this value represents part of the pixels 

of a face that forms a circle and has a center as a reference to the values [35]. the. The 

distance between the densities of these binary values is called neighbors. In the study 

of face recognition weightless neural networks (WNNs) [36][37], the use of ram in 

processing data is an architectural structure in itself in artificial intelligence, where 

ram itself is a collection of several memory cells. The structure corresponds to the 

direct use of memory cells [38][39]. However, the face image processing process still 

uses conventional computer machines, so the test results are still sourced from 

abundant resources. 

Image processing with embedded techniques is a new technique [40][41][42][43]. 

This technique was developed for systems that have limited resources (hardware and 

software). Image processing devices in embedded systems are used in real-time 

systems [44][45]. The available resources are also very limited so the algorithm 

design and the use of computational image processing must be more efficient. In this 

study, we propose a performance testing technique for several facial pattern 

recognition methods, using an embedded platform. This test will compare the 

performance of each method. So that it can be known in detail, the effect of lighting, 

test distance, pattern recognition accuracy, and execution time. 

 

2. MATERIAL AND METHODS 

 

This section will discuss the stages of the research in detail. This stage aims so 

that the research does not go out of the corridor that has been made. The research 

stage is divided into two main stages, namely the hardware design stage and the 

system algorithm 

 

 

2.1 EMBEDDED FLATFORM DESIGN 

 

At the hardware design stage, it aims to determine the devices used in the computing 

process, starting from the input process to the data validation process. Hardware 

devices are devices that support an embedded platform because the system must be 

mobile, real-time, and has a fast execution process. The hardware used in this study 

is an ARM3 processor with an RPi 3 model B+ processor board. The memory 

capacity used is 1GB RAM. Then, the system uses two dynamical 360 servo motors. 

Figure 1 is a schematic of the system hardware. 
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FIGURE 1. Diagram schematic of the hardware 

 

 

The mobile device has a height of ± 1 meter, divided into 4 levels. The fourth level 

is used for pi camera components and 2 servo motors, which are installed in the 

mounted tilt camera. This section serves to move the camera horizontally and 

vertically. On the third level is the position of the Raspberry pi3 processor. In the 

second level, it is used as a power position. Then at the lowest level, there are 

components in the form of a microcontroller, motor driver, 2 dc motors, and 1 

battery. Servo is used to find the best facial position. The first servo is used to move 

vertically and the second servo is used to move horizontally. They also implanted a 

camera PiCamera V2.1, with a resolution of 8 megapixels. Figure 2 is a block 

diagram of the system hardware. 

 

 

Camera 
module

Processor module

Servo module

RGB

Camera
Position

Camera
Position Check

 
 

FIGURE 2. Hardware architecture design 

 

The camera module is used to capture environmental images. This image is in RGB 

format, which is sent to the processor module. The processor module processes the 

image using a face recognition algorithm. If a face is detected, it will be marked. For 

the image processing process to be more optimal, the position of the face must be in 
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the right position. Therefore, it is necessary to check the position of the face first. 

Figure 3 is an example of checking the position of the user's face. 

 

Upper RightUpper Left

Under RightUnder Left

Ideal Position

 

FIGURE 3. Sample ideal face position 

 

There are five positions for image capture that can be processed in the face 

recognition algorithm, namely upper left, upper right, under left, under right, and 

ideal position. The five positions are the best positions obtained by the camera. If the 

image does not exist or is outside the five positions, the servo will certainly move 

until a complete face image is obtained. So that the face image can be processed 

further 

 

2.2  LIGHTING MECHANISM DESIGN 

 

The lighting mechanism design aims to measure the performance of face detection 

methods at different lighting levels in real-time. The device used to measure the 

level of lighting is a mobile phone that has a light sensor with Light meter software. 

Figure 4 below is a device for measuring light intensity. 

 

    

 
 

FIGURE 4. Light mater tool 

The light measurement mechanism is to uses several LED lights placed in a room. 

The position of the measuring device is right under the lamp. There are 4 lamps, 

which are arranged in a square. The measurement distance between the lights and 
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the mobile departing is about 2 meters. The lights will be turned on one by one, then 

the intensity of the light is measured. Measurements start from turning on 1 lamp up 

to 4 lights. Figure 5 is a scheme for measuring light intensity. 

 

LED1

LED2

LED3

LED4

Light meter

 

FIGURE 5. Light intensity measurement schematic 

 

2.3  FACE DETECTION ALGORITHMS  

 

This section aims to design a testing algorithm for several face detection 

methods. Each method will have many parameters that greatly affect the results 

obtained. Such as the speed of the detection process, accuracy, and level of accuracy 

of the test object. However, in this research, a test scheme will be designed with 

different light intensity levels. So that the general test data will be obtained about the 

effect of lighting on several test methods. Figure 6 below is a schematic design of 

the system test. 
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FIGURE 6. Testing diagram schematic 

 

 

In Figure 6, the design of system testing is carried out in 3 stages. The first is the 

preprocessing stage. This stage is the first step of the detection process, which is 

divided into three stages. Image is the original data of the system environment, 

which is displayed in the camera. All environmental data is displayed in full in red 

(R), green (G), and blue (B) data formats. Then proceed with converting the RGB 

data into a grayscale image. Grayscale will change the RGB image from 24 bits 

format to 8 bits data format. The second stage is the detection algorithm. 

This stage will process the data from the previous stage into several algorithms, 

namely Weightless Neural Networks (WNNs), Fisgerface, Facial Landmarks Point 

(FLP), and Local Binary Patterns Histograms (LBPH). Face detection consists of the 

process of detecting and recognizing facial patterns. Each method has a different 

process according to the modeling. In the results of this face detection stage, the face 

position will be obtained in (x, y), so that the servo will move to find the best 

position of the face. 

 

The test scenario is as follows 

a. The lighting intensity is set to 3 states, namely LOW, MEDIUM, and HIGH. 

b. When the camera captures environmental images continuously, at the same 

time, the preprocessing process is carried out. Preprocessing is changing the 

color model from RGB image to grayscale. 

c. The results of this preprocessing, will be input to the face detection stage. Each 

input will be processed with different light intensity. At this stage, it will be 

seen how far the effect of light on the sensitivity of the detection results of 

each method. 

d. The servo movement will be seen as finding the center point of the face, which 

will predict the best face position.       
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3.  RESULTS AND DISCUSSION 

  

In this paper, we will analyze hardware and software with embedded platforms. 

All the tests were carried out on a raspberry pi minicomputer, which had been placed 

on a mobile robot. Meanwhile, the light intensity was measured using a mobile 

phone device. 

 

 

Pi camera and servo

Raspberry pi

Battery

 
FIGURE 7. Hardware platform 

 

Servo motor rotation analysis will be greatly influenced by the results of face 

detection. Therefore, the rotation settings and the direction of rotation must match 

the position of the face capture. In Figure 7, the servo is placed directly under the 

camera and the raspberry is placed directly under the servo. This allows the data 

transfer processing process to work quickly. The following is the servo motor setting 

data.  

The direction of rotation of the servo is driven horizontally (H) and vertically (V). 

This causes the servo to move up, down, right and left based on the position of the 

face on the camera frame. The servo movement is determined based on the 

calculation of the face position (x,y). The calculation of the change in Pulse Width is 

adjusted to the maximum Pulse Width and minimum Pulse Width on the servo. The 

servo uses a maximum duty cycle of 2500 to 180 degrees clockwise, and a minimum 

duty cycle of 500 to 0 degrees counterclockwise. the results of testing the servo 

motor control can be seen in Table 1.  
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TABLE 1. 

Servo Control 

 

Face Position Servo Pulse 

x y H V 

236 134 1600 1550 

287 136 1600 1540 

271 105 1500 1540 

270 107 1500 1550 

190 141 1500 1540 

140 140 1600 1500 

166 63 1600 1540 

162 35 1600 1440 

165 25 1600 1350 

180 125 1600 1350 

 

 

The next test is to measure the light intensity in real. Figure 8 is the result of 

taking light intensity. As previously explained, there are three divisions of light 

intensity areas, namely LOW, MEDIUM, and HIGH. The LOW area is in the range 

between 166 lx to 200 lx. Then for the MEDIUM area, it is in the range of 202 lx to 

280 lx. As for the HIGH area, it is in the range of 300 lx to 400 lx. The values above 

may change according to the intervention, position, and distance between the test 

objects. 

 

 
 

FIGURE 8. Light intensity measurement 
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In the case of lighting, changes in the data value of a pixel may occur. These 

changes can be significant or low. So it is necessary to analyze the effect of lighting 

on the accuracy value obtained. Table 2, is the general result of testing the effect of 

light intensity on the level of image accuracy from various test methods. 

 

TABLE 2. 

Accuracy Testing 

Light Intensity Algorithm Accuracy 

level Fisherface FLP 

 

LBPH WNNs 

400 lx 95% 95% 98% 98% HIGH 

300 lx 85% 90% 95% 95% HIGH 

200 lx 80% 85% 90% 90% MEDIUM 

175 lx 75% 75% 83% 80% MEDIUM 

        >150 lx 30% 30% 40% 40% LOW 

 

In the case of lighting, changes in the data value of a pixel may occur. These 

changes can be significant or low. So it is necessary to analyze the effect of lighting 

on the accuracy value obtained. Table 2, is the general result of testing the effect of 

light intensity on the level of image processing methods that will be the object of 

testing are the Fisherface, FLP, LBPH, and WNNs methods. The amount of light 

intensity that becomes the test data, starting from the highest, is 400 lx, 300 lx, 200 

lx, 175 lx, and > 150 lx. For HIGH lighting intensity between 400 lx to 300 lx, the 

Fisherface method has a low accuracy value of about 85%, while the LBPH and 

WNNs methods are 98%.  

Likewise, testing at the MEDIUM lighting level, with a range of 200 lx to 175 lx, 

the Fisherface, and FLP methods have an accuracy rate of 75%, while the LBPH 

method has an accuracy rate of 80%. The next test is testing the intensity of the face 

at a certain distance. This test aims to obtain the level of accuracy of facial 

resemblance from the various methods being compared. The technique used is to do 

a direct test of the face image at a certain distance, with a fixed light intensity of 400 

lx. Table 3 is the result of testing the level of accuracy at a certain distance. Image 

accuracy from various test methods. 

In the table 3, the image processing method still uses the same method as the 

previous test. The distance of the face object in a row starting from the lowest is 50 

cm, 75 cm, 100 cm, 150 cm, and data 151 cm. For testing distances of 50 cm to 75 

cm, the value of all methods has a high accuracy value of 100% and the lowest is 

90% in the FLP method. 
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TABLE 3. 

Accuracy against distance at an intensity of 400 lx 

 

Object distance Algorithm Accuracy 

level 

Fisherface FLP LBPH WNNs  

50 cm 100% 100% 100% 100% HIGH 

75 cm 95% 90% 92% 96% HIGH 

100 cm 75% 70% 73% 75% MEDIUM 

150 cm 65% 55% 60% 60% LOW 

>150 cm 23% 30% 30% 25% LOW 

 

Then, at a test distance of 100 cm, the highest accuracy value was 75% in the 

Fisherface and WNNs methods, while the lowest accuracy value was 70% in the 

FLP method. For the test distance of 150 cm, the Fisherface method has the highest 

accuracy rate of 65%, while the FLP method has the lowest accuracy value of 55%. 

For the test distance above 151 cm, the results obtained are in a bad category. 

However, these results may change according to different test equipment and testing 

techniques. 
 

3. CONCLUSION 

 

In this paper, hardware and software analysis has been carried out according to 

the embedded platform. The test was carried out on a raspberry pi mini-computer, 

which had been placed on a mobile robot. Meanwhile, the light intensity was 

measured using a mobile phone device. The position of the face is detected at the 

point of the largest pixel x = 287, y = 136, and the lowest pixel point is at x = 162 

and y = 25. The results of the test for the highest accuracy level of lx are at 400 lx, 

with the highest accuracy produced in the LBPH and WNNs methods. , which is 

89%. While at lx 175, the highest accuracy value was produced by LBPH, which 

was 83% 
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