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Abstract

The Internet of Things (IoT) is leading the world to the Internet of Everything (IoE), where

things, people, intelligent machines, data and processes will be connected together. The key

to enter the era of the IoE lies in enormous sensor nodes being deployed in the massively

expanding wireless sensor networks (WSNs). By the year of 2025, more than 42 billion

IoT devices will be connected to the Internet. While the future IoE will bring priceless

advantages for the life of mankind, one challenge limiting the nowadays IoT from further

development is the ongoing power demand with the dramatically growing number of the

wireless sensor nodes.

To address the power consumption issue, this dissertation is motivated to investigate

low-power wake-up receivers (WuRXs) which will significantly enhance the sustainability

of the WSNs and the environmental awareness of the IoT.

Two proof-of-concept low-power WuRXs with focuses on two different application

scenarios have been proposed. The first WuRX, implemented in a cost-effective 180-nm

CMOS semiconductor technology, operates at 401−406-MHz band. It is a good candidate

for application scenarios, where both a high sensitivity and an ultra-low power consumption

are in demand. Concrete use cases are, for instance, medical implantable applications or

long-range communications in rural areas. This WuRX does not rely on a further assisting

semiconductor technology, such as MEMS which is widely used in state-of-the-art WuRXs

operating at similar frequencies. Thus, this WuRX is a promising solution to low-power

low-cost IoT. The second WuRX, implemented in a 45-nm RFSOI CMOS technology, was

researched for short-range communication applications, where high-density conventional

IoT devices should be installed. By investigation of the WuRX for operation at higher

frequency band from 5.5 GHz to 7.5 GHz, the nowadays ever more over-traffic issues that

arise at low frequency bands such as 2.4 GHz can be substantially addressed.

A systematic, analytical research route has been carried out in realization of the proposed

WuRXs. The thesis begins with a thorough study of state-of-the-art WuRX architectures. By

examining pros and cons of these architectures, two novel architectures are proposed for

the WuRXs in accordance with their specific use cases. Thereon, key WuRX parameters

are systematically analyzed and optimized; the performance of relevant circuits is modeled

and simulated extensively. The knowledge gained through these investigations builds up

a solid theoretical basis for the ongoing WuRX designs. Thereafter, the two WuRXs have

been analytically researched, developed and optimized to achieve their highest performance.

Proof-of-concept circuits for both the WuRXs have been fabricated and comprehensively

characterized under laboratory conditions. Finally, measurement results have verified the

feasibility of the design concept and the feasibility of both the WuRXs.
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To the author’s best knowledge, the first WuRX proposed in this dissertation belongs to

one of the first MEMS-less nano-Watt wake-up receivers achieving a receiver sensitivity of

<-80 dBm, while the second WuRX is the first broad-band WuRX with an overall operation

band ranging from 5.5 GHz up to 7.5 GHz. Both the WuRXs make significant contributions

to the environmental friendliness and sustainability of the future IoE.



Zusammenfassung

Das Internet der Dinge (IoT) führt die Welt zum Internet of Everything (IoE), in dem Dinge,

Menschen, intelligente Maschinen, Daten und Prozesse miteinander verbunden werden.

Der Schlüssel zum Eintritt in die Ära des IoE liegt in den enormen Sensorknoten, die in

den massiv expandierenden drahtlosen Sensornetzwerken (WSNs) eingesetzt werden. Bis

zum Jahr 2025 werden mehr als 42 Milliarden IoT-Geräte mit dem Internet verbunden

sein. Während das zukünftige IoE unbezahlbare Vorteile für das Leben der Menschheit

bringen wird, ist eine Herausforderung, die das heutige IoT von der Weiterentwicklung ein-

schränkt, der anhaltende Strombedarf mit der dramatisch wachsenden Anzahl von drahtlosen

Sensorknoten.

Um das Problem des Stromverbrauchs anzugehen, ist diese Dissertation motiviert, Low-

Power-Wake-up-Receiver (WuRXs) zu untersuchen, die die Nachhaltigkeit der WSNs und

das Umweltbewusstsein des IoT erheblich verbessern werden.

Zwei Proof-of-Concept-WuRXs mit geringem Stromverbrauch mit Fokus auf zwei

verschiedene Anwendungsszenarien wurden vorgeschlagen. Der erste WuRX, der in

einer kostengünstigen 180-nm-CMOS-Halbleitertechnologie implementiert ist, arbeitet

im 401−406-MHz-Band. Es ist ein guter Kandidat für Anwendungsszenarien, bei denen

sowohl eine hohe Empfindlichkeit als auch ein extrem geringer Stromverbrauch gefragt sind.

Konkrete Anwendungsfälle sind beispielsweise medizinisch implantierbare Anwendungen

oder Fernkommunikation in ländlichen Gebieten. Dieser WuRX benötigt keine weitere un-

terstützende Halbleitertechnologie wie MEMS, die in modernen WuRXs, die bei ähnlichen

Frequenzen arbeiten, weit verbreitet ist. Somit ist dieser WuRX eine vielversprechende

Lösung für Low-Power-Low-Cost-IoT. Der zweite WuRX, der in einer 45-nm-RFSOI-

CMOS-Technologie implementiert ist, wurde für Kommunikationsanwendungen mit kurzer

Reichweite untersucht, bei denen konventionelle IoT-Geräte mit hoher Dichte installiert

sind. Durch die Untersuchung des WuRX für den Betrieb in höheren Frequenzbändern von

5,5 GHz bis 7,5 GHz können die heutzutage immer mehr Überlastungsprobleme, die bei

niedrigen Frequenzbändern wie 2,4 GHz auftreten, wesentlich adressiert werden.

Zur Realisierung der vorgeschlagenen WuRXs wurde ein systematischer, analytischer

Forschungsweg durchgeführt. Die Arbeit beginnt mit einer gründlichen Untersuchung der

aktuellen WuRX-Architekturen. Durch die Untersuchung der Vor- und Nachteile dieser Ar-

chitekturen werden zwei neue Architekturen für die WuRXs entsprechend ihren spezifischen

Anwendungsfällen vorgeschlagen. Darauf aufbauend werden wichtige WuRX-Parameter sys-

tematisch analysiert und optimiert; die Leistungsfähigkeit relevanter Schaltungen wird um-

fassend modelliert und simuliert. Die durch diese Untersuchungen gewonnenen Erkenntnisse

bilden eine solide theoretische Grundlage für die laufenden WuRX-Designs. Danach wurden
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die beiden WuRXs analytisch erforscht, entwickelt und optimiert, um ihre höchste Perfor-

mance zu erreichen. Proof-of-Concept-Schaltungen für beide WuRXs wurden hergestellt

und unter Laborbedingungen umfassend charakterisiert. Schließlich haben Messergebnisse

die Machbarkeit des Designkonzepts und die Machbarkeit der beiden WuRXs bestätigt.

Nach bestem Wissen des Autors gehört der erste in dieser Dissertation vorgeschlagene

WuRX zu einem der ersten MEMS-losen Nano-Watt-Weckempfänger, der eine Empfind-

lichkeit von <-80 dBm erreicht, während der zweite WuRX der erste breitbandige WuRX

mit einem Gesamtbetriebsband von 5,5 GHz bis zu 7,5 GHz. Beide WuRXs leisten einen

wesentlichen Beitrag zum Umweltbewusstsein und der Nachhaltigkeit des zukünftigen IoE.
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1 Introduction

1.1 Motivation

The unstoppable rising demand for information exchange is driving the world of the Internet

of Things (IoT) towards the Internet of Everything (IoE), where people, processes, data

and things are brought together through numerous wireless networked connections. With

massive electronic devices being connected to the Internet, wireless sensor networks (WSNs)

continue to expand, and the number of the sensors nodes deployed in each WSN is scaling

up exponentially. More than 42 billion IoT devices are expected to connect to the Internet by

2025 [ASA+21]. With such a boom in the sensor nodes, reduction of the power consumption

of the WSNs becomes pivotal to keep the IoT progress sustainable.

A conventional approach used to reduce the power consumption is to periodically switch

on and off the sensor node, and constantly await a communication request sent by another

node. However, the energy used for idle listening when no communication request arrives is

purely wasted. Besides, duty-cycling of sensor nodes introduces additional issues such as

data collision and communication latency [PLM19]. When collisions arise, the transmitted

data have to be sent again, thereby prolonging the transmission latency. To avoid the data

No wake-up
request

Main
receiver

Wake-up
receiver

(a)

Wake-up
receiver

Wake-up
request

Power-on

Data
Main

receiver

(b)

Figure 1.1: Wireless communication based on the wake-up receiver. (a) The main receiver stays inactive,
as long as there is no wake-up request detected, and (b) when the wake-up receiver senses a
wake-up request, it sends out a power-on signal to the main receiver which gets ready to
communicate. [MPE22a∗]. ©[2022] IEEE.

In this chapter, major portions of texts and figures were taken from the self-authored IEEE journal paper [MPE22a∗]

and the self-authored IET journal [MPE22b∗], where I am the first author. The citations of the IEEE paper obey the

IEEE copyright policy stated under https://www.ieee.org.

https://www.ieee.org
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collision, conventional WSNs use channel access techniques such as handshaking and

scheduling [ZMS20]. In consequence, multiple sensor nodes have to transmit data one

after another, further increasing the communication latency. In addition, during polling to

receive the communication request for an intended node, all the multiple nodes have to listen

simultaneously to the communication channel. This leads to further unnecessary power

waste in the non-selected sensor nodes of the WSNs.

In the past decade, low-power wake-up receivers (WuRX) have gradually been acknowl-

edged as a promising solution in decreasing the power consumption of conventional WSNs.

The idea is to utilize the WuRX as a secondary radio which monitors the communication

channel. Power-intensive main radios are activated by the WuRX only when a wake-up event

is detected; otherwise, they stay inactive so that a large portion of the power budget due to

the device idling is saved. Fig. 1.1 illustrates this WuRX-based wireless communication.

A WuRX usually consumes a power of less than 0.1 % of the main radio [PMK+17].

Recent studies show that by application of such low-power WuRXs, a WSN, if properly

designed at the medium access control level, may reach a power saving factor of over

30 compared to conventional duty-cycled WSNs [HWK17, PLM19]. In addition, as each

WuRX can be labeled with an unique digital address, the application of addressed WuRXs

can effectively shorten the communication latency and avoid the data collision that frequently

occur in conventional WSNs.

1.2 Application Scenarios

This dissertation investigates WuRXs mainly for two types of application scenarios.

The first one refers to the use case, where the receiver sensitivity plays a central role. The

term sensitivity is an important WuRX metric describing the minimum power of an input

carrier signal that a receiver should receive in order to correctly demodulate the input signal

into its base band, as will be elaborated in Section 2.2.6. To avoid confusion, it is necessary

to notify that within the scope of this dissertation, a higher or better sensitivity corresponds

to a lower input power needed by the WuRX, and vice versa. Application scenarios requiring

highly sensitive WuRXs can be long-range wireless communications, or medical implantable

systems (see subsection 1.3.1). Moreover, regarding the integration cost, the WuRX was

investigated using a low-cost 180-nm complementary metal–oxide–semiconductor (CMOS)

technology without an assisting, yet expensive semiconductor technology such as micro-

electro-mechanical systems (MEMS) which is popularly used in many modern low-power

WuRXs [SKA+19, BML+19, KGS+19, DMB+20, MDB+19a]. To summarize, the first

180-nm WuRX is suitable for use cases where not only a high sensitivity, a low power

consumption but also a low integration cost are in demand.

The second application scenarios refer to short-range wireless communications, where

a high-level system integration is required (see subsection 1.3.2). In addition, since the

conventional sub-2.4-GHz wireless communication channels are facing over-traffic issues,

the WuRX in the second application scenario is in particular studied to operate for higher-
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frequency channels, e.g., > 5.5 GHz, where the traffic is nowadays still more relaxing, so

that the over-traffic challenge can be avoided. In addition, band switch-ability with a large

tuning range, e.g., from 5.5 GHz to 7.5 GHz was also studied. By switching the WuRX from

an over-crowed channel to a relaxing one, the over-traffic issue can be further mitigated.

Moreover, worldwide since 2020, there have been several important modifications regarding

unlicensed frequency band above 5.8 GHz. In the USA, the unlicensed band has been

extended from 5.85 GHz to 7.125 GHz [usa20], and the European Union has also decided to

open the frequency band between 5.925 GHz and 6.425 GHz [eur21]. As the unlicensed band

is expanding towards higher frequencies, investigation of WuRXs covering these frequency

bands is valuable for these new low-power wireless communication application scenarios. A

modern 45-nm radio frequency (RF) silicon-on-insulator (SOI) CMOS technology was used

for the second WuRX to meet the need of a high and broad RF band, a fast settling time and

low-noise performance of the circuit.

For each of the two application scenarios, key design parameters were analyzed, optimized,

and design trade-offs were made on a profound theoretical basis. Based on the knowledge

gained in these researches, both the WuRXs were conceptualized so that they are able to

achieve the best performance for their own use cases. Hereafter, the two proof-of-concept

WuRXs were optimized, implemented, and investigated according to further analytical

considerations, numerical simulations, and extensive laboratory measurements.

Since the first WuRX was studied in the 180-nm CMOS technology, for the sake of

simplicity, in the rest of this dissertation this WuRX is annotated using the short term 180-nm

WuRX to differentiate it from other WuRXs mentioned in this dissertation. Similarly, in the

rest of this dissertation, the second WuRX is annotated using the abbreviation 45-nm WuRX.

1.3 Research Specifications

1.3.1 Highly Sensitive Nano-Watt Low-Cost 180-nm Wake-Up Receiver

As aforementioned, a WuRX undertakes the decisive task of power reduction and imposes

the bottom limit of the system power consumption during idle listening. Since in many

application scenarios such as rural areas, aerospace or medical implant communication

services (MICS), battery replacement is either limited or impossible, the WuRX should

consume the lowest possible power e.g., < 1µW to maximize the life span of these devices.

Furthermore, in those use cases, RF signals may get significantly attenuated after the

transmission. Therefore, the WuRX should also be able to sense the attenuated weak signal

and satisfy a qualified communication over a specified communication range.

To derive the research specification for this WuRX, the use case in an MICS system was

used as the start of this work section. This specific scenario corresponds to the requirement

of the European Social Fund project Medical Implant Communication System with the

acronym MEDICOS [med] that financially supported this work piece.

Table 1.1 summarizes the research specifications made at the start of this work section.

In the first place, human bodies normally have a strong attenuation for RF signals; at
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400 MHz, the overall attenuation including the loss of the receive antenna implanted inside

of the human body typically accounts for 40 dB [Bra11]. Moreover, a 1-meter transmission

distance from an external sender to the patient body is specified, in order that the patient

may have a certain degree of free movement. This leads to a free path space loss of 25 dB at

400 MHz. Since at the MICS band, the recommended maximum transmit power is around

-15 dBm, the sensitivity of the WuRX should at least be -80 dBm. Finally, as the main

transceiver is responsible for a high data rate transmission > 1 Mbps, the minimum data rate

for the WuRX is loosened to be of around 0.1 kbps. To provide a certain flexibility for use

cases where a faster data transmission is in demand, the data rate of the WuRX was finally

specified to be scalable between 64 bps to 8.2 kbps.

1.3.2 Highly Integrated Broad-Band Low-Power 45-nm Wake-Up Receiver

A further WuRX with a high integration level and a broad RF band was investigated for

short-range places with high-density wireless sensors.

Almost all the state-of-the-art WuRXs have been developed in the frequency range

≤ 2.4 GHz, for instance, 400−500-MHz WuRXs from [DMB+20, MDB+19b, MK19b,

MDB+19a, SKA+19, BML+19, MK19a] and 2.4-GHz WuRXs from [DBBC21, LBD+20,

ASB+19, AKD+18, SKJ+17, RCS+16]. Meanwhile, ever more IoT wireless devices are

being introduced into these frequencies. In this context, the related RF channels have been

confronted with saturated traffic conditions, leading to in-band data collision, out-of-band

interference, hence higher false alarm rate of the WuRXs and prolonged communication

latency. While this issue could be addressed by designing WuRXs with higher robustness

against interference such as [DMB+20, MDB+19b, DBBC21, LBD+20, ASB+19], this

approach still increases the system complexity, cost and does not substantially resolve the

issue. In contrast, switching WuRXs from the high-density low-frequency range to other

relaxing RF environments e.g., > 5.5 GHz may fundamentally alter the situation and do not

increase the system complexity.

In another aspect, to narrow RF bandwidth, leverage voltage gain and reduce power con-

sumption, off-chip high-Q components such as high-Q coils [ZLC+18, YZTM18, RCS+16,

WJG+18b, WJG+18a, MBR+19, MK19b, MK20], MEMS-based [SKA+19, BML+19,

KGS+19] or BAW-based [PGR09a] input matching networks were often used. These ex-

ternal bulky components significantly reduce the system compactness and increase the

Parameter Symbol Value

Operation band f0 401−406 MHz

WuRX DC power PDC <1 µW

WuRX sensitivity PSEN,dBm < -80 dBm

Data rate DR 0.064−8.2 kbps

Table 1.1: Research specifications of the highly sensitive nano-Watt 180-nm WuRX.
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Parameter Symbol Value

Operation band f0 5.5−7.5 GHz

WuRX DC power PDC <10 µW

WuRX sensitivity PSEN,dBm < -70 dBm

Data rate DR 0.064−8.2 kbps

Table 1.2: Research specifications of the highly integrated broad-band 45-nm WuRX.

integration cost, limiting WuRXs of this type from applications where system integration

with minimal carbon footprint is of high priority. Moreover, since such high-Q passive

components are only available at lower frequencies ≤ 2.4 GHz, state-of-the-art WuRXs

have been designed also in these frequencies, for instance, 400−500-MHz WuRXs from

[DMB+20, MDB+19b, MK19b, MDB+19a, SKA+19, BML+19, MK19a] and 2.4-GHz

WuRXs from [DBBC21, LBD+20, ASB+19, AKD+18, SKJ+17, RCS+16]. Nevertheless,

the antenna size for such low-frequency WuRXs or related transceivers has to be large to

maintain sufficient gain, thereby also limiting the system integration.

Table 1.2 summarizes the research specifications of the 45-nm WuRX made at the start

of this work section. Without using off-chip passive high-Q components for a high RF

gain and low power consumption, the 45-nm WuRX is expected to require more power to

achieve a sufficiently high RF gain. Thus, the power consumption specified for this work is

loosened to around 10 µW which is still very competitive against most of the state-of-the-art

WuRXs operating at ≥ 2.4 GHz usually consuming a power of > 100 µW, for instance

[DBBC21, LBD+20, ASB+19, AKD+18]. Since the 45-nm WuRX is intended for short-

range wireless communications within several meters, the receiver sensitivity is specified to

-70 dBm.

1.4 Outline

The rest of this dissertation is organized as follows. First, Chapter 2 introduces research

fundamental theories applied in the design and implementation of the WuRXs. Here, a

careful review of the state-of-the-art WuRX architectures is firstly carried out followed by

the top-level design concept and considerations. Based on these analysis and considerations,

detailed research specifications are derived for the core design parameters of both the WuRXs.

Finally, circuit modeling methods are introduced which were used in building up the key

components of the WuRXs.

Chapter 3 systematically investigates the 180-nm CMOS WuRX block for block in a

sequential order, starting from the first RF stage of the WuRX analogue front-end, down

to the analogue base band, and ending up till the last stage of the WuRX digital back-end.

Thereafter, a proof-of-concept WuRX circuit is implemented and fabricated. Through

laboratory experiments, the feasibility of the proposed 180-nm WuRX circuit was verified.



6 1 Introduction

Finally, the 180-nm WuRX was compared with state-of-the-art WuRXs and an outlook for

further improvements for this work section was provided.

Chapter 4 also systematically investigates the 45-nm WuRX block for block in the

sequential order similar to that of Chapter 3. The feasibility of a proof-of-the-concept 45-nm

WuRX is also verified in laboratory conditions. Thereon, the 45-nm WuRX was compared

with state-of-the-art gigahertz WuRXs. Finally, an outlook for further improvements, in

particular a low-power 45-nm LNA with 38-dB voltage gain, improved Q-factor and fine

RF-band tunability between 5.3 GHz and 7.8 GHz is proposed.

Chapter 5 summarizes this work and provides further investigation directions following

the achievements done in this dissertation.
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2.1 Wake-Up Receiver Architecture

Depending on whether a mixer exists in a receiver, state-of-the-art receiver architectures

used for wake-up radios can be firstly categorized into two main groups. They are direct

RF signal detection (abbr. DRF) and frequency conversion (FC) receivers. Each of the two

groups can be further classified into subgroups, as is shown in Fig. 2.1. Their characteristics,

strengths and drawbacks are elaborated as follows.

WuRX architectures

Frequency conversionDirect RF detection

LNA-firstMixer-firstTRFNon-LNA Uncertain-IFCertain-IF

Figure 2.1: Classification of state-of-the-art wake-up receiver architectures: the direct RF detection
(DRF) and the frequency conversion (FC) receiver architectures. The DRF receiver archi-
tectures can be further classified into two subgroups, the DRF architectures without using
an LNA (non-LNA) and the tuned radio frequency (TRF) architectures where an LNA is
applied at the receiver front. For the FC receiver architectures, there are two approaches to
make further detailed classifications. Depending on whether there is an LNA located at the
receiver front, the FC receiver architectures can be categorized into mixer-first and LNA-first
architectures. Or depending on whether the intermediate frequency (IF) is stabilized by
an phase-locked loop (PLL), the FC receiver architectures can be also categorized into
certain-IF and uncertain-IF architectures.

2.1.1 Direct RF Signal Detection Architecture

Depending on whether there is a narrow-band LNA at the front of the DRF receiver, the DRF

receiver architectures can be further grouped into the non-LNA DRF (or direct detector) or

the tuned radio frequency (TRF) architecture.

In this chapter, major portions of texts, figures and tables from section 2.1 to section 2.2 were taken from the

self-authored IEEE journal paper [MPE22a∗] and the self-authored IET journal [MPE22b∗], where I am the first

author. The citations of the IEEE paper obey the IEEE copyright policy stated under https://www.ieee.org. The IET

paper is also properly cited.

https://www.ieee.org
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Figure 2.2: Block diagram of the (a) non-LNA DRF architecture, (b) TRF architecture, (c) super-
heterodyne (SHD) architecture with (or without) an PLL [Ell08] and (d) mixer-first architec-
ture with (or without) an PLL [MPE22a∗].

Non-LNA Direct RF Signal Detection Architecture

Nowadays, the most widely used architecture for sub-µW WuRXs is the DRF architec-

ture where a minimum number of RF components is deployed, as shown in Fig. 2.2 (a).

This architecture is promising since it eliminates all the RF power-hungry blocks. The

first stage, a passive RF filter and commonly implemented via off-chip high-Q passive

components, is not only an input matching network (IMN) but also delivers a passive

voltage gain at a level of around 20 dB. To realize a high-Q IMN, either high-Q induc-

tors reported in [RCS+16, ZLC+18, YZTM18, WJG+18b, MBR+19], or MEMS-assisted

filters in [SKA+19, BML+19, KGS+19] have been used. After the IMN, the RF en-
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ergy detection is directly realized with a passive detector, typically Dickson detector, for

instance [OW12, ORW13, RCS+16, BMB17, BML+19], or an ultra-low-power energy

detector, e.g. [RW12, SKJ+17, CC17, YZTM18, MK19a, MK20], which normally has a

sensitivity of better than -30 dBm.

Due to flicker and/or thermal noises that arise in the detectors and lack of the FC stage,

the DRF-based WuRXs usually suffer from a low RX sensitivity, for instance, -35 dBm

consuming 500 nW in [ZLC+18], -40.2 dBm using 38.75 nW in [KGS+19], -45/-42 dBm

using 120 nW in power-saving mode as well as -58/-55 dBm consuming 1 µW in high-

speed mode in [YZTM18], -45.5 dBm using 116 nW in [ORW13], -47 dBm using 18 nW

in [SKA+19], -54 dBm using 12 nW in [BML+19], -56.4 dBm with 220 nW in [MK19a],

-56.5 dBm with 236 nW in [RCS+16], -69 dBm using 4.5 nW in [WJG+18b], -71 dBm (at

434 MHz) with 7.4 nW in [MBR+19], -80.5 dBm using 40.5 nW in [MK20]. Moreover, due

to a large rectification time caused by a large resistance and/or capacitance that exist in the

RF detection path of the passive or ULP detectors, the data rate of the WuRXs is constrained

to a low level, in particular for those with relatively higher sensitivity (-70−-80 dBm) which

have a data rate of usually lower than 1 kbps, for instance [WJG+18b, WJG+18a, MK19b,

MBR+19, MK20].

Duty-Cycled Tuned Radio Frequency Architecture

A tuned radio frequency (TRF) receiver can be understood as a particular type of the DRF

receivers. It is built on a normal DRF receiver with a gain-boosting narrow-band LNA

added at its front. As shown in Fig. 2.2 (b), this architecture comprises an RF BPF, an RF

amplifier, a nonlinear ED, a BB amplifier and an ADC. Compared to FC-based RXs, a TRF

RX consumes much less power thanks to its simplicity; the only power hungry component

is the LNA. However, just because of the high gain and low noise provided, the TRF RX

can achieve much better sensitivity compared to DRF-based RXs. To compensate the power

consumed by the active LNA, a duty-cycling technique with a very low duty cycle usually

below 0.1 % is introduced to periodically switch off the LNA. In this way, a new WuRX

architecture is created, known as duty-cycled TRF WuRX, which, if properly designed,

can attain both the advantages of a high sensitivity as is usually achieved by the FC-based

WuRXs, and a very low power consumption which was previously only reachable with the

DRF-based WuRXs.

It is worthy to mention that at the beginning of this work at late 2018, the duty-cycled

TRF WuRX had been rarely reported. One possible reason for the unpopularity of this

architecture lies in the low detection speed of the conventional detectors deployed in the

DRF WuRXs. As mentioned, the data rate of these detectors usually lie below 1 kbps. This

means, if an LNA is added to the front of the detector, the on-time of this LNA has to be

at least 1 ms so that the detector is able to fully demodulate the input RF signal. Such a

long on-time together with a low duty cycle of usually 0.1 % will lead to a low data rate, e.g.

1 bps, and an intolerably long latency of the WuRX.

Recently reported duty-cycled TRF WuRXs take advantage of MEMS technologies
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to form ultra-high-Q filters or resonators so that the WuRX sensitivity is further im-

proved [MDB+19a, DMB+20]. The duty-cycled TRF WuRX [DMB+20], in particular,

achieved the highest sensitivity among nano-Watt WuRXs. Nevertheless, similar to the low-

speed detectors, the high-Q MEMS-assisted filter [DMB+20] leads to a very long settling

time, reported to be around 0.2 ms, and hence a low data rate of 6.4 bps.

Based on the above observations, as will be elaborated later, this dissertation investigates

the duty-cycled TRF architecture by implementing LNA and envelope detector with focus

on not only low power consumption and high gain, but also on fast switch-ability. Through

careful design compromise between these circuit metrics, the advantage of the duty-cycled

TRF architecture is maximized.

2.1.2 Frequency-Conversion Architecture

In an FC RX, an input RF signal is down-mixed by means of a local oscillator (LO) to an

intermediate frequency (IF) signal which is further passed through an IF filter. In this manner,

image and noise signals are effectively suppressed, thereby increasing the RX signal-to-

noise ratio (SNR) and sensitivity. Furthermore, the base-band (BB) signals generated by the

detector are amplified by a high-gain BB amplifier and finally transformed into a digital

bit stream through a comparator. Compared to the direct RF detection architecture, the

FC RXs achieve the gain boosting at the IF stage, making them no more dependent on the

bulky high-Q components used at the input stage. Thus, a further advantage of the FC-based

RXs is its higher integration level. For instance, fully integrated WuRXs in literature such

as [LBD+20, TKE14] are found only based on the frequency conversion architecture. In

addition, the IF filter used also help them achieve a comparable or better selectivity compared

to that of the direct RF detection architecture. To summarize, the FC receiver architecture in

general gains a greater attention in gigahertz and highly integrated applications.

LNA-First or Mixer-First Architectures

In literature, depending on either an LNA or a mixer is the first stage, WuRXs using the FC

architecture can be categorized into two main groups, which are LNA-first and mixer-first

receivers. A classical topology from the LNA-first FC receivers is the super-heterodyne

architecture as shown in Fig. 2.2 (b) which is nowadays still widely being used in wireless

receivers [Ell08].

In the mixer-first receivers, the input RF signal is directly down-converted by the mixer

into an IF band. Thereon, the IF signal is amplified and filtered by an IF filter. The

main advantage of the mixer-first receivers lies in the relatively lower power consumption

due to elimination of the power-intensive LNA that exists in the LNA-first architectures.

Nevertheless, due to insufficient RF amplification, the receivers from this class may suffer

from poor sensitivity. A 2.4-GHz dual-mixer mixer-first WuRX [ASB+19], for instance,

achieved a sensitivity of only -57.5 dBm with a power consumption of 150 µW. To mitigate

this disadvantage, the power budget which was saved by omitting the LNA has to be shifted
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to IF amplifiers or filters for a higher gain. As a result, the overall WuRX power usage is

increased making it comparable to that of the LNA-first frequency-conversion receivers.

As an example, another 2.4-GHz mixer-first WuRX [LBD+20] achieved an improved

sensitivity of -92.6 dBm, but at the cost of a very high power consumption of 496 µW. A

further approach to improving the RF gain is the implementation of the IMN with a passive

voltage gain. This method, however, requires off-chip high-Q components which hinders the

system integration [ASB+19, IKW19].

Certain-IF or Uncertain-IF Architectures

A different method to classify the FC receiver architectures is to observe whether a phase-

locked loop (PLL) or a frequency-locked loop (FLL) exists in an FC receiver. Although

FC receivers with a PLL are a classical solution to achieve high receiver sensitivity and

selectivity, the uncertain-IF FC receivers become popular in state-of-the-art WuRXs due

to elimination of the power-intensive PLL. Without the PLL, the IF of the down-converted

signal contains uncertainty due to phase noise of the unlocked oscillator. Thus, the IF

bandwidth is usually loosened to relax the LO frequency accuracy requirement. The

FC receivers without the PLL are known as uncertain-IF receivers which can be found

in [PGR09a, TKE14, Tzs17, ASB+19, LBD+20].

2.1.3 Choice of Receiver Architecture

Table 2.1 briefs the characteristics of the state-of-the-art WuRX architectures. It can be

generally seen that from the DRF to the FC WuRXs, the receiver sensitivity improves, but at

the cost of a higher power consumption. This reveals a core challenge for WuRX designs,

where a low power consumption and a high receiver sensitivity are difficult to achieve

simultaneously. To address this challenge, duty cycling technique was chosen for both the

WuRXs in this work. Via duty cycling, the power consumed by the active RF components

can be greatly reduced, whilst a high receiver sensitivity remains. In fact, this technique is a

trade-off for a lower transmission data rate. Nevertheless, the lower date rate transmission is

acceptable for WuRXs, because the main RXs are responsible for a high or very high data

rate transmission.

Based on the beforehand studies and discussions, following architectures were chosen for

the wake-up receiver researches carried out in this dissertation.

• The duty-cycled TRF RX architecture was chosen for the 180-nm WuRX research due

to its high sensitivity achievable at a low power consumption. To further improve the

sensitivity and lower the power consumption, a low-power, high-gain and fast switch-

able LNA loaded with a high-Q LC tank was developed. Moreover, by investigation

and development of an active, fast-switchable envelope detector, the complete WuRX

is able to achieve a very short on-time of only 300 ns. This enables the WuRX with a

nano-Watt level power consumption at a relatively high data rate of around 100 bps. In

contrast to [DMB+20, MDB+19a] where the high-Q RF filters were achieved based
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Archit.
Non-LNA DRF in Fig. 2.2 (a) Duty-cycl. TRF in Fig. 2.2 (b) FC in Fig. 2.2 (c)−(d)

Passive detector ULP detector MEMS-assist Coil inductor SHD, zero-IF Mixer-first

Examples

[MBR+19] [MK19a] [DMB+20] 180-nm WuRX 45-nm WuRX [LBD+20]

[RCS+16] [YZTM18] [MDB+19a] [Tzs17, TKE14] [ASB+19]

[ORW13] [RW12, CC17] [MOE+13a, Mil12] [AKD+18]

LNA No No Yes Yes Yes No

Mixer
No No No No Yes Yes

VCO

Power
Lowest Moderate to lowest Highest

(sub-µW to sub-nW) (sub-µW) (usually > 10 µW)

Data rate
Moderate Moderate to lowest Moderate to highest

(several 100 bps) (several 100 bps to 10 bps) (10−100 kbps)

Sensitivity
Worst Moderate to best Moderate to best

(in most cases>-70 dBm) (<-70 dBm) (<-70 dBm)

Frequency Normally < 1 GHz Normally < 1 GHz Normally > 1 GHz

Table 2.1: Architecture and performance summary of state-of-the-art WuRXs [MPE22a∗].
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on extra MEMS technologies, this WuRX provides a cost-effective solution with

comparable performance to medical implantable applications.

• The SHD RX architecture with an uncertain-IF was chosen for the 45-nm WuRX

research, due to its high sensitivity, high selectivity and high degree of integration. To

reduce the high power consumption, duty cycling was also applied for this WuRX. To

achieve the multi-band operation, a digitally band-tunable LNA, a broad-band mixer

and a broad-band VCO were exploited. To avoid the high design complexity and

power consumption of an PLL, the VCO was designed to operate without the PLL.

Thus, an IF band-pass filter with a relatively broad pass-band was designed to tolerate

the frequency inaccuracy of the free-running VCO.

• Beside of the architectures chosen for the WuRXs, which are the core of the WuRX

designs in this work and referred as the WuRX analogue front-end (AFE) in the later

context, a digital back-end (DBE) was added for both the WuRXs. The main tasks of

the DBE are to provide the WuRXs with an addressing function and an interface to

interact with the outer environment.

Fig. 2.3 shows the block diagram of the general WuRX topology for both the WuRXs

investigated in this dissertation. While the AFE part demodulates, and converts the input

RF signal into a digital bit stream VBB, the DBE part compares the input digital bit stream

interpreted by the AFE with its own address and decides whether to take a wake-up decision.

The DBE part also contains a slave serial-to-peripheral interface (SPI) which enables the

configuration of the WuRX chip via an external micro-controller. An off-chip 32.7-kHz

commercial oscillator with extremely low-power consumption is used as the clock signal for

the entire WuRX.

For the sake of clarity, it is necessary to notify that in the rest of this dissertation, the AFE

part of both the WuRXs operates from a supply voltage denoted as VDD,AFE, while the DBE

part is fed by another supply denoted as VDD,DBE.

In contrast to the AFE which is duty-cycled to significantly reduce its power consumption,

the DBE can not be duty-cycled. This is because the register bank where the configuration

Analogue
Front-End

Digital
Back-End

VDD,DBE

µ C

VDD,AFE

VWuRX
sRF

VBB

V EN

Figure 2.3: General wake-up receiver architecture used for both the WuRXs in this work.
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commands are saved is volatile and each time when it is powered down, the information

saved in the registers will be removed. To reduce the power consumption, in particular the

leakage power of the DBE, the DBE is designed to have another voltage supply VDD,DBE

much lower than that of the AFE VDD,AFE. Separation of the voltage supplies from the two

parts brings further advantages, such that it not only makes the test and debugging much

easier, but also improves the system performance. For instance, the low-frequency noise

generated from the digital part can be isolated from the analogue supply VDD,AFE, thus

improving the receiver sensitivity.

2.2 Top-Level Design Concepts and Parameters

2.2.1 Modulation Scheme

Base-band data from a signal source have to be first modulated to a carrier signal before

they are sent out to a wireless receiver. Since the carrier signal is in most cases a sine-wave

signal which contains information of amplitude, frequency and phase, modulation schemes

in literature can be correspondingly categorized into three main groups. These are amplitude

modulation (AM), frequency modulation (FM) and phase modulation (PM) [Fet16].

For WuRX designs, a low-power consumption has a high priority among all the research

goals. Thus, a modulation scheme should be chosen such that the design complexity of the

receiver is minimized. In this context, the AM scheme due to its simplicity is in general

a more promising choice compared to the other two options. For instance, under the

AM schema, envelope detectors can be used directly after the antenna, giving birth to the

simplest form of RX architectures, the non-LNA DRF receiver architecture as was previously

introduced in Section 2.1.1. Moreover, among the AM scheme, the on-off-keying (OOK)

modulation is the simplest modulation method. Although the OOK is not comparable to the

FM or PM concerning the link efficiency, it leads to receivers with the simplest form which

consume much lower power compared to receivers using other modulation schema [Pro01].

Thus, the AFE of both the WuRXs in this work was chosen to operate under the OOK

modulation scheme.

2.2.2 Carrier Frequency, Communication Range and Antenna Size

The energy of a radio signal reduces when it travels over a certain distance through a free

space. The extent of the attenuation is related to the travel distance d and the signal frequency

f . Deriving from the Friis transmission formula [Fri46], the free-space path loss (FSPL,

in dB) equation describes this relationship between the energy loss, d and f [Bal16]:

FSPL = 20 · log10 (d)+20 · log10 ( f )+20 · log10

(

4 ·π
c

)

(2.1)
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where c represents the speed of light in air and is a constant. Eq. (2.1) tells for a defined

communication distance, signals with lower frequencies are less attenuated than those with

higher ones. At a 1-meter distance, a 400-MHz sine-wave signal has an FSPL of 24.5 dB,

while the FSPL for a 5.5−7.5-GHz sine-wave signal is 47.2− 49.9 dB at the same distance.

A further important definition is the equivalent isotropically radiated power (EIRP, in

dBm). It represents the maximum amount of the transmitted power which is related to the

transmitter power PTX,dBm and the antenna gain Aant,TX,dB:

EIRP = PTX,dBm +Aant,TX,dB (2.2)

For different frequency bands, regulations concerning the allowable EIRP are different. For

the 180-nm WuRX operating at the MICS band from 401−406 MHz, the maximum EIRP is

recommended to lie below -15 dBm [SSW+05]. Assuming that the 180-nm WuRX has a

sensitivity of -80 dBm, the transmit antenna gain is 0 dBi, and the power loss of the human

body and the receive antenna has a typical value of 40 dBm [FDWP21], the communication

range calculated through Eq. (2.1) is 1 m. For the 45-nm WuRX operating above 5.5 GHz,

taking the unlicensed band at 5.8 GHz for example, the EIRP should be around 30 dBm.

Assuming that the 45-nm WuRX has a sensitivity of -70 dBm and both the transmit and

receive antenna gain are 0 dBi, the communication range is calculated to be 400 m.

The above analysis shows that it is of advantages to operate at lower frequencies in terms

of a broader communication range. However, with an on-going operation frequency, the

size of the antenna increases. The length of a dipole antenna Lant, for instance, can be

approximated using the following equation:

Lant =
1

2
· cant

f
≈ 1

2
· c

f
(2.3)

where f is the frequency of the transmitted RF signal, and cant denotes the speed of light

in an antenna which is usually very close to the speed of light in air c. At 400 MHz, the

predicted dipole antenna length is around 18 cm, while at 5.5-7.5 GHz, the predicted antenna

length is only 1.3−0.95 cm. This clearly shows that a higher operation frequency contributes

a more compact system.

2.2.3 Duty Cycling

Fig. 2.4a depicts a general time trace of the low enable signal V EN used to switch the AFE

on and off. It has a duty cycle of D which is defined as the ratio between the AFE on time

TON and the sampling bit length Tbit:

D =
TON

Tbit
=

TON

TOFF +TON
(2.4)

where TOFF is the off-time of the circuit. For the WuRX in this work, only AFE is designed

to be duty-cycled; the DBE is continuously on. Since the off time normally surpasses the on
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Figure 2.4: Time trace of a duty-cycled AFE’s (a) low enable signal V EN, and (b) current consumption
IDD,AFE.

time much more (TOFF ≫ TON) so that Eq. (2.4) can be approximated as:

D ≈ TON

TOFF
(2.5)

Fig. 2.4b shows how the receiver’s current consumption ICC,RX behaves in accordance to the

low enable signal V EN. When turned on, the receiver AFE consumes a current of ION,AFE,

and when turned off, it draws a leakage current of ILEAK,AFE, which can be summarized as

follows:

IDD,AFE =

{

ION,AFE if 0 < t < TON,

ILEAK,AFE if TON < t < Tbit.
(2.6)

It can be seen that the leakage current ILEAK,AFE which is not related to the duty cycle

D is a constant. And only the supply current without the leakage, (ION,AFE − ILEAK,AFE),

can scale down with the duty cycle D. Thus, the arithmetic mean value of the AFE’s current

consumption, IDD,AFE, is:

IDD,AFE = D · (ION,AFE − ILEAK,AFE)+ ILEAK,AFE (2.7)

Therefore, the average power consumption of the AFE, PAFE, is calculated using:

PAFE = IDD,AFE ·VDD,AFE = D · (ION,AFE − ILEAK,AFE) ·VDD,AFE + ILEAK,AFE ·VDD,AFE

(2.8)

Eq. (2.8) shows that to minimize the power consumption of the receiver AFE, there are

three parameters that should be minimized during design: (1) duty cycle, (2) DC current

consumption, and (3) leakage current.
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2.2.4 Oversampling Based Synchronization

Phase information is of great importance for correct detection of a wake-up signal, because a

WuRX must firstly know the start of the wake-up message and then is able to judge whether

this symbol stream corresponds to its wake-up sequence. Since a wake-up call is a temporary

RF signal that lasts only for a certain short time in a wireless communication channel,

a method called clock data recovery that requires a continuous data stream to contain

timing information is not suitable for this application scenario. This work implements

another method, called oversampling technique [Mil12, Tzs17, RA18], to recover the phase

information and guarantee the correctness of the demodulation result. In this manner, one

symbol sent by the TX with a symbol period of Tsym is sampled by the WuRX AFE with an

over-sampling factor of 4 and with a sampling bit length of Tbit. The relationship between

Tsym and Tbit is:

Tsym = 4 ·Tbit (2.9)

Moreover, the transmission data rate DR is the symbol rate defined as the reciprocal of the

symbol period Tsym:

DR =
1

Tsym
=

1

4 ·Tbit
(2.10)

As shown in Fig. 2.5, a symbol sent from the TX can be restored by the WuRX under the

condition if there are 2 or 3 times of the same sampled values continuously detected by the

WuRX. Moreover, it should be also noticed that since the phase information is unknown,

it can often happen that the WuRX samples an RF signal just at OOK transitions. In this

case, the bits sBB sampled at the OOK transitions contain uncertainty and should not be used

for the restoration of the symbols sent by the TX. In order to obtain at least two adjacent

assuring bits in the case of sampling at the transitions, which is necessary for a correct

decision making to restore a transmitted symbol, a minimum oversampling factor of 3 should

0
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0 1 1 1 0 0 0 1 1 1
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X X X X
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transitions
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1 0 1

1 0 1

(1)
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Figure 2.5: (a) Detected base-band results sBB after 4-time over-sampling used in [Mil12, Tzs17, RA18]
and this work, and (b) after bit-level duty-cycling (1-time sampling) used in [DMB+20,
MDB+19a], when (1) full input RF signals sRF and (2) their OOK transitions are sam-
pled [MPE22a∗]. ©[2022] IEEE.
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be guaranteed.

It should be noted that there is a trend to use the bit-level duty-cycling in recently reported

high-performance WuRXs [DMB+20, MDB+19a]. While this technique, by decreasing the

sampling rate to the minimum, directly reduces the power consumption of the WuRXs, it also

introduces a high risk of detection failure and hence should be avoided in practical use cases.

Fig. 2.5 (b) shows both cases when a bit-level duty-cycled WuRX samples a full length of its

input RF signal and when it only catches the RF signal OOK transitions. From Fig. 2.5 (b.2),

it can be seen if the WuRX samples only the OOK transitions, all its BB signals sBB after

the comparator become unpredictable. For instance, it may incidentally happen the intended

bit stream 0101 at the TX is demodulated by the WuRX as 1111. This leads to significantly

increased missed or false detection rate of the WuRX. It also should be noticed this is in

particular critical for highly sensitive WuRXs, such as [DMB+20, MDB+19a], since a very

weak or short RF signal can be detected so that an RF signal OOK transition can be easily

interpreted as code 1 no matter whether it is intended by the TX.

2.2.5 Power Consumption

The WuRX’s total power consumption, PWuRX, is a sum value of the power consumption of

the AFE, PAFE, and that of the DBE, PDBE. By replacing Tbit in Eq. (2.4) with Eq. (2.10),

the duty cycle D can be re-formulated as:

D = 4 ·DR ·TON (2.11)

Therefore, the average power consumption of the AFE, PAFE, can be also expressed as:

PAFE = 4 ·DR ·TON · ION,AFE ·VDD,AFE + ILEAK,AFE ·VDD,AFE (2.12)

Since the average power consumption of the DBE, PDBE, is mainly caused by the current

leakage of digital semiconductor transistors, the WuRX overall power consumption PWuRX

is as follows:

PWuRX = PAFE +PDBE = 4 ·DR ·TON ·PON,AFE +PLEAK,AFE +PLEAK,DBE (2.13)

where the power consumption of the AFE without duty-cycling PON,AFE, the leakage power

of the AFE PLEAK,AFE as well as that of the DBE are as follows, respectively:

{ PON,AFE = ION,AFE ·VDD,AFE

PLEAK,AFE = ILEAK,AFE ·VDD,AFE

PLEAK,DBE = ILEAK,DBE ·VDD,DBE

(2.14)

Compared to other semiconductor technologies such as bipolar junction transistors (BJT) or

BiCMOS technology, CMOS transistors do not rely on a quiescent base current to hold a

normal operation condition. Moreover, BJT-based circuits usually require a much higher

voltage supply than their CMOS counterparts. Thus, CMOS circuits in general are more
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power-efficient and consume much less PAFE, ON and PDBE, LEAK, and so both the WuRXs

proposed in this work were designed and implemented in CMOS technologies.

The minimal overall power consumption, PWuRX,min, is reached when D becomes ex-

tremely low (e.g. <0.01%):

PWuRX,min = lim
D→0

PWuRX(D) = PLEAK,AFE +PLEAK,DBE (2.15)

Eq. (2.15) tells that PWuRX,min is determined by the total leakage power of the circuit and

imposes the bottom limit on the WuRX’s overall power consumption when D is driven

very low. To avoid a noticeable leakage current, CMOS technologies with a relatively large

process node, for instance 180-nm CMOS, are in general preferred for the design of the

MICS WuRX. For RF circuits that should operate in broad and high-frequency band, which

is the case of the multi-band WuRX in this work, modern SOI CMOS technologies with a

small process node, for instance 45-nm RFSOI CMOS should be considered. In this context,

the technology choice bears the trade-off between the RF performance and leakage power

consumption of the circuit.

Moreover, in a practical case where the date rate is specified at a moderate level so that D

can not reach zero, in order to keep a lowest PWuRX, a very low ION,AFE as well as a short

TON are expected. This conclusion leads to the minimization of the power consumption as

well as the settling time of each component that belongs to the AFE.

2.2.6 Sensitivity

Receiver sensitivity (PSEN) describes the minimum signal power that a receiver should

receive to output a signal with a sufficient quality required by its following stage. The signal

quality is characterized commonly by the term signal-to-noise ratio (SNR). For the OOK

modulation schema used in both the WuRXs from this work, the minimal SNR (SNRmin,dB)

at the receiver output should be 11 dB as to demodulate an OOK signal with a BER fewer

than 10-3 [Gu06].

LNA’s Influence on Receiver Sensitivity

Generally speaking, the sensitivity of any receiver PSEN,dBm can be predicted using the

following equation:

PSEN,dBm = 10 · log10(kB ·T )+ log10

(

BWRX

1 Hz

)

+NFRX +SNRmin,dB

=−174dBm+ log10

(

BWRX

1 Hz

)

+NFRX +SNRmin,dB (2.16)

where kB denotes the Boltzmann constant, T stands for the ambient temperature with the

assumption T = 290 K, BWRX and NFRX represent the receiver noise bandwidth and noise

figure, respectively.
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Eq. (2.16) implies, suppressing the receiver noise figure directly improves the sensitivity.

As suggested by the Friis formula [Kra66], the receiver noise factor FRX is dominated by

the noise factor of the LNA FLNA which can be approximated by the LNA noise figure, the

LNA gain ALNA and the noise factor of the rest building blocks in the receiver Frest:

FRX ≈ FLNA +
Frest −1

ALNA
(2.17)

Eq. (2.17) suggests that the noise factor of the LNA will dominate the noise figure of the

entire receiver when its gain ALNA becomes sufficiently high. To a certain extent, the LNA

gain may have a greater impact on the receiver sensitivity than the LNA noise figure does. To

clearly illustrate this argument, two cases concerning the two different LNA performances

are considered as follows. In case (a), an LNA has a very low NFLNA of 1 dB, whereas its

gain ALNA,dB is limited to 10 dB. In case (b), NFLNA is 5 dB and ALNA,dB is 20 dB. For both

the cases, it is assumed that BWLNA is 100 MHz, SNR of the receiver is 11 dB, and NFrest is

20 dB. According to Eq. (2.16) and (2.17), the receiver noise figure NFRX from case (a) is

calculated to be 15.12 dB, while NFRX from case (b) is only 11.16 dB. This shows that the

LNA gain has a greater impact on the receiver sensitivity than the LNA noise figure. Thus,

improving the LNA gain should have a higher priority than decreasing the LNA noise figure,

when design trade-off has to be made between these two metrics.

Eq. (2.16) also implies, reducing the receiver noise bandwidth BWRX may also lead to

a higher receiver sensitivity. For conventional SHD receiver with a defined IF, BWRX is

usually reduced to its data rate. However, as will be discussed, due to untypical receiver

architectures chosen for the WuRXs in this work, such an analysis is not valid. A more

case-specific equation is needed in order to make more accurate predictions of the WuRX

sensitivity.

Uncertain-IF Super-Heterodyne Receiver Sensitivity

In an SHD receiver with an uncertain-IF band, the IF bandwidth usually much greater than

the data rate; using Eq. (2.16) to predict the sensitivity of an uncertain-IF SHD receiver will

result in a large deviation.

In literature, the sensitivity of an uncertain-IF SHD receiver at the room temperature can

be predicted by the following equation [DBBC21]:

PSEN,dBm =−171 dBm+NFSSB+5 · log10

(

BWIF

1 Hz

)

+5 · log10

(

BWBB

1 Hz

)

+0.5 ·SNRmin,dB

(2.18)

where NFSSB refers to the single side-band noise figure at the input of the ED, BWIF is the

bandwidth of the IF band before the ED, BWBB is the base-band bandwidth after the ED.

In this work, the IF bandwidth before the ED is constrained by the bandwidth of the IF

BPF after the mixer. To relax the requirement of the phase noise and frequency accuracy

of the unlocked oscillator, BWIF was specified to be 30 MHz. To enable a fast switching
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< 100 ns of the entire AFE, BWBB was loosened to around 10 MHz. As elaborated in the

prior subsection, NFSSB can approach the noise figure of the LNA only when the LNA gain

is sufficiently large. Nevertheless, as the gain goes up, more power is needed to boost up

the LNA transconductance. This results in a trade-off between gain, power consumption

and noise figure. In particular, for the implementation of the uncertain-IF SHD receiver

on a higher integration level, high-Q passive components are not available on-chip as an

important auxiliary factor to boost the LNA gain. Under this consideration, NFSSB was

specified to be 20 dB based on an empirical estimation that the LNA has a noise figure of

around 5−6 dB, a voltage gain of 20 dB and the noise figure of the rest blocks before the ED

is 30 dB. With all these specifications and according to Eq. (2.18), the best-case sensitivity

of this work is predicted to be around -73 dBm.

Tuned-Radio Frequency Receiver Sensitivity

In a TRF receiver, the noise from the antenna is first amplified by an LNA. Thereafter, the

amplified noise is due to non-linear effect of an envelope detector, self-mixed and mixed

with the RF signal that finally appears at the base band before the demodulator. Moreover,

the LNA, the envelope detector, and the BB amplifier also introduce noise into the RX, thus

further lifting the noise level at the demodulator input.

To reduce the noise and increase the sensitivity of the TRF receiver, the LNA is required

to have both a possibly high gain and a narrow bandwidth. With a sufficiently high RF gain

and narrow RF bandwidth, the sensitivity of the TRF RX, PSEN, can be predicted only by

using the noise factor of the LNA FLNA, the BB bandwidth BWBB and the signal-to-noise

ratio SNR before the demodulator [HDdL13],:

PSEN = 8 · kB ·T ·SNRmin ·FLNA ·BWBB (2.19)

Although Eq. (2.19) suggests a decreased BWBB improves the sensitivity, the minimal BWBB

is constrained by the on-time of the AFE, TON. To successfully detect the BB signal, the AFE

should at least be turned on for a time slot of 1
BWBB

. Thus, Eq. (2.19) is further formulated

as:

PSEN = 8 · kB ·T ·SNRmin ·FLNA · 1

TON
(2.20)

Eq. (2.20) can be also expressed in a more popular manner in dBm, where T = 290 K and

taking SNRmin,dB = 11 dB into consideration:

PSEN,dBm = 10 · log10

(

PSEN

1mW

)

≈−154 dBm+NFLNA −10 · log10 (TON ·1Hz) (2.21)

Eq. (2.20) or (2.21) indicates a larger TON contributes to a better RX sensitivity. However,

a larger TON also increases the power consumption of the AFE. According to Eq. (2.21),

Fig. 2.6 (a) depicts the sensitivity PSEN,dBm in dependence of TON when the noise figure of

the RF amplifier is 5 dB. In addition, according to Eq. (2.12), Fig. 2.6 (b) shows the power
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Figure 2.6: (a) Simulated AFE sensitivity PSEN,dBm, and (b) simulated AFE power consumption PAFE

in dependence of AFE on-time TON assuming NFLNA = 5 dB, DR = 100 bps and PON,AFE =
800 µW [MPE22a∗].

consumption of the AFE PAFE in dependence of TON when the data rate DR is 100 bps and

with the assumption PAFE,LEAK is zero.

To reach a midpoint between the sensitivity and the power consumption of the AFE at a

data rate of around 100 bps, this work targets an AFE on-time of 300 ns (which corresponds

to a BB bandwidth of 3.33 MHz) with a requirement for the LNA that NFLNA is below

5 dB. On one hand, the predicted PSEN,dBm is around -83 dBm, a bit better than the targeted

value of -80 dBm. To ensure the validity of the predicted results, the RF bandwidth and

the voltage gain of the LNA are specified to be narrower than 10 MHz, and greater than

40 dB, respectively. In the meanwhile, the LNA should also consume a possibly low DC

power of less than 500 µW. The following Section 2.2.8 will detail how such a high-gain

low-power LNA becomes realizable by taking advantage of high-Q resonators. On the other

hand, the predicted AFE average power PAFE is around 100 nW at 100 bps with an empirical

assumption that the AFE consumes a static power of 800 µW, and without considering the

leakage power of the AFE and the DBE. It can be seen, even pessimistically supposing

that the AFE and DBE draw in total a leakage power of half a micro-Watt, the power

consumption of the entire WuRX can still lie within the 1-µW range, thus also satisfying the

specifications.

2.2.7 Settling Time

The minimum on-time of a duty-cycled receiver AFE is limited by its settling time. In this

work, the settling time of the receiver AFE is defined by the time that the analogue base-band

signal before the comparator reaches 90 % of its steady-state amplitude. It is obvious to see

that the settling time of the entire receiver AFE is constrained by the settling time of its each
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building block; to satisfy the requirement of a defined on-time TON, each building block of

the AFE must settle completely within TON. Depending on the function of these analogue

blocks, there are two main mechanisms that may prolong their settling time, namely the

band-pass and low-pass effect.

Band-Pass Effect

Fig. 2.7 (a) shows a simplified model for the ith gain stage Gm,i in the AFE regarding

the band-pass effect. Here, ri, Ci and Li denote respectively the equivalent total parallel

resistance, capacitance and inductance that appear between the output of the ith Gm-stage

and the input of its following stage. This illustration, for instance, can model the case of a

loaded LNA in both the WuRXs. The 96 % settling time of this one-pole band-pass system

is [Smi07]:

Ts,96 % =
Q

f0
(2.22)

where Q denotes the quality factor of the LC resonator and f0 is the resonant frequency.

As will be elaborated in the following section, this resonator-based bass-pass band effect

plays an important role in the low-power circuits and are utilized for both the WuRXs in this

dissertation. Here as follows, only the settling time of such an LC resonator is considered

for the two WuRXs.

Regarding the 45-nm WuRX operating above 5.5 GHz, an on-chip LC resonator is consid-

ered since off-chip passive components should not be used for this work. In modern CMOS

technologies, the quality factor of on-chip sub-10 nH inductors are limited to 10−30 with

self-resonant frequencies located at around 10−20 GHz, and the Q-factor of the related LC

resonator stays usually around 10−20. At the target RF band covering 5.5−7.5 GHz, the

settling time of such a band-pass system is calculated to be between 1.82 ns and 1.33 ns,

according to Eq. (2.22). These values lie far below the specified on-time of 200 ns, showing

that the on-chip LC resonators play an inferior role in the settling process of the 45-nm

WuRX AFE.

Regarding the 180-nm WuRX operating at around 400 MHz, off-chip 10−100-nH induc-

tors with a Q-factor above 100 can be easily fabricated. Based on the high-Q inductors,

Gm,i LiCi Gm,jri rj Cj

(a) (b)

Figure 2.7: Illustration of (a) band-pass and (b) low-pass effect that may arise in a WuRX
AFE [MPE22b∗].
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low-loss LC resonators with a Q-factor of around 100 are also implementable. As was

elaborated in Section 2.2.6, an LNA utilizing such a high-Q LC resonator as its load can

achieve a narrow RF bandwidth and high RF gain, which is very important for the sensitivity

of a TRF-based WuRX. However, the Q-factor is constrained by the maximum allowable

settling time and can not be arbitrarily large. For a correct detection of the RF OOK signal,

the on-time of the AFE TON should be at least greater than TS, 96%. For an extreme case

assuming TON reaches this limit, this leads to Ts, 96% = TON = 300 ns. Thus, the maximum

allowable Q-factor at 400 MHz, according to Eq. (2.22), is 120.

In addition, the factor Q of the one-pole resonant system is related with its resonant

frequency f0 and -3 dB bandwidth BW-3 dB [Smi07]:

Q =
f0

BW-3 dB
(2.23)

According to simulations based on the sensitivity theory provided in [HDdL13], to have a

sufficiently narrow RF bandwidth so that the noise from the antenna has a trivial impact on

the BB signal, the maximum allowable RF -3-dB bandwidth should be less than 10 MHz.

Thus, at the RF band of 400 MHz, the minimum allowable Q-factor of the RF resonator

should lie above 40.

Low-Pass Effect

Fig. 2.7 (b) shows a further simplified model for the jth gain (or conversion gain) stage Gm,j

regarding the low-pass effect. rj and Cj represent respectively the equivalent total parallel

resistance and capacitance that appear between the output of the stage Gm,j and its following

stage. This model refers to the case of, for instance, the ED output of both the WuRXs.

Regarding the 45-nm WuRX operating above 5.5 GHz, as mentioned in the previous

subsection 2.2.6, BWBB is specified to 10 MHz, hence the settling time of the ED should at

least lie within 100 ns. Nevertheless, to achieve a possibly large conversion gain, rj should

be sufficiently large. Since Cj is, to a large extent, comprised by the input impedance of the

following stage, which are in most the cases CMOS gates and highly capacitive, it becomes

challenging to achieve a low Cj that keeps the total time constant within the allowed range.

This conclusion is also applicable for the ED output of the 180-nm WuRX.

2.2.8 Resonator-Assisted Amplifiers

The small-signal model of a single-stage CMOS amplifier, e.g. common source amplifier,

can be simplified as a voltage-controlled current source with an output resistance ro and a

parasitic capacitance Co, as shown in Fig. 2.8 (a). The DC small-signal intrinsic voltage

gain of this amplifier is gm · ro. Due to the low-pass effect caused by the parasitic Co, this

voltage gain drops dramatically at higher frequencies. To eliminate the low-pass effect, an

LC resonator parallel connected to the output of the amplifier can be used. By tuning the

resonate frequency of the overall LC tank to the target pass-band frequency, the imaginary
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Figure 2.8: (a) Small-signal model of a common source amplifier with an LC resonator as its load. (b)
Simulated voltage gain magnitude of the resonator-assisted amplifier Av in dependence of
bias current IDD and equivalent resistance of an LC resonator Rp, with assumptions that k =

0.001 S2/A and λ = 0.2 V-1 [MPE22a∗]. ©[2022] IEEE.

parts of the LC resonator are canceled and the load impedance seen by the amplifier equals

the parallel resistance of the LC resonator Rp. Fig. 2.8 (a) also shows the small-signal model

for the LC resonator that consists of an equivalent capacitance Cp, inductance Lp and the

equivalent parasitic resistance Rp. The Q-factor of this resonator is [Smi07]:

QLC = Rp ·
√

Cp

Lp
(2.24)

The resulted magnitude of the voltage gain of the resonator-assisted amplifier becomes:

Av =

∣

∣

∣

∣

vo

vi

∣

∣

∣

∣

= gm · (ro ||Rp) (2.25)
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Influence of amplifier parameters

Assuming that the CMOS transistor operates in the saturation region (VGS > Vth and VDS >
VGS −Vth) which is a typical operation condition for most CMOS amplifiers, the following

equations hold [Ell08]:

gm ≈
√

2 ·Cox ·µn(p) ·
W

L
· IDD

=
√

k · IDD (2.26)

ro ≈
1

λ · IDD
(2.27)

where IDD is the DC drain-source current, W and L represent the width and length of the

transistor, Cox and µn(p) are the gate-oxide capacitance per unit area and the mobility of

electrons (or holes), k equals

√

2 ·Cox ·µn(p) · W
L , λ represents the channel length modulation

coefficient and it is inversely proportional to the transistor channel length L. To have a direct

insight into the impact of Rp, λ is first considered as a constant. Thus, Eq. (2.25) can be

detailed as follows:

Av =
Rp ·

√
k · IDD

1+λ ·Rp · IDD
(2.28)

where Av is a function of the variable IDD. The optimum bias current IDD,opt at which Av

reaches its maximum Av,max can be obtained by using
∂Av

∂ IDD
= 0:

IDD,opt =
1

λ ·Rp
(2.29)

Av,max =
1

2
·
√

k ·Rp

λ
(2.30)

Eq. (2.29−2.30) reveal that by increasing the equivalent resistance of the LC resonator Rp,

the optimum current that helps the amplifier to achieve its maximum voltage gain can be

reduced. In other words, when Rp is enlarged, the amplifier consumes less power but achieve

more gain, which is one of the most desirable facts for low-power amplifier circuit designs.

This conclusion can be also clearly seen from Fig. 2.8 (b) where the relationship between

the voltage gain and the DC bias current is visualized when Rp increases, for instance, from

1 kΩ to 20 kΩ under the assumptions that k and λ are 0.001 S2/A and 0.2 V-1, respectively.

Therefore, to increase Rp, an LC resonator with a high Q-factor should be designed, thus

reducing the power consumption and improving the SNR of the WuRX.

Finally, Eq. (2.26) tells that for a large voltage gain at a low power consumption, one

should choose a high W
L for a large transconductance without increasing the bias current.
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Limitations

It is to be noted that the W
L ratio can not be infinitely large. At a constant bias current IDD,

as W
L increases, VGS −Vth decreases; when VGS <Vth, the CMOS transistor enters the weak

inversion region, where Eq. (2.26) is not valid any more.

The weak inversion operation region is in general not preferred for this work for the

following reasons. First, although CMOS transistors may achieve the highest
gm

IDD
in this

region, the absolute gm that a CMOS transistor achieves here is much smaller than that in

the saturation region. To achieve a comparably large transconductance as in the saturation

region, a super large W
L must be chosen for the transistor, resulting in significantly enlarged

parasitic capacitance. On one hand, the large capacitance will make the circuit settle very

slow. In this case, the duty cycling technique is not suited anymore; otherwise, the data rate

of the WuRX may enter into sub-bps region and the associated latency is unacceptably slow

(e.g. several seconds or ten seconds). On the other hand, some circuit topologies for RF

components may not be able to function properly due to the poles and the low-pass effect

caused by the large parasitic capacitance. Moreover, the CMOS transistors in the weak

inversion region are more sensitive to temperature variation, which makes certain circuits

such as current mirrors not robust anymore.

It is to be noted that the analysis above is valid only for single-pole amplifiers or multi-pole

amplifiers where non-dominant poles lie beyond the target operation frequency, such as

cascode amplifiers. In such cases, an LC resonator is applicable to compensate the dominant

pole and their small-signal equivalent model can be simplified into the form similar as

Fig. 2.8. Thus, the amplifier DC voltage gain becomes Gm · (Ro||Rp), where Gm and Ro

denote the equivalent transconductance and the equivalent output resistance of the entire

amplifier, respectively [Raz17].

2.2.9 Choice of Semiconductor Technology

Due to the prior discussions, it is of importance to have a semiconductor technology that

allows the circuit to have a low-voltage supply, reduced leakage current and, in particular

for circuits operating above gigahertz, lower parasitic capacitance that exists in both active

transistors and passive devices such as on-chip inductors and capacitors.

Bipolar technologies in general have a higher
gm

I ratio, less parasitic capacitance and a

higher fmax compared to their CMOS counterparts. However, bipolar junction transistors

(BJT) require a higher or much higher voltage supply and also rely on a quiescent base

current to hold a defined operation condition. Both the bias conditions may lead to a

larger total power budget for the WuRX circuit. Compared to CMOS transistors, the input

resistance of BJTs are much lower, which is disadvantageous in generating a high ohmic

load and a high voltage gain for its previous gm stage. More importantly, since in modern

large scale integrated circuits, where central processing units, memories and etc. are built

typically based on CMOS standard cell libraries, using bipolar technologies will severely

prevent the system from a higher integration level. Therefore, bipolar technologies are not
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considered for this work.

Conventional bulk CMOS technologies in large process nodes beyond >100 nm suffer

from large parasitic effect, in particular for the targeted broad band at frequencies beyond

5 GHz. Meanwhile, small-node bulk CMOS technologies face leakage current issues. In

contrast, an SOI CMOS technology in general excels its bulk CMOS counterpart at a similar

node in terms of lower parasitic capacitance between substrate and metal layers, lower

supply voltage, lower leakage current, fewer silicon area, eliminated latch-up effect and

less performance variation over temperatures [Uli01]. Nevertheless, a disadvantage behind

the modern SOI technology is that it may require a higher fabrication cost compared to its

conventional counterpart.

Based on the considerations above, for the 400-MHz WuRX for the MEDICOS project, a

180-nm CMOS technology was chosen. The parasitic effect in this large technological node

becomes relatively not decisive because of the relatively low RF of around 400 MHz. The

choice of the 180-nm CMOS technology offers advantages such as low leakage current of

the circuit, relatively low nominal supply voltage of 1.8 V and low fabrication cost.

For the 5.5−7.5-GHz WuRX, a 45-nm RFSOI CMOS from GlobalFoundries was chosen.

It offers an ultra-high fmax up to 380 GHz which is approximately 40 % higher compared to

65-nm and 40-nm bulk CMOS [Glob]. The low supply voltage environment of 1 V enables

the circuit to shrink its power budget. In addition, this technology brings further advantage

of lower back-end-of-line loss which can contribute to a higher Q-factor of the passive

components. The ultra-high Vth transistors and the thick-oxide-gate transistors also help to

suppress the leakage current of the circuits.

2.2.10 Latency

Latency (Tlat) is commonly defined as the time period that a WuRX takes from the moment

the receive antenna receives the first symbol of a wake-up frame until it sends out a wake-up

trigger to its main radio. Fig. 2.9 illustrates the definition of the latency.

The latency directly results from the data rate DR of a WuRX and the bit length of the

wake-up frame Lbit:

Tlat =
Lbit

DR
(2.31)

Normally, the bit length of the wake-up frame is dominated by the bit length of a correlator

that a WuRX uses to differentiate the intended wake-up frame from other unexpected

information or noise in the channel. While a correlator with a longer correlation length is

able to tolerate more bit errors in the wake-up frame and hence leads to a less WER, it also

results in a greater latency for the wake-up receiver. Thus, one has to bear the trade-off

between the latency and the receiver sensitivity.

Both the WuRXs in this dissertation target a maximal latency Tlat of less than 500 ms.

Since the minimal date rate in both cases is specified to be 64 bps, the theoretical correlator

length should be 32 bit. For the sake of design simplicity, this work re-uses the algorithm of
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Figure 2.9: Illustration of the WuRX latency Tlat after a wake-up frame arrives at the receive antenna
and is successfully detected by the WuRX.

a digital correlator [Tzs17] which has 31 bit. This 31-bit correlator may contribute to a 4−5

bit sensitivity enhancement.

2.2.11 Bit Error Rate and Wake-Up Error Rate

In literature, there are two terms often used in characterization of the sensitivity of WuRXs.

They are the bit error rate (BER) and the wake-up error rate (WER). For conventional

receivers, the BER is used for characterization of their sensitivity. In this case, the receiver

sensitivity is defined by the input power when the BER reaches a certain threshold value.

As mentioned in the subsection above, modern WuRXs [JWG+20, DBBC21, LBD+20,

MK19a, MK19b, AKD+18] usually implement correlators that interpret a wake-up frame

and virtually suppress the bit errors. Thus, the WER of a WuRX is not equal to and usually

fewer than the BER. The BER in the case of a WuRX reflects the sensitivity of the WuRX

AFE, but not the entire WuRX. However, for some WuRXs such as [SKA+19, BML+19,

ASB+19, IKW19] which do not implement correlators and are not able to output a wake-up

signal, the BER has to be used to characterize their sensitivity.

Moreover, in literature, the threshold value for the BER or WER is usually chosen to

be 10-3 for the sensitivity measurement regarding WuRXs. This means, the sensitivity is

measured to be the input signal power when one bit (or one wake-up frame) out of a thousand

is detected incorrectly by the receiver. This threshold value is much higher than the values

used in characterization of the sensitivity of conventional main radios which is usually not

greater than 10-6.
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In this dissertation, the WuRX sensitivity is measured to be the input power when the

WER reaches the threshold value of 10-3.

2.2.12 Design Specifications

180-nm WuRX

Based on the conclusions above and the previous analysis, design specifications for the 180-

nm WuRX are made, which are summarized in Table 2.2. To trade with the conversion gain

and RX sensitivity, the maximum DC power consumption of the WuRX AFE is specified

to be 720 µW. Since the WuRX shares a part of the analogue supply from its main RX

presented in [MEAB+21∗], leading to VDD,AFE equals 1.8 V, the analogue DC current of

the AFE should lie below 400 µA. Furthermore, the on-time of the AFE TON is specified

to a fixed value of 300 ns. Moreover, to provide the proposed WuRX with a high degree of

adaptability to different requirement on data rate DR, the DR for this work is specified to

range from 64 bps to 8.2 kbps. Thanks to the defined on-time of the AFE, the sensitivity of

the WuRX does not vary as the DR scales.

It is also noticed, in most recent WuRX designs such as [SKA+19, BML+19, KGS+19,

DMB+20], extra MEMS fabrication technologies have been used to implement resonators

with the highest Q that help them to achieve an ultra-narrow RF bandwidth, improve the RX

sensitivity and relieve the power consumption. As analyzed, the main design trade-off by

using such high-Q resonators is a very low data rate due to the prolonged settling time. For

instance, the WuRX in [DMB+20] needs a sampling time of 200 µs to obtain its highest

sensitivity but at the cost of a very low DR of 6.25 bps to keep its power consumption below

200 nW. Another drawback when employing MEMS is the need of a new development

cycle, merging or establishing a dedicated MEMS technology, thus increasing the design

budget and prolonging production period. Moreover, even if such a technology is available

in a CMOS process, a MEMS-based filter is bulky and may consume more silicon area,

Parameter Symbol Value

AFE sensitivity PSEN,dBm ≈ -80 dBm

Input reflection coefficient S11,dB <−10 dB

RF carrier frequency f0 401−406 MHz

RX bandwidth BWRX < 10 MHz

AFE noise figure NFAFE <5 dB

AFE conversion gain Acv > 60 dB

AFE DC voltage VDD,AFE 1.8 V

AFE DC current ION,AFE ≤ 400 µA

AFE on-time TON 300 ns

Data rate DR 0.064−8.2 kbps

Table 2.2: Derived design specifications for the 180-nm WuRX [MPE22a∗]. ©[2022] IEEE.
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Circuits LNA ED BB ampl. Comparator Total

ION,max / µA 300 70 15 15 400

Table 2.3: Specified DC current for building blocks of the 180-nm WuRX AFE.

thereby further expanding the design budget. Therefore, this work utilizes cost-effective and

commercially available off-chip high-Q inductors to form the high-Q resonator.

Based on the maximum DC current required for the WuRX AFE, the DC current for each

building block of the WuRX AFE was estimated which gives orientation for the following

design and implementation. Table 2.3 lists the specified current values. As is seen, 75% of

the total current is reserved by the LNA to boost its gain and lower its noise figure. The

second current consumer is the envelope detector. The envelope detector needs this power to

achieve a relatively high conversion gain which is also relevant for the receiver sensitivity.

45-nm WuRX

Also based on the analysis and conclusions made in previous subsections, research speci-

fications for each building block of the 45-nm WuRX are made, and then summarized in

Table 2.4. The DC current for the AFE in this work is first specified to be 5.5 mA. According

to my prior experiences with small-node technologies [PML+17∗] as well as the study on the

45-nm CMOS transistor leakage, the DBE in this work is estimated to have a leakage current

of around 5 µA from a 0.5-V supply. Moreover, the AFE in 45 nm RFSOI is assumed to

draw a leakage current of 0.5 µA from a 1-V supply. Thus, the minimum power consumption

is specified to be below 5 µW. The maximum on-time of the AFE is specified to 150 nm.

The DC current for each building block of the multi-band WuRX AFE was estimated.

Table 2.5 lists the specified current values. As is seen, 72.7% of the total current is reserved

by the RF front-end comprising the LNA, mixer and the DCO.

Parameter Symbol Value

AFE sensitivity PSEN,dBm ≈ -70 dBm

Input reflection coefficient S11,dB <−10 dB

RF carrier frequency f0 5.5−7.5 GHz

RX bandwidth BWRX < 500 MHz

AFE DC voltage VDD,AFE 1.0 V

AFE DC current ION,AFE ≤ 5.5 mA

AFE noise figure NFAFE <10 dB

AFE conversion gain Acv > 60 dB

AFE on-time TON 150 ns

Data rate DR 0.064−8.2 kbps

Table 2.4: Derived design specifications of the 45-nm WuRX [MPE22b∗].
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Circuits LNA Mixer DCO IF-BPF ED ADC Current bank Total

ION,max /mA 2.5 0.5 1.0 0.5 0.5 0.3 0.2 5.5

Table 2.5: Specified DC current for building blocks of the 45-nm WuRX AFE [MPE22b∗].

2.3 Modeling and Analysis of Loaded Cascode Amplifiers

Based on the prior analysis in Section 2.2.8, it can be seen that a resonator-assisted amplifier,

if properly designed, may achieve a narrow bandwidth, high voltage gain while consuming

low DC power. As will be elaborated in later Section 3.3, a cascode amplifier is a promising

solution as RF amplifiers compared to other amplifier topologies, which can also provide

a high voltage gain at a high-frequency and low-power environment. It is hence of great

interest to analytically investigate the resonator-assisted cascode amplifier, a combination of

the LC resonator and the cascode circuit.

In the following, the frequency response, voltage gain and noise performance of the loaded

CMOS cascode amplifier are carefully studied based on small-signal equivalent circuit

(SSEC) models. Thereafter, conclusions are made which give directions in application of

the resonator-assisted cascode amplifier as RF LNAs for both the WuRXs in this work.

Fig. 2.10 (a) shows the schematic of a loaded CMOS cascode amplifier. IDD denotes

its DC bias current. Bulk terminals of both the transistors are grounded. It is assumed

both the transistors M1 and M2 operate in saturation region. This means Eq. (2.26) holds

for the following analysis. Both the transistors also work under the same bias condition,

e.g. VDS,1 =VDS,2 and VGS,1 =VGS,2. LG is assumed to be an ideal, infinitely large chock

inductor without any parasitic resistance or capacitance.

Fig. 2.10 (b) shows an SSEC model for the loaded cascode amplifier. Here, CP0, CP1 and

CP2 denote the parasitic capacitances of the transistors M1 −M2. It should be noted that due

to the cascode topology, the Miller capacitance due to CGD1 seen at the input of nMOS M1

accounts only for approximately 2 ·CGD1 [Ell08]. The capacitances CP0, CP1 and CP2 can

be predicted as follows:

{ CP0 ≈CGS1 +2 ·CGD1

CP1 =CBD1 +CGS2 +CBS2

CP2 =CGD2 +CBD2

(2.32)

In this analysis, the input signal is directly loaded on CP0. Thus, the capacitance CP0

does not affect the input signal strength. In practical cases, the signal source has a inner

resistance which builds together with the capacitance C0 a low-pass filter. Thus, the input

signal Vi may get attenuated and will not be fully loaded at the input of the cascode amplifier.

Nevertheless, as will be shown in later sections, the low-pass filter effect can be mitigated if

the IMN is properly designed, in particular by using LC resonators; the input signal may

even get boosted, if the IMN is designed to be a transformer.

For the sake of simplicity, the inner resistance of the signal source is assumed to be zero.
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Figure 2.10: (a) Schematic of a CMOS cascode amplifier loaded with an impedance of Zo. Here, CGSi,
CGDi, CBSi and CDSi denote respectively the gate-to-source, gate-to-drain, bulk-to-source
and bulk-to-drain parasitic capacitance of the nMOS transistor Mi, where i is either 1 or 2.
(b) The SSEC model of the loaded CMOS cascode amplifier, where CP1, CP2 denote the
equivalent capacitance that appears at the node P1 and P2, respectively. CP0 represents the
equivalent parasitic capacitance that arises at the input of the cascode amplifier.
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Thus, the input voltage signal is fully loaded to the input of the nMOS transistor M1 and CP0

is omitted for the following analysis.

It is also to be noted that in modern CMOS technologies, due to strongly shrinking of the

channel length, the distance between the drain and source of a transistor becomes smaller,

and so the distance between their metal contact layers. This also gives arise to in-negligibly

large parasitic drain-source capacitance, which in particular will increase the value of CP1

and CP2.

2.3.1 Frequency Response and Gain-Bandwidth Product

Depending on the SSEC model in Fig. 2.10 (b), the intrinsic DC output impedance ro, intr

and the DC voltage gain Ao, intr of the cascode amplifier (without load Zo) can be obtained:

Ao,intr = gm1 · ro1 · (gm2 · ro2 +1) (2.33)

ro,intr = ro1 + ro2 +gm2 · ro1 · ro3 (2.34)

It is of importance to analyze the influence of the poles at node P1 and P2 and the impact

of an LC resonator as the amplifier load on the cascode circuit performance. To avoid

complexity, in the following, the frequency response of each case is studied separately in

cases (a), (b) and (c). In the case (a), only the influence of the pole at P1 is considered; CP2

and the capacitive part of Zo are ignored. In the case (b), only the influence of the pole at P2

is considered; CP1 is ignored. In the case (c), Zo together with CP2 is assumed to form an

RLC resonator and the influence due to CP1 is negligible. SSEC models for these cases are

shown in Fig. 5.1 in Appendix.

Pole at node P1

According to the SSEC model shown in Fig. 5.1 (a), the transfer function of the SSEC model

when only the pole at node P1 is considered can be deduced:

Av(s) =− A0
s

ωc
+1

(2.35)

A0 =
A0,intr

1+
ro, intr

Ro

(2.36)

ωc =
1+

ro,intr

Ro

CP1 · ro1 · (1+ ro3

Ro
)

(2.37)
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where A0 and ωc denote the DC voltage gain and the -3-dB cut-off frequency, respectively.

The gain-bandwidth product GBPP1 (= A0 ·ωc) of the SSEC model is:

GBPP1 =
A0,intr

CP1 · ro1 · (1+ ro3

Ro
)

=
gm1 · (1+gm3 · ro3)

CP1 · (1+ ro3

Ro
)

(2.38)

Since CP1 contributes negatively to the GBPP1 of the cascode amplifier, the ratio of W/L

can not be chosen arbitrarily large. Also, the load resistance Ro has a positive impact on the

GBPP1 which should be designed large. It should hold Ro ≪ ro3 so that the impact of ro3

on GBPP1 can be minimized. In addition, assuming ro1 ≈ ro3 = ro, gm1 ≈ gm3 = gm with

Eq. (2.26), and because CP1 is proportional to the size of the transistors (CP1 = m ·W ·L,

where m is a process-dependent parameter.), Eq. (2.38) can be simplified as:

GBPP1 ≈
g2

m · (ro||Ro)

CP1

=
k

m
· IDD

L2
· (ro||Ro) (2.39)

Eq. (2.39) suggests to increase GBPP1, the transistor length should be kept at its minimum.

Pole at node P2

According to the SSEC model shown in Fig. 5.1 (b), the voltage gain of the differential

amplifier Av in this case can be deduced in the same form as Eq. (2.35), where A0 is the

same as provided by Eq. (2.36). The cut-off frequency is as follows:

ωc =
1+

ro,intr

Ro

CP2 · ro,intr
=

1

CP2 · ro,intr||Ro
(2.40)

Here, CP2 includes also the capacitive part Co of the load impedance Zo:

CP2 =CGD2 +CBD2 +Co (2.41)

In practical cases, the load of the LNA is usually CMOS gates and highly capacitive. Thus,

Co can be much larger than the sum of CGD2 and CBD2, and so CP2 is greater than CP1.

The gain-bandwidth product GBPP2 (= A0 ·ωc) of the amplifier is:

GBPP2 =
gm1 · ro1 · (gm3 · ro3 +1)

CP2 · (ro1 + ro3 +gm3 · ro1 · ro3)
(2.42)
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Assuming ro1 ≈ ro3 = ro and gm1 ≈ gm3 = gm, Eq. (2.42) can be simplified as follows:

GBPP2 ≈
gm

CP2
· gm · ro +1

gm · ro +2

≈ gm

CP2
≪ GBPP1 (2.43)

By comparing Eq. (2.43) with Eq. (2.39), it can be seen that the pole at the node P2 has much

more influence on the gain bandwidth of the circuit than its counterpart at the node P1. In

other words, the pole at node P2 is the main contributor constraining the circuit performance

from higher frequencies. Furthermore, from Eq. (2.43), it can be also observed that GBPP2 is

only related to the transconductance of its transistors as well as the load capacitance. Taking

Eq. (2.26) into consideration,GBPP2 can be further formulated into:

GBPP2 =
1

CP2
·
√

W

L
· k · IDD (2.44)

Eq. (2.44) implies, to enlarge GBPP2 or to mitigate the impact of P2, the only means is to

use more DC bias current IDD, which, nevertheless, is not desirable for low-power circuit

designs.

Compensation of pole at node P2 by an LC-resonator

To suppress the low-pass effect caused by the pole at node P2 without introducing much DC

current, an LC resonator is built at the amplifier output. At the resonant frequency, the load

impedance seen from the amplifier output equals a pure resistance, and the low-pass effect

due to the parasitic capacitance is removed. Without taking pole at P1 into consideration, the

cascode amplifier loaded with an LC tank is a 2nd-order BPF whose voltage gain Av can be

described as:

Av(s) =−A0 ·
s · ω0

Q

s2 + ω0

Q · s+ω0
2

(2.45)

where A0 is the same as provided by Eq. (2.36). ω0 and Q are the resonant frequency and

the Q-factor of this 2nd-order BPF system:

ω0 =
1√

CP2 ·Lo
(2.46)

Q =

√

CP2

Lo
· ro,intr||Ro (2.47)

Furthermore, the bandwidth ∆ω of the entire cascode amplifier with the LC load are:

∆ω =
ω0

Q
=

1

CP2 · ro,intr||Ro
(2.48)
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The gain-bandwidth product GBP (= A0 ·∆ω) in this case, assuming as previously that

ro1 = ro3 = ro and gm1 = gm3 = gm, is as follows:

GBP =
gm

CP2
· 1+gm · ro

2+gm · ro

≈ gm

CP2
(2.49)

which is the same as GBPP2. However, since the bandwidth ∆ω is much less than the center

frequency, the voltage gain of the LC loaded amplifier is much higher than the previous

counterpart. In other words, the topology of an LC loaded cascode amplifier greatly loosens

the requirement on a large GBP which was needed in the case without the LC resonator,

thereby reducing the power consumption. The relaxed requirement GBP also broadens the

choice of a relatively large CP2.

Moreover, it is also of importance to observe how the transistor or transistor-related

parameters influence the pass-band voltage gain of this LC-loaded cascode amplifier. Since

the transistors are designed to operate in saturation region, the following equation holds:

GBP =
1

CGD2 +CBD2 +Co
·
√

W

L
· k · IDD (2.50)

Since CL can be designed much larger than the sum of CDG2 and CDB2, the dominant

capacitance at the amplifier output is only Co, leading to:

GBP ≈ 1

Co
·
√

W

L
· k · IDD (2.51)

Eq. (2.51) suggests that with an increased W/L ratio, GBP increases. Thus, to achieve a

defined GBP, the bias current IDD can be reduced by enlarging the W/L ratio. However, this

conclusion can be valid conditionally for a certain range of W/L. As mentioned beforehand,

the increase of W/L radio leads to a larger node between the drain of M1 and the source of

M2, thus enlarging CP1 and making it not negligible.

2.3.2 Noise Modeling

The thermal noise of a resistor R can be modeled by a current source parallel connected to it

which has a one-sided spectral density i2n of:

i2n =
4 · kB ·T

R
(2.52)

Moreover, the thermal noise of a MOSFET can be modeled by a parallel current source
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between the drain and source terminals with a spectral density approximately of [Raz17]:

i2n ≈ 4 · kB ·T ·gm (2.53)

And the MOSFET’s flicker noise can be modeled by a series voltage source at the gate

terminal with a spectral density roughly of [Raz17]:

v2
n ≈

k2

f ·W ·L (2.54)

where k2 is a process-dependent parameter.

The input-referred noise spectral density is usually used to characterize the noise perfor-

mance of a circuit, which can be modeled as the total output noise spectral density of the

circuit divided by its voltage gain:

v2
i,o =

v2
n,o

|Av|2
(2.55)

In the case of a CMOS cascode amplifier as shown in Fig. 2.10, the main noise contributors

are the flicker and thermal noise of each MOSFET and the thermal noise of the resistive

part of the load Zo. Taking these noise sources into consideration, an SSEC model of the

CMOS cascode amplifier that models the noise behavior is built up, which is shown in

Fig. 2.11. Here, we analyze the case when the pole at P2 is compensated by application of

the LC-resonator and the impact from the pole at P1 is negligible. It should be also noted,

that there is no noise source for rDS1 and rDS2, because they are only models for the effect

of the channel-length modulation and do not exist in reality.

Since the noise sources shown in Fig. 2.11 are uncorrelated to each other, the output-

gm1 · vGS1 gm2 · vGS2

rDS2rDS1

vi = vGS1

vGS2

v2
n,oRo

v2
n,fl1

v2
n,fl2

i2n,th1 i2n,th2

i2n,Ro

P1

P2

Figure 2.11: SSEC model of the loaded cascode amplifier with noise sources, when the pole at node P2

is compensated by using the LC resonator, and also assuming that the impact from the pole
P1 is negligible.
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referred noise spectral density v2
n,o of the amplifier at the pass band is:

v2
n,o = v2

n,fl1 ·H
2
1 + v2

n,fl2 ·H
2
2 + i2n,th1 ·H

2
3 + i2n,th2 ·H

2
4 + i2n,Ro ·H2

5 (2.56)

where H1 −H5 refer to the DC transfer function of the noise sources when the input signal

of the amplifier is set to zero. Their expressions are listed in Appendix 5.

The input-referred noise of the cascode amplifier is as follows:

v2
n,i = v2

n,fl1 ·
(

H1

A0

)2

+ v2
n,fl2 ·

(

H2

A0

)2

+ i2n,th1 ·
(

H3

A0

)2

+ i2n,th2 ·
(

H4

A0

)2

+ i2n,Ro ·
(

H5

A0

)2

(2.57)

Assuming ro1 ≈ ro3 = ro, gm1 ≈ gm3 = gm and ro ·gm >> 1, then one can obtain Ao,intr ≈
g2

m · r2
o and ro,intr ≈ gm · r2

o . Therefore, the relationships between the transfer function and

the DC intrinsic gain can be achieved, as are shown in Appendix 5.

Finally, the input-referred noise of the LC-loaded cascode amplifier at its pass-band can

be formulated as:

v2
n,i =

k2

f ·W ·L +
k2

f ·W ·L · (Ro +gm · r2
o)

2

R4
o ·g4

m · r2
o

+4 · k ·T · ( 1

gm
+

1

g3
m · r2

o

+
1

Ro ·g2
m

) (2.58)

where the frequency f refers to the pass-band frequency in accordance to Eq. (2.46).

Eq. (2.58) implies that, to decrease the amplifier noise at its pass-band, gm should be

enhanced. In this context, a high DC bias current at a specific W/L ratio may be required.

Thus, design trade-off between the noise performance and power consumption is clearly

seen. Moreover, the increase of the equivalent load resistance Ro also, to some extent, may

contribute to a low-noise performance of the circuit. Finally, to avoid the influence of the

flicker noise, it is reasonable to set the pass-band to a higher frequency band.

2.3.3 Conclusion

Based on the foregoing comprehensive modeling and analysis, following important knowl-

edge can be acquired, which directs the upcoming design, optimization and implementation

of the LNA as a key building block for both the WuRXs within the research scope of this

dissertation.

• Application of a high-Q LC resonator as the load of the cascode amplifier can greatly

eliminate the low-pass effect caused by the load capacitance Co, thus effectively

loosening the requirement on a large gain-bandwidth product which was needed

without the resonator. The reduced bandwidth at the amplifier output helps to reject

the out-of-band noises, thus improving the SNR at the input of the following stages.

Compared to a resistive load, the LC-resonator also improves the voltage headroom

for the transistors, thereby enabling circuit operations from a low-voltage supply.
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• A large equivalent load resistance Ro is in general preferred, since it not only con-

tributes to a high Q-factor of the amplifier, reduces the low-pass effect caused by CP1,

but also helps to reduce the noise figure of the amplifier.

• With the application of the resonator, the remaining dominant pole of the amplifier

turns out to be the one located at P1. To reduce its low-pass effect, the transistor length

should be kept at its minimum.

• To increase the DC voltage gain and gain-bandwidth product of the amplifier, gm

of each transistor should be maximized. In the first place, to increase gm without

sacrificing the DC bias current, a large transistor width-to-length radio is preferable,

whereas a very large W worsens the low-pass effect due to CP1. Therefore, for the

amplifier operating at high frequencies, it is also necessary to increase the bias current

to achieve a specified voltage gain at the target band, leading to a trade-off between

the gain-bandwidth product and power consumption of the circuit.

• To reduce the noise of the amplifier, a large gm is expected. Thus, similar to the

analysis above, the noise optimization also has to bear the design trade-off between

the noise figure and DC power consumption.
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3.1 Semiconductor Technology

The 400-MHz wake-up receiver was implemented in a 180-nm CMOS technology of

GlobalFoundries. It is a standard CMOS process that has the following features which are

relevant to the investigation and implementation of the 180-nm WuRX [Gloc]:

• Seven metal layers, five metals with standard thickness and two thick metal layers,

one of which is made of copper rather than aluminum. This metal stack is suitable for

the fabrication of transmission lines or RF-related interconnections.

• Isolated p-well, e.g. to separate grounds of digital and analogue circuits.

• nMOS and pMOS transistors with high speed for 1.8-V supply domain and high

breakdown voltage for 2.5-V supply domain. While the 1.8-V high speed MOSFEFs

are suitable for the RF path of the circuits, e.g. LNA, envelope detector and etc., the

2.5-V MOSFEFs are applicable for power-gating and I/O switches.

• Different types of poly silicon resistors and a back-end-of-line (BEOL) resistor

between the first and second metal layer.

• Metal-insulator-metal (MIM) capacitors with different dielectrics and capacitance

per area. The high-Q MIM capacitors are good candidates in particular for digitally

tunable capacitor banks.

3.2 Receiver Overview

Fig. 3.1 shows the block-level architecture of the WuRX proposed in this work section which

consists of an AFE and a DBE.

The AFE was designed based on the duty-cycled TRF RX which incorporates an active

low-power fast-switchable LNA with a high voltage gain of 50 dB and a narrow tuned band at

402 MHz, a high-gain envelope detector (ED), a base-band (BB) amplifier and a comparator.

With the help of the LNA, the requirement of a very low-noise ED as well as BB amplifier

is relaxed thus decreasing the design complexity. To compensate the power consumed

by the active LNA and other active components, the duty-cycling is implemented via a

pulse generator that creates a low-enable signal V EN to power-gating switches of each AFE

components. The on-time of the entire AFE TON is defined by the pulse generator to 300 ns.

In this chapter, major portions of texts, figures and tables from section 3.2 to section 3.12 were taken from the

self-authored IEEE papers [MPE22a∗, MAJE20∗], where I am the first author. The citations obey the IEEE copyright

policy stated under https://www.ieee.org.

https://www.ieee.org
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Freq. Divider
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sRF
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Figure 3.1: Block diagram of the proposed 180-nm WuRX using the duty-cycled tuned radio frequency
architecture [MPE22a∗]. ©[2022] IEEE.

Besides, a fully-differential structure was selected for the AFE due to its high immunity

against common mode noises and temperature variations. The AFE was designed to operate

under the OOK modulation scheme due to the design and implementation simplicity and

lower power consumption required by both the RX and TX.

For the AFE, an unit current I0 with a value of 5 µA was chosen and generated by using

an nMOS transistor with a W
L ratio of 2.4 µm/180 nm and an off-chip 225-kΩ resistor. The

other current sources in all the building blocks of the AFE are mirrored from the current

reference I0 with specific current transfer ratios. The value of 5 µA for I0 results from design

compromise between current consumption and current mirror ratio. While a large value for

I0 wastes the power, a very low value, e.g. < 1 µA, results in a large current mirror ratio e.g.

> 100 which may cause a high inaccuracy of the mirrored bias currents for circuits.

The DBE consists of a frequency divider, a phase controller, a correlator and a slave

SPI. The frequency divider with a configurable division ratio from 1 to 16 divides the

reference clock frequency of 32.7 kHz into a specific frequency required by different use

cases. According to the 4-time over-sampled BB data demodulated from the AFE, the phase

controller detects the phase information and sends it further the correlator which makes

the final decision for a high-enable wake-up signal. The digital correlator may contribute

to a sensitivity improvement of around 4 dB. Unlike [MDB+19a, DMB+20] which use

bit-level duty-cycling and are very sensitive to clock drift, the implemented over-sampling

duty-cycling technique helps the DBE to successfully detect the phase information of its

sender, and makes the WuRX immune to strong clock drift between the TX and WuRX.

Finally, the SPI is responsible for the communication between the WuRX and external

masters, e.g. a micro-controller (µC) board.

3.3 Low-Noise Amplifier

According to the analysis made in prior sections, a very high gain and narrow RF band-

width of the LNA can directly contribute to a higher receiver sensitivity. Thus, unlike the

requirement on a low noise figure for conventional LNAs, in this work, the voltage gain and
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Parameter Symbol Value

Voltage gain
Av,dB > 21 dB

(single-ended to differential)

-3 dB Bandwidth BW-3 dB < 10 MHz

DC current ION,LNA ≤ 277 µA

Noise figure NF < 5 dB

Input reflection coefficient
S11,dB < −10 dB

(Rs = 50 Ω)

Settling time Ts < 120 ns

Table 3.1: Design specification for the LNA.

the RF bandwidth of the LNA have a higher priority. Here, an ultra-high voltage gain of

at least 50 dB, and a narrow RF bandwidth of less than 10 MHz are desired. Meanwhile,

to constrain the power budget expanded by introduction of this active LNA, the DC power

consumption should not exceed 500 µW. This leads to a maximum allowable DC current of

277 µA. Finally, the noise figure of the LNA should be less than 4 dB. Table 3.1 shows the

design specification for the LNA.

3.3.1 Topology

The LNA was designed to incorporate a passive IMN and an active LNA core. A careful

choice of suitable topologies for both the IMN and the LNA core is elaborated as follows.

• The IMN should be narrow-band. To further narrow the RF bandwidth of the entire

LNA, a high-Q LC resonator was implemented as the load of the LNA that not only

reduces the bandwidth, but also improves the voltage gain and lowers the DC power

consumption of the LNA core.

• A balanced-to-unbalanced (balun) LNA topology is needed to transform the single-end

input signal into a differential output required by the following stage. On account of

power efficiency, passive balun LNA topologies such as [TKW+14] were considered

rather than their active counterparts [ESAQJE17]. Moreover, the balun was designed

to locate within the IMN rather than at the LNA output to avoid the difficulty in

development of a balun or transformer with a very high Q factor.

• The IMN should be symmetrical and offer a high passive voltage gain. Asymmetrical

topologies such as the lumped LC balun presented in [MK19] should be avoided,

because it causes unbalanced (dis-)charging process at the input of the LNA core and

may prolong the settling time of the LNA. To delivery the high passive gain, the IMN

was designed to be an impedance transformer with a high transformation ratio. This is

achievable when its following stage, the active LNA core, has a high input impedance.

• Although adding the passive transformer in front of the active core will lead to loss

of RF power and directly increase the LNA noise figure, this helps to boost the LNA
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gain without adding power consumption. As discussed in Section 2.2.6, in a TRF

receiver, the high passive voltage gain of the LNA has a higher priority than the noise

figure; it not only improves the receiver sensitivity, but also helps to reduce the power

consumption. Therefore, it is worthy to select such a topology for the IMN for a

higher RF gain, a better receiver sensitivity and a lower power consumption.

• The active LNA core should be single-stage to avert much higher power consumption

required by multi-stage amplifiers. In literature, common source and common gate

circuits are commonly used topologies for single-stage LNAs. Common gate circuits

are not suitable because of their low input impedance that limits the voltage gain of the

IMN. Among the common source circuits, two main topologies are well acknowledged

in which are the common source circuit with a resistive feedback [HFWU12] and

the cascode circuit [SSR+16]. Here, the cascode topology was chosen, because it

exhibits the highest transconductance, the highest output impedance and the strongest

input-output isolation capacity whilst consuming the same DC power consumption as

the other counterparts. Moreover, due to suppressed miller effect, the cascode circuit

is reported to have a slightly lower noise figure compared to the common source

circuit [Ell08].
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44·I0
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C5 = 250fF R1 = 108,6kΩ R2 = 41,5kΩ LG = 100nH LD = 82nH

Figure 3.2: Simplified schematic of the proposed LNA [MPE22a∗]. ©[2022] IEEE.
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Based on these design considerations, the IMN was designed to be a narrow-band

impedance transformer that provides a passive voltage gain of around 20 dB. Low insertion

loss passive components were chosen to suppress the noise figure of the IMN. A further

30-dB voltage gain was obtained by the active LNA core which operates as a transconduc-

tance amplifier with a high-ohmic load. To further narrow the RF bandwidth and release the

power consumption, the amplifier load was designed to be a high-Q LC resonator. Fig. 3.2

shows the schematic of the proposed LNA.

3.3.2 Input Matching

The load of the IMN is the input of the LNA core which are the gate terminals of the

differential cascode amplifier. Their input impedance can be modeled through an equivalent

resistance Ri,cas parallel connected with an equivalent capacitance Ci,cas. Ri,cas and Ci,cas of

the designed LNA core were simulated to be approximately 20 kΩ and 300 fF, as will be

shown in later subsections. At the pass band of 400 MHz, assuming the IMN is lossless, the

IMN can ideally provide a passive voltage gain, Av,IMN:

Av,IMN =
vi,cas

vi
=

√

Ri,cas

Rs
= 20 (3.1)

To achieve this high voltage gain and to have a narrow RF bandwidth, the IMN was

designed to incorporate two transformers. The first transformer operates as a balun and

provides a symmetrical output for the LNA core. The second transformer narrows the

RF bandwidth and boosts the output impedance of the first one to match the high input

impedance of the LNA core. When the first and the second transformer have a turn ratio

of N1 and N2, the voltage gain Av,IMN and the impedance transformation ratio of the entire

IMN can be expressed as:

Av,IMN ≈ N1 ·N2 (3.2)

Ri,cas

Rs
≈ N2

1 ·N2
2 (3.3)

The first transformer was selected from a wide-band transformer series with a low insertion

loss of around 0.6 dB, which is commercially available at Coilcraft [Coic]. The second

transformer was designed as a capacitor-tapped resonant transformer that takes advantage of

the parasitic capacitance of the first one. It has a resonant frequency digitally tunable from

401 to 406 MHz. Both the transformers were implemented on a low-cost FR-4 PCB.

Small-Signal Model

To study the work principle of the IMN, an SSEC model was built up, as shown in Fig. 3.3.

Here, Ctrafo1 denotes the equivalent output capacitance of the first transformer. Ltrafo and Lr

represent the inductance of the second transformer and the inductance needed for the RLC
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Figure 3.3: SSEC model of the proposed IMN.

resonator to resonate at the pass band. It holds the following relationship between the model

parameters Ltrafo, Lr and the real circuit parameters of the inductors LG,1 −LG,2:

Ltraof2||Lr = LG,1 +LG,2 (3.4)

Moreover, Rpar is the equivalent parallel resistance that models the parasitic resistance

in the inductors L1 −L2 and also in the interconnections on the PCB. To achieve high Rpar

and Ri,cas and hence a transformation ratio, high-Q inductors were used for L1 and L1. They

were chosen to be ceramic core chip inductors with a small 0402 footprint and a Q-factor of

around 50 [Coia]. Furthermore, during PCB layout, the length of interconnections between

the components of the IMN were minimized to keep Rpar as large as possible.

Work Principle

The first transformer at the target band delivers an output resistance R1 that equals the square

of the turn ratio N1 multiplied by the source resistance Rs, and provides a voltage gain Av1

which equals N1:

R1 = N2
1 ·Rs (3.5)

Av1 =

∣

∣

∣

∣

vx

v1

∣

∣

∣

∣

= N1 (3.6)

The maximal turn ratio N1 of the commercially available wide-band transformers with

a bandwidth higher than 400 MHz is usually not greater than 3 [Coic]. This is apparently

insufficient to the required value of 10. Moreover, due to parasitic capacitance (at least in the

order of several pico-farad) that arises both within the transformer and at the interconnections

between the transformer and its following stage on the PCB, the bandwidth of the transformer

is reduced. The transformer voltage gain Av1 will be much lower than 3. To mitigate this

low-pass effect and also to boost the output resistance from the first transformer to a value
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largely enough to match the input resistance of the LNA core, the second transformer was

needed. It was designed to be a capacitor-tapped transformer that utilizes the parasitic

capacitance of the first transformer. In this case, the output impedance and voltage gain of

the second transformer Z2 at the resonant frequency f0 can be approximated as:

Z2 ≈ (
C1 +2 ·Ctrafo1

C1
)2 ·Z1 = N2

2 ·Z1 (3.7)

Av2 =

∣

∣

∣

∣

vi,cas

vx

∣

∣

∣

∣

≈ N2 (3.8)

where f0 represents the pass-band frequency of the IMN and can be approximated as:

f0 ≈
1

2 ·π
√

(Ltrafo2 · C1·Ctrafo1

C1+2·Ctrafo1
)

(3.9)

Eq. (3.7) suggests by adjusting the ratio between Ctrafo1 and C1, the output resistance of the

second transformer can be tuned to Ri,cas and the targeted voltage gain can be achieved.

To implement the IMN based on the SSEC model shown in Fig. 3.3, the first wide-band

transformer of the IMN was chosen to have a turn ratio N1 of 2
√

2. Using the S-parameter

model given in [Coic], this transformer’s Ctrafo1 was extracted in simulations to be 1.9 pF.

Moreover, because the total equivalent parallel resistance Rpar||Ri,cas at the output of the

second transformer is 10 kΩ, the required impedance transformation ratio was calculated to

be 14.1, and so N2 for the second transformer should be 5. Therefore, according to Eq. (3.7),
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Figure 3.4: Simulated frequency response of the IMN using the schematic shown in Fig. 3.2 and the
SSEC model in Fig. 3.3.
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C1 should be 950 fF, and according to Eq. (3.9), Ltrafo2 should be around 250 nH.

Using the parameters obtained above, two simulations were carried out to verify the

functionality of the designed IMN. The first simulation was run using the SSEC model in

Fig. 3.3 where all the components were assumed ideal and lossless. The second simulation

was done according to the schematic of the IMN in Fig. 3.2, where the measurement result

based S-parameter models of the passive components and the EM-simulation based S-

parameter models of the PCB interconnections were applied. Fig. 3.4 shows the simulation

results. It can be seen, both the simulation results predict a simulated S11,dB less than

-10 dB, thus showing the feasibility of the IMN. Although the simulation using more accurate

S-parameter model predicts a voltage gain of 21.9 dB, approximately 4 dB lower than the

lossless SSEC model does, the simulated 21.9 dB still satisfies our design specification.

Choice of Transformer

In the wide-band transformer series [Coic], there are several transformer options available.

These candidates feature different turn ratio, different insertion loss and bandwidth, which

may lead to different performance of the IMN and the LNA. In order to choose an optimal

transformer, further simulations were done for the IMN with 6 different transformer options.

The transformers were selected with the lowest insertion loss (0.6 dB) from 6 subgroups

with the turn ratio of 1, 2
√

2, 2
√

3, 2, 2
√

2 and 3, respectively. For each transformer, an IMN

was designed and optimized according to the aforementioned design procedure. Thereafter,

simulations using the accurate S-parameter models were run for the 6 IMNs. In these

simulations, the schematic of the LNA core in Fig. 1.2 was used so that the impact of each

IMN on the noise figure of the entire LNA can be observed.

Fig. 3.5 (a) and (b) show the simulated frequency response of S11,dB and voltage gain

Av,dB as well as the simulated noise figure NF of the 6 different IMNs. While almost all the
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Figure 3.5: Simulated (a) input reflection coefficient S11,dB, voltage gain Av,dB and (b) noise figure NF

of the LNA, when different wide-band transformers were used for the IMN.
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IMNs are able to deliver a voltage gain of around 23 dB and achieve a S11,dB below -10 dB,

the IMN using the transformer with a N1 of 2
√

2 helps the LNA to obtain a minimal noise

figure of 3.15 dB which is the lowest among all the IMNs. Therefore, the transformer with

the turn ratio of 2
√

2 was finally chosen for the IMN.

Digitally Tunable Resonator

Due to process variations that arise both on the chip and PCB, the parasitic capacitances in

the interconnections between the second transformer output and the cascode input may vary

so that the resonant frequency of the RLC resonator changes. To address this issue, C3 was

designed to be a 3-bit digitally tuned capacitor bank with its value configurable between

10 fF and 140 fF:

C3 = A[0] ·C3a +A[1] ·C3b +A[2] ·C3c (3.10)

where A[2:0] are the digital control bits with values of either 0 or 1. C3a, C3b and C3c have

values of 20 fF, 40 fF and 80 fF, respectively. This gives a tunable pass-band frequency of

the IMN from 395 MHz to 410 MHz, which covers the specified band from 401 MHz to

406 MHz. The configuration of A[2:0] was realized by using an SPI which was implemented

in the DBE of this work.

Fig. 3.6 shows the schematic of the designed digitally adjustable capacitor bank C3.

The capacitors C3a −C3c were implemented using high-Q MIM capacitors from the PDK

provided in the 180-nm technology. According to the different sizes of the MIM capacitors,

the width of the RF switches Ma1 −Mc1 and Ma2 −Mc2 was correspondingly chosen, so that

series resistance that exits in each connection between the transistor and the capacitor can be

minimized.
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Figure 3.6: Digitally tuned capacitor bank C3 for configuration of the middle frequency of the input
matching network.

3.3.3 LNA Core

The LNA core was designed to be a differential cascode amplifier composed of nMOS

transistors N1 −N4, loaded with an LC tank composed of two off-chip inductors L3 and L4,
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an off-chip capacitor C5 and an on-chip digitally tuned 3-bit capacitor bank C4. A pMOS

switch N7 and an inverter controlled by a low-enable digital signal V EN determines the

on-off state of the LNA core.

Differential Cascode Amplifier

Since the LNA core is a fully differential amplifier and thus symmetrical, the frequency

response of its each half circuit can represent that of the entire circuit. Therefore, the SSEC

model of the half circuit of the LNA core can be modeled using the SSEC model of a

single-stage cascode amplifier shown in Fig. 3.7.

According to the analysis in Section 2.3.1, when the transistors are sized moderately large,

the influence of the parasitic capacitance CP1 can be ignored. Thus, at the resonant frequency

of the LC resonator, the voltage gain of the differential cascode amplifier is that of its half

circuit:

Av,cas =

∣

∣

∣

∣

vo

vi,cas

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

1
2 · vo

1
2 · vi,cas

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

vop

vin,cas

∣

∣

∣

∣

= Gm, 1
2
·
(

ro, 1
2
||(1

2
·Rp)

)

(3.11)

where Rp denotes the total equivalent resistance of the LC tank loaded with the envelope

detector, which is around 20 kΩ. Its design and analysis will be explained in later sections.

Gm, 1
2

and ro, 1
2

denote the transconductance and the output resistance of the half circuit

shown in Fig. 3.7. Since the cascode transistors have the same dimension and are biased at

the same condition, their transconductance and the output resistance have the same value of

gm, ro. Thus, based on the analysis in Section 2.3.1, Gm, 1
2

and ro, 1
2

can be approximated as

gm1 · vGS1 gm3 · vGS3

ro3ro1

vGS1 = vin

vGS3

vop

Virtual ground

CP1 CP2

io

Figure 3.7: SSEC model of the half circuit of the unloaded LNA core.
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follows:

Gm, 1
2
≈ gm

ro, 1
2
≈ gm · r2

o (3.12)

To enlarge gm, ro and achieve a high voltage gain, the transistor dimension and the bias

current were optimized. First, a moderately large transistor dimension of 28 µm/180 nm

was chosen which was a trade-off between less influence of the low-pass effect caused

by Cp1 and a greater value of gm. This choice also led to a total equivalent capacitance

at the cascode input of around 20 fF, mainly due to the gate-source capacitance of the

nMOS transistors M1 −M2. Since the the cascode input will be connected with the external

on-board IMN, on-chip pads and interconnections in both the circuit and the PCB have to

be added, leading to a further increment of the equivalent parallel input capacitance and a

decrement of the equivalent parallel input resistance. Using 3-D EM co-simulations, the

total equivalent capacitance Ci,cas and the total equivalent resistance Ri,cas at the cascode

input were extracted to be around 300 fF and 20 kΩ, respectively.

Furthermore, the tail current was optimized so that the voltage gain as well as the noise

figure of the loaded LNA satisfy the design target. Fig. 3.8 (a) and (b) show respectively the

voltage gain as well as the noise figure of the entire LNA in dependence of its tail current

Itail. When Itail is greater than 120 µA, Av,dB is over 50 dB and NF lies below 4 dB. To

have a certain safety margin, the tail current was chosen to be 220 µA leading to a Av,dB of

51.5 dB and a NF of 3.15 dB. Moreover, the bias current of the LNA core is designed to

be 10 µA. Therefore, the total DC current amounts to 230 µA which lies well below the

specified 277 µA.
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Figure 3.8: Simulated voltage gain Av,dB and noise figure NF of the LNA when the tail current Itail was
(a) 50 µA, (b) 120 µA, (c) 190 µA, (d) 220 µA, (e) 260 µA, (f) 330 µA and (g) 400 µA.
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LC Resonator

Fig. 3.9 (a) shows the SSEC of the loaded LC resonator including the output impedance

of the LNA core, the input impedance of the envelope detector as well as the parasitic

capacitance of the chip and PCB Cpar. Here, LD1,S −LD2,S, RD1,S −RD2,S and CD1,S −CD2,S

model the series inductance, parasitic series resistance and parallel capacitance of the

inductors LD1 −LD2, respectively. The relatively complicated SSEC in Fig. 3.9 (a) can be

further simplified into a simple parallel RLC circuit shown in Fig. 3.9 (b). Rp, Lp and Cp in

Fig. 3.9 (b) can be calculated using the parameters in Fig. 3.9 (a):

Rp = ro ||RED ||(RD1,S ·Q2
L3 +R4 ·Q2

L4) (3.13)

Lp = LD1,S +LD2,S (3.14)

Cp =Co +C4 +C5 +CED +Cpar +C3,P ||C4,P (3.15)

The Q-factor of this loaded parallel RLC resonator QL can be predicted using Eq. (2.24). In

addition, the resonant frequency f0 of the loaded LC resonator can be approximated as:

f0 =
1

2π ·
√

Lp ·Cp

(3.16)

To maximize the voltage gain of the LNA, Rp should be maximized. Because at 400 MHz,

the Q-factor of the inductors dominates the Q-factor of the LC resonator, the inductors with

a possibly high Q-factor should be chosen. Since in modern semiconductor technologies on-

chip inductors with values in the order of 10 nH usually have a Q-factor below 30, off-chip

high-Q inductors should be used.

To achieve a QL of 60 at 402 MHz, two air core 82-nH inductors [Coib] with a Q-factor of

230 at 400 MHz were selected to be L3 and L4. The parasitic components C3/4,S and R3/4,S

at 402 MHz, as extracted from the measured S-parameter model provided by Coilcraft, are

L4,S

C4

L3,S

R4,S

R3,S

CEDro,cas

C3,P

C4,P

Cpar2Co,cas C5 RED

Cascode outp.

Rpar2

Detector inp.LC Resonator

Tunable Cap. InductorParasitics

(a)

LPRP CP

(b)

Figure 3.9: (a) SSEC model of the loaded LC tank, and (b) its simplified version.
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96.4 fF and 0.9 Ω, respectively. To attain precise simulation results, parasitic extraction of

chip layout as well as electromagnetic simulation of relevant PCB nets in 3-D models using

ADS simulator are carried out. The simulated overall parasitic capacitance Cpar caused by

the chip and PCB amounts to 350 fF. Furthermore, while the on-chip capacitor bank C4 is

designed to provide a fine frequency adjust-ability with its value between 5 fF and 60 fF

including 8 tuning options, the off-chip capacitor C5 offers a coarse tuning option and is

designed to be 300 fF. Finally, Rp, Cp and Lp at 402 MHz are obtained which are 19.5 kΩ,

1 pF and 164 nH, respectively, leading to a QLC of 61.5 at 402 MHz.

3.3.4 Simulation Result

To verify the performance of the complete LNA, simulations were carried out for the LNA

loaded with its next stage envelope detector.

0 0.2 0.4 0.6 0.8 1

−20

0

20

40

60

Frequency /GHz

S
1
1
,d

B
an

d
A

v,
d
B
/

d
B S11,dB

Av,IMN,dB

Av,LNA,dB

(a)

0 0.2 0.4 0.6 0.8 1
0

20

40

60

Frequency /GHz

N
F
/

d
B

(b)

0 200 400

−40

−20

0

20

40

Time / ns

V
o
,L

N
A
/

m
V

(c)

Figure 3.10: Simulated LNA performance. (a) Input reflection coefficient S11,dB, voltage gain of the
IMN, Av,IMN,dB, and voltage gain of the LNA, Av,LNA,dB, (b) noise figure of the LNA NF

and (c) time trace of the LNA output Vo,LNA [MPE22a∗]. ©[2022] IEEE.
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Fig. 3.10 (a) plots the simulated voltage gain of the complete LNA, Av,LNA,dB. At

402 MHz, a voltage gain of 20 dB achieved by the IMN and an overall 50-dB voltage gain

achieved by the entire LNA can be observed. Furthermore, the bandwidth BW-3 dB of the

LNA is observed to be around 6 MHz, which according to Eq. (2.23), results in a Q-factor

of 67.5 for the LNA loaded with its following stage. Fig. 3.10 (b) shows the simulated

noise figure NFLNA of the LNA. At 402 MHz, the LNA achieves a NFLNA of 3.2 dB. Finally,

the transient behavior of the LNA is simulated with an input signal power of -70 dBm.

Fig. 3.10 (c) shows the settling process after the LNA is switched on. Here, a simulated

96-% settling time of 120 ns is observed.

Finally, the input-referred 1-dB compression point of the loaded LNA was simulated to be

-31 dB. This relatively low value is attributed to the implemented IMN with a 20-dB passive

voltage gain prior to the cascode amplifier. However, in the TRF receiver the non-linearity

of the LNA plays a trivial role. This is because the non-linearly amplified RF signal after the

LNA, due to the squaring operation of the envelope detector, will still positively contribute

to the signal-to-noise ratio at the base-band output of the envelope detector.

3.3.5 Output Buffer

To characterize the LNA, an output buffer that consists of two cascaded differential pairs

was designed which models the 120 kΩ input impedance of its following stage, the self-

mixer, and also offers a 50-Ω output impedance for measurement tools. Fig. 3.11 shows the

schematic of the output test buffer. According to simulation results, this buffer that draws a

DC current of 21mA from another supply (VDD,buf = 1.8 V) has a flat voltage gain of 0 dB at

the band from 100−400 MHz.
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Figure 3.11: Output buffer for the proposed LNA.
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3.3.6 Circuit Implementation

The LNA core was fabricated in the 180-nm CMOS technology, as is shown in Fig. 3.12 (a).

It occupies a silicon area of 1 mm2 including pads. Although the main chip area is reserved

by the pads and interconnections, a further reduction of the chip area could be possible.

However, due to the requirement on the minimum pad number per unit area, further reduction

of the chip area was not permitted by this technology. Without the pads and the on-chip

wiring, the LNA core reserves only an area of 200 µm by 160 µm.

As is shown in Fig.3.12 (b), the complete LNA was finalized in a low-cost FR4-PCB with

4 metal layers where the LNA’s off-chip components such as coil inductors and capacitors
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Figure 3.12: Photograph of (a) the fabricated LNA core [MAJE20∗], (b) the complete LNA on the
FR4-PCB prototype [MAJE20∗] and (c) PCB layer configuration with dimension of the
on-board transmission lines.
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as well as other auxiliary parts were soldered.

Fig.3.12 (c) shows the PCB layer configuration with the dimension of the input and output

RF paths. The transmission lines were designed to be single-ended co-planar waveguide.

Using the EM simulator from Keysight ADS, simulation results have proved that the designed

co-planar waveguide exhibits a wave impedance of 50 Ω at a broad frequency range from

200 MHz to 800 MHz.

To reduce the parasitic resistance of the interconnections between the LNA chip output

and the high-Q coil inductors, the length of these two interconnections are minimized. To

reduce the parasitic capacitance between the interconnections and their surrounding metal

layers, the space between them are maximized.

Two 1.8-V low drop-out (LDO) voltage regulators were added on the PCB to deliver two

separate voltage supplies VDD,AFE and VDD,buf which are necessary for the characterization

of the DC current of the LNA circuit. Fig. 3.12 shows the photograph of the fabricated LNA

chip and the complete LNA PCB. When switched on (V EN = 0), the complete LNA without

its output buffer draws merely 470 µA from a 1.8-V supply. When switched off (V EN =

1.8 V), the leakage current of the LNA is 0.2 nA.

3.3.7 Measurement Result

The S-parameters were measured using a vector network analyzer (Rohde & Schwarz ZVL-

7). To avoid saturating the LNA, the input RF power for the LNA was limited to -60 dBm.

Fig. 3.13 shows the measured and simulated input reflection coefficient S11,dB and single-

ended output to input forward power gain S21,dB. Here it can be seen that the measured

S21,dB is in a good agreement with the simulation result. At 405 MHz, the LNA achieves

a maximal S21,dB of 47.5 dB, slightly lower than the simulated value of 48 dB. The LNA’s

differential output to input forward power gain Sd21,dB at 405 MHz is 50.5 dB, which as
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Figure 3.13: Measured and simulated LNA’s S-parameter [MAJE20∗]. ©[2020]IEEE.
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Figure 3.14: Measured and simulated LNA’s noise figure [MAJE20∗]. ©[2020]IEEE.
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Figure 3.15: Measured time trace of the LNA’s output and power-on signal [MAJE20∗]. ©[2020] IEEE.

expected is 3 dB more than S21,dB, and the overall voltage gain is 53.5 dB. Furthermore, it

can be also seen that at 405 MHz the LNA’s 3-dB bandwidth is 8.6 MHz.

A signal analyzer (Rohde & Schwarz FSV-7) with a noise source (Noisecom NC346A)

with an excess noise ratio (ENR) of 6.2 dB was used in characterization of the LNA’s noise

figure. Fig. 3.14 shows the measured and simulated noise figure of the LNA, where a close

match between the measurement and simulation result can be observed. At 405 MHz, the

circuit exhibits a noise figure of 3.19 dB.

Fig. 3.15 shows the measured time traces of the LNA output and its low enable signal

from the inverted output of a waveform generator (Agilent 81150A) that generated an 800-

kHz square wave signal to model V EN for the LNA. A vector signal generator was used to

generate a continuous 405-MHz sine wave signal with a power of −60 dBm as the LNA’s RF
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input. A balun (Prodyn BIB-100G) was applied to transform the LNA’s differential output to

a single-ended one. From Fig. 3.15, a steady-state peak-to-peak amplitude (Vpp) of 98 mV

corresponding to a power of -16.5 dBm can be observed. Thus, the measured LNA’s Sd21,dB

is 43.5 dB still including a power loss of 5 dBm caused by the balun as well as a power loss

of 2 dBm due to DC blockers and cables used at both LNA input and output. Therefore,

the measured overall Sd21,dB is 50.5 dB that matches the value obtained from the previous

S-parameter measurement. Moreover, it can be seen that the LNA’s output signal reaches its

110 % steady-state Vpp of 108 mV at 100 ns after the power-on signal arrives, which agrees

well with the simulated value of 98 ns.

3.3.8 Comparison

Table 3.2 summarizes the performance of the fabricated circuit and compares it with prior

works. The proposed LNA at a comparable band achieves the highest voltage gain of 53.5 dB

whilst consuming the second lowest DC power of 0.85 mW and attaining a low noise figure

of 3.19 dB among the state-of-the-art LNAs. In addition, the proposed LNA is capable

of operating under a duty-cycled mode. With an active time of 200 ns and a data rate of

1 kbps, which corresponds to a duty cycle of 0.01 %, the power consumption of the LNA

can be further reduced to 85 nW. Thus, the proposed LNA proves to be very suitable for

applications in highly sensitive and ultra-low-power wireless receivers.

This work
[TKW+14] [MM14] [HJK15] [SSR+16] [AA20]

[MAJE20∗]

Technology
180 nm 130 nm 130 nm 130 nm 180 nm 180 nm

CMOS BiCMOS CMOS CMOS CMOS CMOS

Topology
Cascode Cascode CG- Cross- Cascode CG-

LC tank LC tank CS coupled CG LC tank CS

Supply/V 1.8 2.5 1.2 1.2 1.8 1.8

PDC
∗ /mW 0.85 1.85 1.38 2.88 0.7 12

Band /GHz 0.405 2.4 0.403 0.9 0.405 0.2−2.1

S11,dB / dB −9 −18 −18 −11 −14 -

Sd21,dB / dB 50.5 17 - 18 - 17.8−14.8

Voltage gain / dB 53.5 20 31 - 31.5 -

Noise figure / dB 3.19 3.3 2.9 1.94 5.8 <3.8

Settling time / ns 100 32 - - - -

Off-chip comp. Yes No No Yes Yes No

- Not reported.

* For all the listed LNAs, DC power of their output buffers is excluded.

Table 3.2: Comparison with state-of-the-art LNAs [MAJE20∗]. ©[2020] IEEE.
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3.4 Envelope Detector

An envelope detector takes the input RF signal and outputs the demodulated envelope.

Table 3.3 shows the design specification for the envelope detector (ED).

Parameter Symbol Value

Conversion gain Acv,dB > 21 dB

Base-band bandwidth BW-3 dB ≈ 3.3 MHz

DC current ION,ED ≤ 277 µA

Settling time Ts < 300 ns

Table 3.3: Design specification for the envelope detector.

3.4.1 Topology

EDs in literature can be mainly categorized into two classes, passive EDs and active EDs.

In the passive EDs, Dickson EDs, for instance [OW12, BML+19, BMB17], are nowadays

the most widely found EDs in design of ED WuRXs due to its high sensitivity without

requiring any DC power. A Dickson ED incorporates a series of diodes (diode-connected

CMOS transistors) arrayed in parallel to its RF input. The output of these diodes are

combined in series to generate a down-converted base-band signal. The most limitation of

the Dickson DEs for application in duty-cycled TRX WuRXs is their very long charge time

usually greater than several hundreds of microseconds. For instance, the charge time of a

30-stage Dickson ED presented in [OW12] providing a sensitivity of -31.7 dBm when its

output voltage reaches 1 V, accounts for 5.6 ms. A 45-stage Dickson ED with its integrated

matching network in [BML+19] needs a charge time of 5 ms. A group of detector variants

based on the Dickson ED was studied in [BMB17] where the fastest charge time reached

by one detector variant was reported to be 385 µs. Such long charge times require the prior

stage, LNA, to be switched on at least for the same period, thus leading to a large average

power consumption when it is duty cycled. A further drawback of the Dickson EDs lies in

their reduced input impedance due to a large diode stage number used to reach a desirable

detector sensitivity. For instance, the aforementioned 30-stage Dickson ED in [OW12]

has an equivalent input resistance of only 1.5 kΩ. The low input resistance degrades the

performance of the LC-loaded LNA, making it further inappropriate for the use case in this

work.

The active EDs are developed based on low power amplifiers with their transistors biased

usually in sub-threshold region. Common gate, common source and common drain structures

are three commonly used topologies for the active EDs. In [YZTM18], pros and cons of

these active EDs were analyzed and summarized. For a similar reason with the Dickson

EDs, the CG active EDs are not suitable for this work mainly because of its low input

resistance. An improved version of the CG EDs was presented in [ACCGdP08], where the
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Figure 3.16: Simplified schematic of the proposed self-mixer as the envelope detector for the 180-nm
WuRX [MPE22a∗].

input impedance was increased by application of an OTA stage at the CG input. However,

as the OTA should operate in the RF range, e.g. 400 MHz in this work, it requires much

extra DC power budget. The improved CG ED from [ACCGdP08] despite of a fast settling

time of 400 ns consumes 2.49 mW which is undesirable for this work. Moreover, as for the

CD EDs, their conversion gain is considerably low [ACCGdP08]. Finally, similar to the
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Dickson EDs, the CS EDs in spite of a high sensitivity and a high input impedance suffer

from a long settling time due to a large time constant since the circuit is usually biased

in sub-threshold region. For instance, a nano-Watt CS ED proposed in [WJG+18b] needs

several milliseconds to settle.

To avoid the drawbacks that exist in the aforementioned EDs, an active high-gain and fast-

settling self-mixer is developed based on the double-balanced Gilbert-cell topology proposed

in [Gil07]. Compared to the state-of-the-art EDs, the only downside of the self-mixer for

this work is its higher power consumption. However, because of the duty cycling technique,

the DC power consumption can be reduced significantly, making it finally acceptable for the

use case in this work.

Fig. 3.16 shows the schematic of the proposed self-mixer. It consists of the Gilbert cell

composed of M1 −M6, active loads composed of M7 −M8, a current bleeding (CB) unit

with a digital tunability of the branched out current composed of M9 −M11 as well as a

common mode feedback (CMFB) loop composed of M14 −M19.

3.4.2 Self-Mixer Core

The double-balanced Gilbert-cell topology is chosen to be the self-mixer core due to its

high linearity, high conversion gain and strong immunity against common mode noise. The

pMOS transistors rather than resistors are used as its active loads to help the self-mixer

to deliver a higher conversion gain at the condition of a limited voltage headroom. The

small-signal conversion gain of the self-mixer Acv is defined as the ratio of the output signal

amplitude over the square of the input signal amplitude and is proportional to the product of

the transconductance of nMOS transistor M1 (or M2) and the resistance of a single output of

the self-mixer ro,+ (ro,-):

Acv =
V̂ o

V̂ i
2

∝ gm,M1
· ro,+ (3.17)

Eq. (3.17) tells that by increasing gm,M1
and/or by enlarging ro,+, the conversion gain can be

enhanced, which is important in particular when the input signal becomes weak so that the

demodulated signal approaches the noise floor at the self-mixer output. In the first place,

to increase gm,M1
without losing DC current, a large W/L ratio of 5/0.18 for the transistors

M1 −M2 is chosen. In addition, a design trade-off between the DC power consumption and

the conversion gain has been made leading to an optimized tail current for the Gilbert cell of

10· I0 and a gm,M1
(and gm,M2

) of 0.4 mS.

Furthermore, as can be observed from Fig.3.16, the output resistance ro,+ of the self-mixer

single output can be approximated as:

ro,+ ≈ rDS,M7
||(rDS,M3

+ rDS,M10
||rDS,M1

||rDS,M4
)||(rDS,M5

+ rDS,M11
||rDS,M2

||rDS,M6
)

≈ rDS,M7
||rDS,M3

||rDS,M5
(3.18)

Eq. (3.18) tells, in order to enhance ro,+ and hence Acv, the drain-source resistances
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rDS,M3
, rDS,M5

and rDS,M7
(and rDS,M4

, rDS,M6
and rDS,M8

) should be increased. In this

context, a transistor W/L dimension of 2.5/0.36 is chosen for M3 −M7 for a large transistor

output resistance. The active transistors M7 −M8 instead of passive resistors which are

conventionally used as mixer loads are chosen also because they can deliver a much larger

output resistance whilst reserving a lower voltage headroom.

Finally, it is also to be noted that to reduce the flicker noise that arise in the CMOS

transistors, a large product of W · L is in general preferred for the transistors M3 −M8.

However, the increase of the transistor size leads directly to a larger parasitic capacitance

that arises at the self-mixer output and hence an increased settling time or power consumption

of the self-mixer. Thus, the choice of M3−M8 was chosen after the design trade-off between

the noise performance and settling time of the self-mixer.

3.4.3 Current-Bleeding Unit

Since a drain-source resistance of CMOS transistors is inversely proportional to drain-source

DC bias current, to further enhance rDS,M3
− rDS,M7

, Ild should be decreased. Here, a

current-bleeding technique proposed in [LC00] is used to drive Ild down without losing

much additional DC current. It can be seen from Fig. 3.16, as the tail current of the Gilbert

cell stays unchanged at 10· I0, the load current Ild is reduced by an optimal bleeding current

Ibc,opt, resulting in a small fraction of 0.3·I0:

Ild = 5 · I0 − Ibc,opt = 0.3 · I0 (3.19)

Thus, compared to the design without introducing Ibc,opt, ro,+ can be roughly increased by

a factor of 16, and so the conversion gain Acv of the entire self-mixer. What is more, the

bleeding current Ibc is designed to be digitally tunable between 3.7·I0 and 4.9·I0, to avoid

malfunction of the detector due to process variations and mismatch effect that may arise in

the current mirrors causing Ibc to reach 5·I0. Ibc can be calculated as follows:

Ibc = 2 · Itun = 3.9 · I0 +0.1 · I0 ·A[0]+0.2 · I0 ·A[1]+0.3 · I0 ·A[2]+0.4 · I0 ·A[3] (3.20)

To obtain the optimal bleeding current Ibc,opt, the digital control code for A[3 : 0] is 1101.

3.4.4 Common-Mode Feedback Loop

A CMFB loop is implemented to stabilize the common mode DC voltage of the detector

output to a reference voltage of 2
3 ·VDD generated by the resistors R6 −R7, so that the drain-

source voltages of M7 and M8 remain constant when the bleeding current Ibc is digitally

tuned. In this manner, the load resistances rDS,M7
− rDS,M8

can be configured accordingly.

Capacitors C1 −C2 (100 fF) and resistors R3 −R4 (55 kΩ) are added to perform frequency

compensation, thus eliminating the potential risk of instability introduced by the CMFB

loop. The open loop gain of the CMFB loop is optimized to be 56 dB with a phase reserve

of 60 degree when Ibc equals Ibc,opt. Finally, a transmission gate is used as a switch S1 that
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short-connects the self-mixer output Vo,+ and Vo,- when the self-mixer is powered off thus

helping to quickly discharge the mixer output. This implemented switch S1 ensures the same

output start-up condition each time when the self-mixer is turned on.

3.4.5 Settling Time

There are two main factors that can limit the settling time of the self-mixer.

The first factor is the charge time for the gate terminals of the nMOS transistors M1 −M6

to arrive at the defined bias voltage. This is the time the transistors need to provide a correct

transconductance such that the self-mixer is able to properly detect the input RF signal. To

have a quick detection, the charge time should be minimized. In this circuit, the charge

time is mainly constrained by the bias resistors R1 −R3 and the gate capacitance of the

nMOS transistors M1 −M6. Since the gate capacitance of nMOS transistors M1, M3 and

M6 has been fixed due to the defined transistor dimension, values of R1 −R3 should be

reduced. Nevertheless, small values of R1 −R2, as previously elaborated, directly degrade

the equivalent output resistance of the LNA, and worsens the LNA performance. Thus, a

moderately high value of 60 kΩ was chosen for both R1 and R2. Moreover, R3 was chosen

to be 80 kΩ to ensure a proper function of the current mirror branch of 2·Io. With these

parameters defined, the charge time at the gate terminals was simulated to be 30 ns.

The second factor is the bandwidth at the self-mixer output which is defined by the

output resistance and the output parasitic capacitance of the self-mixer as well as the input

capacitance of its following stage. To suppress the noises at the mixer output effectively, the

bandwidth should be minimized. Therefore, the settling time of the self-mixer is constrained

by the low-pass effect at the output. Moreover, to define the bandwidth and so the settling

time, a proper output resistance value can be chosen by configuration of the bleeding current
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Figure 3.17: Simulated time trace of the self-mixer output when a 400-MHz signal with an amplitude
of 10 mV was injected.
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Ibc. It is also to be noted that there is no need to introduce additional shunt capacitors to

form the LPF which saves silicon area.

Fig. 3.17 depicts the time trace of transient-simulated Vo when the digital control bit is

set to be 0000, 1000, 1100, 1101, and 1111, respectively. The amplitude of a 400-MHz

input signal is 10 mV. As can be seen from Fig. 3.17, with the previously selected Ibc,opt, the

self-mixer achieves the specified settling time of around 300 ns which corresponds to a BB

bandwidth of around 3.3 MHz. Thus, the high-frequency signal and noise due to mixing as

well as the thermal and flicker noise brought by the self-mixer itself is suppressed.

3.4.6 Conversion Gain and Output SNR

Fig. 3.18 shows the simulation results of the self-mixer output voltage and conversion gain

in dependence of its input signal amplitude V̂ i when Ibc is set to Ibc,opt. When V̂ i reaches

10 mV which corresponds to the expected WuRX input signal power of -80 dBm under the

assumption that the LNA has an expected voltage gain of 49 dB, the self-mixer reaches a

conversion gain of 224 V-1 and delivers an output signal amplitude of 22.3 mV.

Fig. 3.19 shows the time trace of the self-mixer output when a pessimistic transient noise

simulation was carried out with noise frequencies ranging from 100 Hz to 1 GHz. As can

be seen, operating at the optimum bias current, the self-mixer exhibits an output signal

amplitude of around 23.7 mV and a noise signal amplitude of around 7 mV. Thus, at the

WuRX input power of -80 dBm, the SNR at the detector output is 10.6 dB, which guarantees

a correct demodulation of the input OOK modulated signal at the target BER of <10-3.
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Figure 3.18: Simulated self-mixer output voltage and conversion gain in dependence of input signal
voltage amplitude [MPE22a∗]. ©[2022] IEEE.
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Figure 3.19: Simulated eye diagram of the self-mixer output according to transient noise simulations
when the self-mixer is periodically turned on for 300 ns.

3.4.7 Power Consumption

Simulation results show that the entire envelope detector including the self-mixer core,

current-bleeding unit and the common-mode feedback loop consumes a DC current of

85 µA, and drains a leakage current of 880 pA from 1.8 V.

3.5 Base-Band Amplifier

A differential amplifier with active loads and a resistor-based CMFB loop is designed, as

shown in Fig. 3.20. Relatively large transistor sizes, such as 60/0.64 for nMOS M1−M2 and

3.6/0.32 for pMOS M3−M4, were chosen not only to reduce output offset voltage caused by

M2M1Vin Vip

2·I0

M3 M4

R1 R2

VDD,AFE

M5V EN

VonVop

Vbulk,M4
Vbulk,M3

L1 −L4 = 640 nm

L5 = 180 nm

W1,W2 = 5 µm

W3,W4 = 3.6 µm

W5 = 10 µm

R1,R2 = 50 kΩ

Figure 3.20: Simplified schematic of the BB amplifier [MPE22a∗]. ©[2022] IEEE.
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transistor mismatch, but also to lower flicker noise, narrow the -3 dB bandwidth and suppress

high frequency noises. To stabilize the common mode voltage of the amplifier output, two

resistors R1 −R2 with a value of 58 kΩ are used to form a CMFB between the gate of pMOS

M3 −M4 and the amplifier output. As a result, the common mode voltage is fixed to 1 V.

Moreover, as the BB amplifier is DC coupled with the comparator input, its output DC offset

voltage should be suppressed. This work utilizes the bulk terminal (also known as back gate)

of the load transistors M3 −M4 as additional tuning points. This approach is advantageous

because it does not introduce further components which saves area and reduces design

complexity. The output offset voltage is compensated by applying corresponding differential

voltage between the bulk terminals of the pMOS transistors M3 −M4, Vbulk,M3
and Vbulk,M4

.

Simulation results show that the loaded base-band amplifier provides a voltage gain of

14 dB with a -3 dB bandwidth of 20 MHz. The settling time is mainly dominated by the

low-pass effect of the amplifier which has a simulated value of around 48 ns. Moreover, with

a tuned DC differential voltage Vbulk,M3
−Vbulk,M4

between -0.5 V and 0.5 V, the amplifier’s

DC output offset from -0.4 V to 0.4 V can be eliminated thanks to the bulk terminals. The

BB amplifier consumes a simulated DC current of 10 µA (2·I0) from 1.8 V. When switched

off, the circuit has a leakage current of 130 pA.

3.6 Comparator

A static latched fully differential comparator that incorporates a pre-amplifier (M1 −M4)

and a regeneration latch (M7 −M8) is implemented to digitize the input signal, as shown in

Fig. 3.21.

M2M1

VDD,AFE

M3 M4
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M7 M8I0I0
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M6M5V EN

4-bit delay

D Q

10 ns delay

W1 −W4 = 10 µm W5,W6 = 4 µm W7,W8 = 3 µm W9,W10 = 2.5 µm

W11 −W14 = 8 µm L1 −L4 = 360nm L5 −L6,L9 −L10 = 180nm L7 −L8,L11 −L14 = 500nm

Figure 3.21: Simplified schematic of the comparator [MPE22a∗]. ©[2022] IEEE.



3.6 Comparator 67

The comparator of this type is chosen due to its much lower kickback noise compared

to its dynamic counterparts [FV06]. The kickback noise should be minimized, because

it may alter the input signal of the comparator especially when the input signal voltage

of the comparator becomes low, thus bringing forth to malfunctioning and degrading the

RX sensitivity. The main disadvantage of this structure is the transistors M1 −M4 drain a

static current. This drawback can be, fortunately, addressed by the applied duty-cycling

technique. Tail currents of the comparator are optimized to be I0, which is a result of design

compromise among power consumption, voltage gain and settling time.

The nMOS transistors M1 −M4 were designed to have a large W/L of 10 µm/360 nm

for a good matching and a large transconductance. Moreover, the voltage gain of the

pre-amplification stage can be predicted as follows:

Apre-amp ≈
gm,M1

gm,M11
(3.21)

Thus, to improve Apre-amp, a small gm,M11 is expected, leading to the choice of pMOS

transistors with a large length of 500 nm.

Simulation results show the comparator achieves a pre-amplification gain of 0 dB whilst

drawing in total around 20 µA (4·I0) from 1.8 V. The comparator is able to differentiate and

digitize the input signal with a minimal amplitude of 5 mV. Furthermore, a 4-bit digitally
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Figure 3.22: Simulated time trace of (a) the base-band input signal sent from the TX VBB,TX, (b) the
comparator input signal Vi and (c) the comparator output signal VBB,AFE, when the reference
voltage Vref for the comparator is set to 8 mV.
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controllable delay line is implemented to provide the sampling nMOS switches M9 −M10

with a delay time adjustable from 66 ns to 416 ns a step of 23.3 ns. When the on-time of the

WuRX is set to 300 ns, the delay line can be set to provide a delay of 290 ns which takes

advantage of the highest demodulated amplitude of the analogue base-band signal. This

delay line is re-used from the one designed for the pulse generator as will be detailed in

the following subsection. A further 10-ns delay line is implemented between the sampling

nMOS M9 −M10 and the D-Flipflop’s clock input to ensure a correct recording of the

sampling result. When switched off, the complete comparator including the delay lines

drains a simulated leakage current of 2.92 nA.

Fig. 3.22 shows a test case in verification of the comparator, where the amplitude of

the comparator input signal Vi is 13.5 mV, the reference voltage Vref for the comparator

is 8 mV, the on-time of the comparator and the comparison delay are set to 300 ns and

290 ns, respectively. As can be seen, the comparator successfully digitizes the over-sampled

analogue base-band input signal Vi into a digital base-band signal VBB,AFE which corresponds

to the base-band signal VBB,TX sent from the TX, which verifies its functionality.

3.7 Pulse Generator

Fig. 3.23 shows the simplified schematic of the pulse generator. The pulse generator was

designed to provide the AFE with a configurable switched-on time, TON. It is implemented

using a digital NAND gate to compare the inverted clock signal with the delayed clock signal

that is generated by a 4-bit digitally controlled delay line. The 4-bit delay line incorporates

16 delay cells and each delay cell contributes to a unit delay time of 23.3 ns. Because in the

standard cell digital library provided with the PDK of the 180-nm CMOS technology, there

are only 2-to-1 and 4-to-1 multiplexer available, the 16-to-1 multiplexer was designed and

implemented using transmission gates and a 4-to-1 multiplexer from the digital library. The

schematic of the 16-to-1 multiplexer is shown in Fig. 5.2 in Appendix 5. Dimensions of

the nMOS and pMOS transistor comprising the transmission gate were set to 2 µm/180 nm
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VDD,AFE

Figure 3.23: Schematic of the pulse generator with a 4-bit pulse width configurablility.
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and 4 µm/180 nm, respectively, for an area-efficient implementation. For test purposes, an

external digital input V EN,ext is added to enable a direct on/off-control over the AFE.

Simulation results show that by configuration of the delay time, a low-enable pulse width

from 89 ns to 445 ns with a step of 23.3 ns and 16 options of the pulse width can be generated.

This digitally tuned pulse width corresponds to the switched-on time of the WuRX, TON.

Although the switched on-time was specified to be 300 ns, this flexibility assures the circuit

functionality in case of a strong process variation that may lead to unexpected change of the

delay time. The pulse generator drains a leakage current of 2.325 nA from 1.8 V.

3.8 Digital Back-End

The WuRX DBE comprises a clock divider, a phase controller, a correlator and an SPI.

Algorithms for both the phase controller and the correlator were re-used from [Tzs17]. In

the following, only the basic work principles for these digital blocks are introduced; for

detailed information, readers are recommended to review [Tzs17]. The design entry for the

DBE was the hardware language Verilog. After the feasibility of the algorithms was verified

in simulations, the DBE was implemented later completely using standard cells provided by

the process design kit of the technology. The standard cells are digital functional units built

based on the nominal 1.8-V CMOS transistors.

Clock Divider

A clock divider with a division ratio of 2i, where i is an integer from 0 to 7, is implemented

to provide the AFE with 8 options for the sampling bit length Tbit. The 32.7-kHz reference

clock signal can be accordingly configured to deliver a frequency from 32.7 kHz to 0.255 kHz.

Via the frequency divider and the pulse generator, the duty cycle D for the AFE can be

determined. When Ton is set to 299 ns, D can be configured between 0.0023 % and 0.96 %.

Phase Correction

The phase correction unit operates with the clock frequency output by the clock divider.

To recover the phase information of the TX signal, the phase correction employs the 4-

time oversampling of the symbol length Tsym. It begins to work each time when a bit

pattern ’000111’ is identified, then recognizes a symbol and outputs accordingly a ’1’ or ’0’

whenever there are 2 or 3 bits of ’1’ or ’0’ continuously detected from the symbol.

31-Bit Digital Correlator

A 31-bit correlator is implemented in the DBE to conduct cross-correlation function that

virtually enhances the sensitivity of the overall WuRX. The cross-correlation measures the
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Figure 3.24: Schematic of the 31-bit digital correlator base-band logic with a 5-bit programmable
threshold and a 31-bit re-definable reference code [MPE22a∗]. ©[2022] IEEE.

similarity between a pre-defined wake-up sequence and shifted copies of an arbitrary incom-

ing sequence given by the phase correction unit. The cross-correlation was implemented

using XNOR gates with a sequence length of 31 bit.

As shown in Fig. 3.24, the correlator samples its input signal DIN sent from the AFE,

correlates it with a pre-defined 31-bit wake-up reference code registered in REF[30:0]. If the

result reaches a threshold value saved in THRESH[4:0], then outputs an high-level pulse at

the port WuRX-out which is the final output signal of the whole WuRX. According to [Tzs17],

when using the 31-bit frame 31’h5639499B as the reference code with a threshold value of

25, the WuRX can correctly detect the wake-up message containing maximal 6 faulty bits,

which corresponds to a bit error rate of 19.3 % (= 6/31).

Other Components

A quartz oscillator with ultra-low power consumption (RV-3028-C7 from Micro Crys-

tal [MC]) was chosen to be the 32.7-kHz reference clock for the DBE.

Moreover, since much more transistors are implemented in the DBE than in the AFE, the

main leakage power originates from the DBE. To suppress this leakage source, a commonly

used method by lowering the digital voltage supply and setting the digital transistors to

operate in the sub-threshold region is applied. This results in a minimal reliable digital

supply voltage VDD,DBE of 0.55 V in the GlobalFoundries 180-nm CMOS technology. Level

shifters as shown in Fig. 5.3 in Appendix 5 were designed and implemented on the chip

to enable the signal communication between the AFE at VDD,AFE of 1.8 V and the DBE at

VDD,DBE of 0.55 V.
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3.9 Circuit Implementation

3.9.1 Proof-of-Concept 180-nm Wake-Up Receiver IC

A proof-of-concept WuRX chip was layouted in the GlobalFoundries 180-nm CMOS

technology. Layout of the AFE was manually implemented using Cadence Virtuoso. The

DBE part was built completely using digital standard cells from the process design kit and

synthesized using the program Place & Route of Cadence Encounter. To provide a clean

voltage supply for both the AFE and DBE, on-chip multi-finger decoupling capacitors were

implemented for both voltage supplies VDD,AFE and VDD,DBE. To reduce the noise from

the DBE coupled to the AFE, the DBE was closely surrounded by a guard-ring which is

biased by a single ground pin. Moreover, multiple bondwires were used for the analogue

ground and voltage supply VDD,AFE. Electrostatic discharge (ESD) protection diodes were

implemented for all the inputs of the circuit. Fig. 3.25 shows the complete block diagram of

the 180-nm WuRX circuit.

The SPI control signals which are marked with thick lines are provided by an external

STM µC board. Via a self-developed Python-based user interface program, the SPI master

on the µC board sends control signals via the SPI bus to the WuRX chip.

The external oscillator provides a reference clock signal with a frequency of 32.7 kHz to

the frequency divider of the WuRX. Based on the signal provided by the frequency divider,

the pulse generator of the AFE outputs the low-enable signal V EN that defines the on-time

TON and the duty cycle D of the AFE.

Switches S1 −S2 were implemented which help to discharge the output of the base-band

chain when the circuits are turned off. Hence they provide the base-band signals with the

same start-up condition each time when the detector and the BB amplifier are switched on.

S1 −S2 were designed as transmission gates, which are conductive when V EN is high and

vice versa.

Low-active switch S3 was implemented using a pMOS transistor. It cuts off the bias

current flow when the WuRX is turned off, which saves the DC unit current I0 during the

sleep mode.

For test purposes, switches S5 −S9 were implemented on-chip also using transmission

gates, so that outputs of the detector Vo,env, the base-band amplifier Vo,BB Amp, the comparator

Vo,AFE and the pulse generator V EN can be observed according to specific measurements.

Fig. 3.26 (a) shows the photograph of the fabricated WuRX chip. It occupies a silicon

area of 1 mm x 1 mm. The pin configuration of the WuRX chip is detailed in Fig. 3.26 (b).

As can be seen, the pads reserve the majority of the chip area. Most of the unused area is

filled with blocking capacitors. In real application scenarios, the free area can be placed, for

instance, by the main radio, leading to a reduced fabrication cost. Moreover, the chip area

can become more compact because the test pins such as pins 20−31 can be removed.
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(a)

Pin Symbol I/O Domain Remark

1,4,11,15,19,31 GND In/Out − Ground

2,3 Vi,cas,+/- In AFE LNA cascode input

5,7,25,32,33 VDD,AFE In/Out AFE Voltage Supply of AFE

6 Ibias In AFE Bias current input

8 Vsw In AFE High-active switch enable

9,10 Voffset,+/- In AFE Offset compensation input

12 SS In DBE SPI high-active chip select

13 MOSI in DBE SPI master-out-slave-in

14 VDD,DBE In/Out DBE Voltage supply of DBE

16 CLKSPI In DBE SPI clock

17 RESET In DBE SPI low-active chip reset

18 CLKref In DBE 32.7-kHz reference clock

20 MISO Out DBE SPI master-in-slave-out

21 VWuRX Out AFE WuRX output

22,23 Vo,BB amp,+/- Out AFE BB amplifier output

24 Vo,AFE Out AFE AFE output

26,27 Vi,comp,+/- In AFE Comparator reference voltage

28,29 Vo,env,+/- Out AFE Envelope detector output

30 V EN Out AFE Pulse generator output

35,36 Vcas,lc,+/- In/Out AFE LNA cascode LC load

37 Vcas,ref In/Out AFE LNA cascode input reference

(b)

Figure 3.26: (a) Chip photo and (b) pin configuration of the fabricated WuRX circuit.
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3.9.2 180-nm Wake-Up Receiver PCB

As shown in Fig. 3.27 (a) and (b), a low-cost FR4-PCB with 4 metal layers was manufactured

to assist the WuRX chip to build up its off-chip components such as the IMN and high-Q

LC tank. As can be seen, despite of the off-chip coils and transformer used, the fabricated

WuRX PCB reserves in total a quite compact area of 18 mm by 13.5 mm, making this work

suitable for wireless implant applications. The PCB layer composition is the same as that

used for the LNA, which was shown in Fig. 3.12 (c). A high-precision 225-kΩ resistor was

placed near to the chip. Together with the on-chip nMOS transistor, the resistor provides the

AFE with a reference current of 5 µA (I0). Two low-noise low-drop out voltage regulators

were soldered on the PCB as the analogue supply VDD,AFE and the digital supply VDD,DBE,

respectively.

1000µm

1000
µmAFE

DBE

(a)

LC tank

IMN
WuRX chip

18mm

13.5m
m

(b)

Figure 3.27: Photograph of the fabricated 180-nm WuRX (a) chip, and (b) PCB [MPE22a∗]. ©[2022]
IEEE.

3.10 Experimental Results

3.10.1 Setup

Fig. 3.28 shows the experimental setup in characterization of the WuRX performance except

the input reflection coefficient and the selectivity. Additional details to the setup in measuring

the latter two parameters of the WuRX are added in the following corresponding subsections.

Here, a DC power supply (Agilent 6626A) was used to provide voltage references, (1) for

the base band amplifier to compensate its output DC offset voltage, (2) as the supply voltage

for the entire WuRX IC. Two 6 1
2 -digit digital multimeter (Keysight 34465A) were used to

measure the current consumption of the AFE and DBE of the WuRX. The carrier signal sent

by the TX was modeled by a vector signal generator (Rohde & Schwarz SMBV 100-A) and a
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Figure 3.28: (a) Block diagram [MPE22a∗] and (b) photograph of the experimental setup in characteri-
zation of the 180-nm WuRX.

waveform generator (Keysight 33611A). The waveform generator which was programmed

by a MATLAB software program provides the digital base-band signal for the vector signal

generator which finally modulated it with the carrier signal and sent it to the WuRX input.

An oscilloscope (Rohde & Schwarz RTO 1024) was used to register the output signals of the

WuRXs which were further analyzed by the MATLAB program. An STM micro-controller

(µC) board was developed and used to configure the WuRX via the SPI bus.
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3.10.2 Result

Input Reflection Coefficient

The input reflection coefficient of the fabricated 180-nm WuRX was characterized using a

network analyzer (Rohde & Schwarz ZVL-6). Fig. 3.29 depicts the measured input reflection

coefficient S11,dB. The WuRX achieves a minimal S11,min,dB of -15.59 dB at a center pass-

band frequency of 401.9 MHz, which shows a slight deviation of around 2 dB compared to

the simulated value of -17.6 dB. This is attributed to the SMA connector and solder bumps

which due to their complexity were not considered during the simulation. Nevertheless, the

measured S11,min,dB of -15.59 dB indicates more than 96 % of of the input RF power was

fed into the circuit which guarantees the normal functionality of the circuit.
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Figure 3.29: Measured 180-nm WuRX input reflection coefficient S11,dB in dependence of frequency.
At 401.9 MHz, the measured and simulated S11,min,dB are 15.59 dB and -17.6 dB, respec-
tively [MPE22a∗]. ©[2022] IEEE.

On-Time of the Analogue Front-End

The on-time of the AFE which is defined by the pulse generator was characterized when

the external oscillator was switched on. After turning on the on-chip switch S6, and then

changing the digital control bits for the pulse generator, the low-enable pulse width was

registered. Fig. 3.30 shows the simulated and measured on-time TON of the WuRX analogue

front-end according to different digital control bits. Due to process variation, the measured

pulse width was in general approximately 22 ns longer than the simulated counterpart. At

the 10th digital bit which corresponds to a digital code of 1010, the measured pulse width

was 301 ns. Thus, with this digital configuration, the on-time of the AFE can be defined as

specified. This is the configuration code which was continuously used in the following tests.



3.10 Experimental Results 77

0 2 4 6 8 10 12 14 16

0

200

400

T
O

N
/

n
s

Simulated Measured

Figure 3.30: Simulated and measured on-time TON of the 180-nm WuRX AFE according to different
digital control bits.

Eye Diagram at Base Band

To characterize the overall conversion gain and SNR of the AFE (from the WuRX input to

the BB amplifier output), the eye diagram at the BB amplifier output was measured with a

real-time oscilloscope (Rohde & Schwarz RTO 1024). The input signal for the WuRX was

an OOK modulated pseudo-random data stream (PRDS) with a data rate of 64 bps, a carrier

frequency of 402-MHz and -79-dBm carrier signal (this corresponds to a Vpp of 71 µV at

a 50-Ω system). The WuRX was set to a continuous on mode and the output of the BB

amplifier was DC-coupled to a 1-MΩ input of the oscilloscope. Before the test, a DC offset

voltage at the BB amplifier output with a value of 200 mV was observed. By setting the

DC differential bulk voltage to 300 mV with an external voltage source, this offset voltage

was removed. During the test, the output signals of the BB amplifier were recorded in an

oscilloscope.

Fig. 3.31 shows the measured eye diagram. Here, an eye amplitude (EA) of around

380 mV and an eye height (EH) of 215 mV can be observed. The resulted noise amplitude

is 82.5 mV (= 1
2 (EA −EH)) and the signal amplitude is 297.5 mV (= EH + 1

2 (EA −EH)).
Thus, a conversion gain of 72 dB for the whole AFE is obtained which closely matches the

simulation result. The resulted SNRdB of the base band is,

SNRdB = 20 · log10(
EH + 1

2 (EA −EH)
1
2 (EA −EH)

) = 11.12 dB (3.22)

This satisfies the required minimum base-band SNR of 11 dB for a BER of 10-3.
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E E
/

/

Figure 3.31: Eye diagram of the measured signal at the BB amplifier output when the power of the
180-nm WuRX input signal was -79 dBm [MPE22a∗]. ©[2022] IEEE.

Wake-Up Functionality

Fig. 3.32 exemplifies a test case when the WuRX was monitoring its communication channel.

As a comparison, a false wake-up code and the correct one at the data rate of 127.7 bps were

sent to the WuRX. To demodulate the wake-up code, the clock divider of the WuRX was

first set to a division ratio of 64, thus providing the WuRX with the oversampling factor of 4.

As can be seen, because the first code did not refer to the expected wake-up message, no

wake-up signal came out from the WuRX, while the second one was correct and hence a

high-level pulse signal was sent out from the WuRX with a latency of 243 ms. This latency

time matches soundly the calculated value of 31 bit/127.7 bps which is 242.8 ms.

Figure 3.32: Measured 180-nm WuRX output signal after the TX sends a wrong and the correct wake-up
code [MPE22a∗]. ©[2022] IEEE.
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Sensitivity

To characterize the sensitivity of the AFE (from RX input to the comparator output) and

the complete WuRX, the WuRX was set to the duty-cycled mode with an on-time of 300 ns

and operated with a clock frequency of 32.7 kHz. A PRDS at a data rate of 8.17 kbps was

used to modulate the 402-MHz carrier signal. During the test, the power of the carrier signal

was swept. In the meanwhile, the BB signals demodulated by the AFE as well as the output

signals from the DBE were registered by the oscilloscope. Thereafter, the BER of the WuRX

was obtained with a self-written MATLAB script. To obtain the WER, the 31-bit wake-up

code was sent 10-4 times repetitively and the wake-up signal from the WuRX was counted.
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Figure 3.33: Measured bit error rate of the 180-nm WuRX AFE and wake-up error rate of the complete
WuRX [MPE22a∗]. ©[2022] IEEE.

Fig. 3.33 plots the measured sensitivity in relation to BER and WER of the fabricated

WuRX. The AFE alone achieves a high sensitivity of -79.1 dBm at a BER of 10-3, and then

with the help of the DBE, the complete WuRX achieves a sensitivity of -84.05 dBm at a

WER of 10-3. By excluding the overall insertion loss of 0.4 dB due to the cable and the

SMA connector used at the WuRX input, the sensitivity of the WuRX reaches -84.45 dBm.

Finally, following the same procedure, the same sensitivity of the AFE has been verified at

the lowest date rate of 64 bps with the same on-time of 300 ns.

Selectivity

The selectivity of the WuRX was characterized through measurement of the signal-to-

interference ratio (SIR) of the WuRX, similar to the method performed in [WJG+18b]. A

continuous wave (CW) RF blocker with an offset frequency of 10 MHz was generated by

an additional (SMBV 100-A) and used to model the interference signal. The power of the

WuRX signal with a frequency of 402 MHz was set 3 dB higher than the power where the
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WER reaches 10-3, which in this case equals -81 dBm. The power of the interference was

swept until the WER reaches 10-2. The SIR at the 10-MHz offset frequency was measured

to be -13.5 dB.

Power Consumption

As the first step, DC and leakage currents of the WuRX were characterized. In this case,

only the switches S1 and S2 are switched on. The external 32.7-kHz oscillator is turned

off. Measured through the 6 1
2 -digit digital multimeters, the WuRX AFE draws a maximal

DC current of 361.5 µA from 1.8 V when the low-enable signal V EN is set to 0 V, which

agrees with the simulated value of 356.5 µA. When V EN is 1.8 V, the AFE drains a measured

leakage current of 14.2 nA which matches tightly the simulated value of 14 nA. The DBE

when supplied by 0.55 V without being driven by the 32.7-kHz clock signal is measured to
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Figure 3.34: (a) Measured and extrapolated power consumption of the 180-nm WuRX PWuRX, analogue
front-end PAFE, and digital back-end PDBE in dependence of the data rate DR with an
on-time Ton of 300 ns. (b) Power consumption distribution graph of the WuRX operating
at the minimum data rate of 64 bps with an on-time of 300 ns [MPE22a∗]. ©[2022] IEEE.
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have a leakage current of 55 nA which is also in accordance with the simulation result.

The power consumption of the WuRX AFE and DBE were measured when the on-time of

the WuRX Ton was fixed to 300 ns. The input clock frequency from the external oscillator

was fixed to 32.7 kHz. During the test, the clock divider ratio was changed from 8 to 1 and

so the data rate DR from 64 bps to 8.17 kbps. The total power consumption of the WuRX

PWuRX is determined using the following equation:

PWuRX = PAFE +PDBE +Posci

= IDD,AFE ·VDD,AFE + IDD,DBE ·VDD,DBE +Posci (3.23)

where Posci represents the power consumption of the oscillator and amounts to 49.5 nW,

which is constant since its frequency stays unchanged. The power consumption of the AFE,

DBE and the entire WuRX, as expected, increases with the increasing data rate. Fig. 3.34 (a)

shows the measured power consumption of the AFE, DBE and the whole WuRX versus

the data rate (from 64 bps to 8.2 kbps). To illustrate the limitation of the WuRX in terms of

the power consumption, the dependence when the data rate is from 1 bps to 64 bps is also

plotted in Fig. 3.34 (a).

Operating at the minimum reachable data rate of 64 bps, the average current consumed by

the AFE IDD,AFE is measured to be 54.2 nA from 1.8 V and the current used by the DBE

IDD,DBE is 82.8 nA from 0.55 V. Thus, the entire WuRX operating at the data rate of 64 bps

attains a minimum power consumption of merely 192.6 nW. Fig. 3.34 (b) shows the power

distribution when PWuRX achieves its minimum. From Fig. 3.34 it can be also observed,

if the data rate further scales down to several bps, PWuRX can further decrease to around

120 nW, showing a relaxed trade-off room between the data rate and power consumption.

3.11 Comparison

Three definitions of figure of merit (FoM) in literature are used here to establish a thorough

comparison of the state-of-the-art WuRXs. They are the FoM for low data rate applications

FoM, the FoM considering data rate FoMDR and the FoM including the aspect of latency

FoMlat [WJG+18b]:

FoM =−PSEN,dBm −10 · log10

(

PWuRX

1mW

)

(3.24)

FoMDR = FoM+X · log10(DR) (3.25)

FoMlat = FoM−X · log10(Tlat) (3.26)

where X = 5 is used for designs with a non-linear squaring function including ED-based

WuRXs without a high RF gain, and X = 10 for designs using a non-linear squaring function

for detection after high active pre-ED gain with sharp filtering [WJG+18b]. While the

case of X = 5 refers to the WuRXs based on the direct RF signal detection without LNAs,
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e.g., [MK20, SKA+19, BML+19, WJG+18b, MK19a], the case of X = 10 includes the

FC-based WuRXs with an uncertain IF such as [LBD+20, AKD+18, Tzs17] as well as

the TRF-based WuRXs including this work and the work from [DMB+20, MDB+19a].

A greater value of the FoMs from Eq. (3.24−3.26) indicates a better performance of the

WuRX.

Table 3.4 summarizes the performance of the 180-nm WuRX and compares it with the

state of the art. In general, our proposed WuRX with a very high sensitivity of -84.5 dBm, a

FoM of 122 and a FoMDR of 140, has demonstrated a very competitive result against other

state-of-the-art WuRXs. It is worthy to notify, because the on-time of the AFE is designed

to fix at a short time slot of 300 ns, the sensitivity of this work, which were verified at both

the data rates of 64 bps and 8.2 kbps, does not vary with the data rate. This is advantageous,

since the sensitivity remains -84.5 dBm for some use cases even a very high data rate of, e.g.

8.2 kbps is required. Specifically, in terms of both FoM and FoMDR, it is firstly obvious

to see that this work outperforms the FC-based WuRXs in [LBD+20, AKD+18, Tzs17],

because as analyzed in Section II, the FC structures intrinsically require much more power

than the ED and TRF topologies. It should be noticed that a higher sensitivity of -92.6 dBm

reported in [LBD+20] was measured at a much higher WER of 10-1 rather than at the

commonly used WER of 10-3. Compared to the AFE of [LBD+20] at the BER of 10-1, the

AFE in this work achieves a sensitivity of -80.5 dBm (seen from Fig. 3.33) which is on the

same level of -81 dBm attained in [LBD+20].

Moreover, compared to the ED-based (or RF direct detection) WuRXs, this work out-

performs [MK20, SKA+19, BML+19, WJG+18b, MK19a] in aspect of the sensitivity,

and demonstrates a result strongly comparable to [WJG+18b, MK20] with regard to

FoM and FoMDR. While it is here clear to see that with a higher sensitivity, the power

consumption mostly goes up, it is worthy to mention that the high-priced MEMS tech-

nologies used in [SKA+19, BML+19] have helped their WuRXs to enhance the sensi-

tivity and reduce the power. This is similar to the case of [WJG+18b] and its related

work [WJG+18a] which depend on a costly Rogers-4003C-PCB co-design to form its high-

Q transformer and then to narrow its RF-bandwidth and increase sensitivity. In contrast,

this work needs only a low-cost FR4-PCB to finalize its implementation. In addition, it

is further to be noted that the nano-Watt WuRXs in [WJG+18b, MK20] and their related

works [WJG+18a, MK19b, MBR+19] bear a strong trade-off between the power consump-

tion and the data rate. Unlike the data scalability provided in this work, the data rate from all

these works [WJG+18b, WJG+18a, MK19b, MBR+19, MK20] is fixed to a very low level

of lower than 300 bps, hence preventing them from use cases where the rate rate is required

to be higher and flexible.

Finally, when it comes to the duty-cycled TRF WuRXs, [DMB+20] achieves the best

FoM and FoMDR not only in this class but also among all the state-of-the-art WuRXs mainly

due to its ultra-high sensitivity attained at a relatively low power consumption. However,

compared to this work, the WuRX from [DMB+20] and its related works, e.g. [MDB+19a],

exhibit the following constraints in real application scenarios:
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Reference
[MPE22a∗] [LBD+20] [MK20] [DMB+20] [SKA+19] [BML+19] [MBR+19] [MK19a] [MK19b] [AKD+18] [RA18] [WJG+18b]

This JSSC’20 JSSC’20 CICC’20 TCAS-I’19 TMTT’19 JSSC’19 JSSC’19 JSSC’19 JSSC’18 ISSCC’18 JSSC’18

Technology CMOS CMOS CMOS
CMOS CMOS CMOS

CMOS CMOS
LP

FinFET CMOS
SOI-

MEMS MEMS MEMS CMOS CMOS

Node / nm 180 65 65 90 130 - 130 130 65 14 65 180

Topology
Duty-cycl. Mixer- Direct RF Duty-cycl. Direct RF Direct RF Direct RF Direct RF Direct RF Mixer- Direct ultra- Direct RF

TRF first detect. TRF detect. detect. detect. detect. detect. first sonic detect. detect.

Modulation OOK OOK OOK OOK OOK OOK OOK OOK OOK OOK OOK OOK

Freq. /GHz 0.402 2.4 0.43 0.45 0.4 0.457 0.433 0.55 0.433 2.4 57 kHz 0.113

TON / µs 0.3 - - 200 - - - - - - - -

Supply /V 1.8, 0.55 0.9, 0.6 - - 1 - 1.0, 0.6 0.5 0.4 0.95 0.5 0.4

PWuRX 0.193
495 0.04

0.13
0.018 0.007 0.0074 0.22/1.1 0.00042 95 0.008 0.0045

/ µW 9.563 41

Wu frame 31 bit 64 bit 11 bit 31 bit - - 8 bit 11 bit 11 bit 32 bit - 32 bit

Data rate 0.064
62.5 0.1

0.00625
3/300 1 0.2 400 0.1 62.5 0.336 0.3

/ kbps 8.2 4.2

Latency 486
1 110

4960
- - 82.5 0.0275 110 0.512 - 106.7

Tlat /ms 3.8 7.4

PSEN,dBm -79a -81b

-80.9c -105a

(-47/-40)a -54a -71c -56.4a

-79.2c -72c -59.7a -65a

/ dBm -84.5c -92.6 f -108c -63.6c -69c

SIR / dB -13.5d -57 f -29.67c -28e

- -
-28c -23c -14c -20c,x -11c -22.5c

CW at ∆f 10 MHz 20 MHz 3 MHz 1 MHz 3 MHz 100 kHz 3 MHz 20 MHz 1 kHz 10 MHz

FoM 122 95 124 147 94 106 122 93 143 82 111 122

FoMDR 140 143 134 155 112 120 134 121 153 130 124 135

FoMlat 125 125 129 140 - - 128 116 148 115 - 127

a Measured at a BER of 10-3, b at a BER of 10-1, c at a WER of 10-3, d at a WER of 10-2, e at a WER of 0.7·10-2, f at a WER of 10-1,

x An OFDM blocker was used, z no signal jammer was used, result was extrapolated from sensitivity curve a a WER of 10-1.

Table 3.4: Comparison with state-of-the-art WuRXs [MPE22a∗]. ©[2022] IEEE.
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• The key enabling technology for such a high sensitivity lies in its assisting MEMS

technology which, however, increases design complexity, integration costs and pro-

longs development cycle. This is also the drawback confronting other MEMS-related

WuRX designs such as [SKA+19, BML+19, KGS+19].

• The MEMS-based resonator designed in [DMB+20, MDB+19a] has an ultra-high

Q-factor of above 1000, which directly leads to a very long sampling (or settling)

time, and hence a very low data rate of the WuRX.

• The bit-level duty-cycling method without any phase correction units makes the WuRX

in [DMB+20, MDB+19a] vulnerable to sampling at RF input transitions caused by

asynchronization or clock frequency deviation between the WuRX and its TX. To

avoid the resulted lower receiver sensitivity or even malfunction due to improper

sampling at the carrier signal transition time, clock synchronization between the TX

and the WuRX or a clock recovery unit for the WuRX is mandatory, leading to extra

hardware implementation and hence increased energy use and integration cost.

3.12 Conclusion

In this Chapter, a cost-effective, highly sensitive and low-power 402-MHz WuRX exploiting

the duty-cycled tuned radio-frequency detection architecture for green wireless commu-

nications was presented. Following a systematic route in design and implementation of

the proposed 180-nm WuRX, measurement results have shown that the fabricated circuit

achieves a very high sensitivity of -84.5 dBm at a data rate of 64 bps while only consuming

an overall power of 193 nW. Furthermore, the proposed work also features data scalability

from 64 bps to 8.2 kbps which is adaptive for use cases where a faster data transmission

is in demand. Moreover, with a 4-time oversampling technique, the WuRX is robust with

regard to clock deviation or asynchronization between itself and the TX. The demonstrated

performance of the proposed WuRX is highly competitive to the state-of-the-art WuRXs.

Thanks to the presented work, the electrical energy demand of wireless sensor networks

can be significantly reduced, thus greatly contributing to the environmentally-aware and

sustainable wireless communications.

It is to be noted, although this work was designed for WuRXs operating at the MICS band,

the method developed here is still valid for WuRX designs aiming at other sub-GHz bands,

for instance, the 433-MHz and 868-MHz ISM bands. In particular for WuRXs operating at

bands <400 MHz, a higher performance of the WuRXs is expected since Q-factor of the

associated passive components increase and the power loss due to parasitic effects reduces.

3.13 Future Work

Despite of these contributions, there remain two possibilities that will lead this work section

to further improvements.
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• To achieve a higher integration degree, the offset compensation voltage for the enve-

lope detector and the reference voltage for the comparator can be generated on-chip

by application of a CMOS DAC. A simple and low-power implementation option goes

to the duty-cycled resistor-ring topology based DAC. Another suitable DAC topology

is the binary-weighted current-steering DAC. As will be seen in the following Chapter,

both the topologies have been implemented in the 45-nm WuRX, and their functional-

ities have been proved. As a more advanced step, by utilization of comparator-based

digital offset compensation loop [SPHE19], the offset voltage can be automatically

detected and compensated only once at the very start of the WuRX. As the analogue

comparator can be switched off during operation, the power consumption increment

due to introduction of this offset compensation loop goes only to the leakage power

consumed by the added digital part.

• One can integrate the external 32.7-kHz quartz oscillator on the chip. This will not only

increase the integration level but also help to further reduce the power consumption

of the entire WuRX. For instance, a 7−62-kHz integrated oscillator [LJE21] was

reported to consume only an average power of 9 nW from a 0.5-V supply.

It is to be noted that the results achieved within the scope of this work section come from

a single tape-out which was done in the middle of the MEDICOS project (November 2019).

The two optimization directions mentioned above had been planed in a further run. However,

due to unexpected change of the fabrication plan from the foundry side, there were no further

fabrication options in the 180-nm CMOS technology any more till the end of the project,

and so these optimizations were not implemented.
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4 Wake-Up Receiver in a 45-nm RFSOI CMOS

Technology

4.1 Semiconductor Technology

The 45-nm WuRX was implemented in a 45-nm partially-depleted RFSOI CMOS technology

of GlobalFoundries. According to GlobalFoundries, the 45-nm RFSOI CMOS, in general,

brings two main advantages which are relevant for the research of the 45-nm WuRX.

First, it has high resistivity substrate that enables lower insertion loss transmission lines

and higher Q-factor passive on-chip components [Glob]. Second, it provides reduced

perimeter and junction parasitic that enable faster FETs; the technology offers a high ft/ fmax

(305/380 GHz) [Glob] that meets the broad-band requirement of the 45-nm WuRX. In

details, the 45-nm RFSOI CMOS offers following features which are relevant to the research

of the 45-nm WuRX [Glob]:

• An RF-oriented metal composition with thick top copper levels for on-chip inductors

and transmission lines.

• A broad spectrum of transistor flavors which can match different research use cases.

Thin-gate-oxide floating body regular (RVT) FETs.

Analog FETs.

Additional voltage threshold options for thin gate oxide transistors, such as high

Vt (HVT), super-high Vt (SVT) and ultra-high Vt (UVT).

Thick-oxide-gate (TO) transistors.

• Vertical natural capacitors, thick-oxide decoupling capacitors, in particular high-Q

MIM capacitors which are of importance for on-chip high-Q LC resonators.

• Varactors for frequency-tuning circuits.

• Poly silicon resistors.

• ESD elements.

Depending on the research results obtained after studying the aforementioned different

transistor types available, a brief plan was made when using these transistors in investigation

of the 45-nm WuRX. First, RF circuits, such as LNA and mixer, were investigated mainly

based on the RVT transistors. Second, the AVT transistors were mainly used for analogue

circuits, in particular IF-related circuits such as IF BPF, envelope detector and etc. Third, to

In this chapter, portions of texts, figures and tables in section 4.3, 4.4, 4.6, 4.8 and 4.12 were taken from the

self-authored IET paper [MPE22b∗], major portions of texts, figures and tables in section 4.5 were taken from the

self-authored IEEE paper [MTKE19∗]. I am the first author of both these two publications. The citations of the

IEEE paper obey the IEEE copyright policy stated under https://www.ieee.org. The IET paper is also properly cited.

https://www.ieee.org
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reduce the leakage current of the circuits, TO transistors were used whenever there is no

high-frequency ( > 100 MHz) signal path, for instance, power switches and current mirrors.

Further simulation results showed that with the same transistor dimension, a pMOS TO

transistor exhibits less than half of the leakage current that an nMOS TO transistor has.

Thus, pMOS TO-based power switches were in most cases applied within the scope of this

work section. Moreover, digital-alike analogue blocks such as transmission gates, inverters,

logical gates, multiplexers, decoders, and etc. were self-built based on the TO transistors to

further minimize the leakage current. Finally, the UVT transistor-based digital library was

chosen to minimize the leakage current introduced by the DBE.

4.2 Receiver Overview

Fig. 4.1 shows the top-level principle diagram of the proposed multi-band highly integrated

45-nm WuRX. Both the AFE and DBE are fully integrated on-chip, except the 32.7- MHz

off-chip quartz oscillator.

Based on the uncertain-IF SHD architecture introduced in Section 2.1.2, the AFE features

a 5.5−7.5 GHz band-tunable low-power LNA, a wide-band Gilbert mixer, a 5.5-7.5 GHz low-

power digitally tuned voltage controlled oscillator (DCO), an IF BPF, an ED, a comparator,

a pulse-generator and a current reference. The LNA has a wide-band input matching with

its RF band tunability achieved by a digitally tuned load LC resonator. By applying the

proposed LNA, conventional multi-band RX architectures such as [MHC+10] which use

several parallel connected narrow-band LNAs operating at dedicated bands and hence require

much more power, are avoided. Wide-band LNAs such as [AWE20] are neither taken into

consideration because they consumes much more power than narrow-band LNAs, and

moreover, because the resulted RX is more exposed to noises at the bands out of interest.

The mixer and the free-running DCO enable a wide-band down-conversion of the input

RF signal into a 100-MHz IF band. A low-power high-order BPF was implemented that

strengthens the frequency selectivity. Finally, the signal after the BPF is converted into the

base band and demodulated into a digital wake-up call.

4.3 Low-Noise Amplifier

Beside of a low noise figure, the LNA in this work should first provide a multi-band

functionality from 5 to 7.5 GHz on a high integration level. Moreover, a low DC power

(PDC) < 2.5 mW is essential to keep the overall WuRX power within the specified budget. A

low noise figure NF of < 6 dB at and a high voltage gain (Av,dB) > 18 dB for all the bands

are required. Finally, a short settling time Ts of < 15 ns is specified.
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Parameter Symbol Value

DC current ION,LNA ≤ 3 mA

Noise figure NF < 6 dB

RF frequency fRF 5.5−7.5 GHz

Input reflection coefficient
S11,dB < −10 dB

at Rs = 50 Ω

Single-ended input to differential
Av,dB > 20 dB

output voltage gain

Settling time Ts < 20 ns

Table 4.1: Design specifications for LNA.

4.3.1 Topology

As elaborated in Section 3.3, the cascode topology in general prevail other typologies in

terms of low-power consumption, large bandwidth and high gain. This work further employs

the cascode amplifier as the active amplifier core. As for the on-chip band tunablity, a general

idea is to implement an LC resonator with a digitally tunable C or L. As on-chip inductors

normally have a much lower Q-factor than that of capacitors, and adding tunable elements

to them only worsens their Q-factor and the circuit performance, thus making it not suitable

for this application. In literature, the band tunability of such an amplifier loaded with an

LC tank were realized either by building up a capacitor bank [KTS+16, TKW+14], or by

transistor sizing [WLW+10]. In [WLW+10], by adjusting the size of cascode transistors,

the equivalent capacitance of the transistor varies correspondingly, which was used as the

tunable capacitance for the LC resonator. The drawback of this approach is the DC bias

current varies in accordance to the change of the transistor size. At the maximum transistor

size for the lowest band of 2 GHz, the LNA in [WLW+10] consumes a high power of

24.3 µW, making this topology unsuitable for this work.

Therefore, the LNA topology in this work was designed based on a single-stage cascode

amplifier loaded with an LC tank [KTS+16, TKW+14], where a digitally controlled capaci-

tor bank tunes the resonant frequency of the LC tank. By proper selection of the capacitor

value in the tunable capacitor bank, a broad band from 5.5 GHz to 7.5 GHz can be covered

by 8 tunable RF sub-bands of the LNA.

In contrast to [KTS+16, TKW+14], the input matching network of this LNA was chosen

to be wide-band to accept the broad range of RF signals from 5.5 GHz to 7.5 GHz. In contrast

to the prior LNA introduced in Section 3.3, this LNA employs an on-chip transformer as

the inductor comprising the LC load resonator to narrow the RF bandwidth and reject

out-of-band noises. This topology not only realizes the transformation from a single-end to

a differential signal, but also reduces the overall circuit size. The active amplifier core is a

single-ended cascode amplifier consuming half of DC current compared to the differential

topology. Moreover, the on-chip transformer was implemented as a differential inductor
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Figure 4.2: Simplified schematic view of the proposed band-tunable LNA [MPE22b∗].

which improves its Q-factor.

Fig. 4.2 shows the schematic of the proposed LNA. Based on a single-stage cascode

circuit, the circuit comprises a transformer-based IMN, an on-off switching unit and an

LC-tank balun as its band selection unit.

4.3.2 Cascode Amplifier

For the sake of design simplicity, the two cascode nMOS transistors M1 −M2 were first

chosen to have the same geometry and to be biased at the same condition. The bias voltages

at the gate terminal of M1 and M2 were fixed to 0.5 V and 1 V. Thereafter, the bias current

density for the cascode amplifier was chosen for a low minimal noise figure of the cascode

amplifier. Fig. 4.3 shows the minimal noise figure of the cascode amplifier in dependence of

the bias current density simulated at the average band frequency of 6.5 GHz. It can be seen

that NFmin reaches its minimum at the current density equal to around 4 mA
µm2 . Thereon, the

W/L of the cascode transistors was tailed to 14 µm / 40 nm leading to a DC bias current of

around 2.24 mA and a transconductance of 15 mS for both the transistors.
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Figure 4.3: Simulated minimal noise figure of a single cascode amplifier in dependence of the DC
drain-source current density at 6.5 GHz.

4.3.3 Input Matching

The input matching network is constructed by the capacitors C1 −C2 and the coils LG and

LS. The inductor LS builds up an inductive source degeneration that transforms the high

capacitive input impedance of the cascode amplifier (dominated by CGS) into a low input

impedance composed of a small resistance
gm·LS

CGS
connected in series with CGS. Through the

T-matching network C1 −LG −C2, the real part can be matched to the source impedance

of 50 Ω. By inversely coupling between LS and LG, the input matching is achieved with

small values of LS and LG which are manufacture-able on-chip. A matching condition that

LS should be kept fewer than LG was considered as the design start [KTS+16, TKW+14],

which allows the proper function of the matching network. A small C2 is preferable which

helps to contribute to a small RC constant at the cascode input and reduces the LNA settling

time. After simulation iterations, values of C1 −C2 and the coils LG − LS were further

optimized for a broad-band matching that covers the target frequency range from 5.5 GHz

and 7.5 GHz.

Fig. 4.4 shows the simulated S11,dB of the LNA using ideal components in Cadence for

C1 −C2 and LG −LS, where C1 = 650 fF, C2 = 470 fF, LS = 1 nH, LG = 2.6 nH, k = 0.8. It

can be seen that the simulated S11,dB lies below -25 dB at the target band from 5.5 GHz to

7.5 GHz, which verifies the feasibility of the IMN.

According to the design parameters obtained above, the coils LG −LS were thereafter

physically implemented and simulated using 3-D EM simulator Sonnet. To maximize the

Q-factor and the self-resonant frequency, the shape of LG −LS was chosen to be octagonal,

and the turns for both the coils were set to 3 and 1.5, respectively. In addition, the first

and the second top layers in the metal stack with the largest thickness and the lowest sheet

resistance were chosen for LS and LG, respectively. To achieve the high coupling factor of
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for the passive components comprising the IMN. The resonant frequency of the LC tank
was set to 5.4 GHz [MPE22b∗].
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Parameter Value

dLG ,1 212 µm

dLG ,2 158 µm

dLS ,1 208 µm

dLS ,2 132 µm

p 5 µm

w 10 µm

NLG
1.5

NLS
3

(c)

Figure 4.5: (a) 3-D view [MPE22b∗], (b) top view [MPE22b∗] and (c) design parameter values of the
coupled inductors LG and Ls for the LNA input transformer.

0.8, LG was placed vertically above LS. The coils were also designed to possibly overlap

each other so that the coupling between them is maximized.

Fig. 4.5 shows the layout view of the designed on-chip coils LG −LS and their design

parameters. EM-simulation results show that from 5.5 GHz to 7.5 GHz, inductances of LG

and LS are 2−2.6 nH and 0.8−1.2 nH, respectively. LG and LS have a simulated Q-factor

of 20 and 25 at the target band. The coupling factor is 0.75−0.85. Finally, high-Q MIM

capacitors were chosen to be C1 and C2 for less insertion loss.

Using netlists of LG and LS extracted from EM simulations in Sonnet, post-layout co-

simulations in Cadence were carried out to verify the complete IMN. The simulation result is

also plotted in Fig. 4.4. By comparison to the simulation result using the ideal components,
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Figure 4.6: Simulated LNA input reflection coefficient S11,dB at the 8 tunable RF bands. Band number
is marked in decimal numbers.

a slight shift of the S11,dB minimum peak by 200 MHz towards lower frequency range

is observed. One can also see that the EM-simulated S11,dB is in general increased by

2.5−4 dB. Nevertheless, the EM-simulation result still clearly shows that the LNA S11,dB

lies below -20 dB at the entire target band from 5.5 GHz to 7.5 GHz, thus satisfying the

design specification.

In the last, S11,dB at the 8 tunable RF bands were simulated after the band-tunable LC

tank was implemented, which will be introduced in detail in the upcoming subsection. Here,

the simulated S11,dB at the 8 tunable RF bands is shown in Fig. 4.6. It can be seen that S11,dB

at all the bands is located below -10 dB, which satisfies the specification. There are some

peaks in the S11,dB curves that arise at higher bands in particular from band 6 to 8. This is a

feedback effect caused by the LC tank due to a higher gain. Nevertheless, since S11,dB is still

below the targeted value and stability simulations also confirm the functionality of the LNA,

this feedback effect has only a negligible impact on the overall performance of the LNA.

4.3.4 Band Selection

The tunable LC-tank is composed of the coils L3 −L4 and the capacitor bank C3 −C6. The

resonant frequency of the LC tank f0 is as follows:

f0 =
1

2π

√

1

2 · (LD +MD)CD
(1− CD(2RD)

2

2L3 +2MD
)

≈ 1

2π ·
√

2 · (LD +MD) ·CD

(4.1)
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d1 222 nm

d2 60 µm

p 6 µm

w 10 µm
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(c)

Figure 4.7: (a) 3-D view, (b) top view and (c) design parameter values of the differential inductor
designed for the LNA LC tank.

where CD, LD, MD and RD represent the capacitance of the LC-tank, the self-inductance, the

mutual inductance and the parasitic series resistance of LD, respectively.

To avoid a large RD, achieve a high Q-factor of the LC tank, a low value of around

1 nH was chosen for LD. To improve the Q-factor of the on-chip inductor, a center-tapped

octagon differential inductor topology was selected, which provides an overall inductance of

this differential inductor of 2·(LD +MD). This differential inductor was also implemented

on the first two top metal layers. The turn number, width, spacing and diameter of the

inductor were optimized to 5, 10 µm, 6 µm and 222 µm for less area and higher Q-factor,

as shown in Fig. 4.7. EM simulation results show that LD and MD have a value of 1−1.3 nH

and 0.75−0.98 nH at the target bands, respectively. The EM-simulated Q-factor of the

differential inductor is between 20 and 25 from 5.5 GHz to 7.5 GHz.

To achieve the 8 tunable RF bands covering 5.5−7.5 GHz, a 3-bit capacitor bank was

designed. It is composed by C3−C6 which were implemented using high-Q MIM capacitors:

CD =CL +C3 +
1

2
· (VA ·C4 +VB ·C5 +VC ·C6) (4.2)

where VA −VC refer to the three digital bits, either 0 or 1 V. Here, an additional parameter

CL with a value of 50 fF is used to model the impedance of the mixer’s RF port. CD was

simulated to be tunable from 100 fF to 300 fF.

To have less parasitic resistance and achieve higher Q-factor of the capacitor bank, RF

nMOS transistors MA −MC with the minimal gate length were used as the switches for

the capacitor bank, as already shown in Fig. 4.2. For the same purpose, the width of these

transistors was tailored according to the capacitance value of each the branch in the capacitor

bank. A shortcoming in application of these RF transistors is a high gate leakage current.

When receiving the 1-V digital control signal, the nMOS transistors MA−MC draw a leakage

current of 233 nA, 386 nA, and 720 nA, respectively. Even though a 1-MΩ resistor is in

series to the gate terminal of each the transistor, they still drained a leakage current of
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Figure 4.8: Simulated LNA voltage gain Av at the 8 tunable RF bands. Band number is marked in
decimal numbers.

226 nA, 368 nA and 663 nA. To address this issue, a duty-cycled low-leakage digital buffer

composed of thick-oxide CMOS transistors is added to the gate of each RF switch. With

a duty cycle of fewer than 0.1 %, these leakage currents are minimized to less than 1 nA.

Simulation results show that the output equivalent resistance of the LNA is around 3 kΩ

from 5.5 GHz to 7.5 GHz.

Fig. 4.8 plots simulation results of the frequency response of the LNA. It can be observed,

the 8 tunable RF bands of the LNA cover the frequency range from 5.2 GHz to 8.0 GHz,

which is a bit larger than the specified range of 5.5−7.5 GHz. This is advantageous in case

of band shift due to process variations or model inaccuracy so that the fabricated circuit can

still meet the requirement. The simulated LNA voltage gain at each band lies above 23 dB,

thereby satisfying the design specification.

Furthermore, it can be further observed that as the band increases, the voltage gain goes

up from 23.8 dB up to around 26 dB. The reason for this slight gain increment is at higher

frequency bands, fewer RF switches are turned on, and hence fewer series parasitic resistance

is introduced into the LC tank, contributing to an increased parallel resistance of the LC

tank. It can be also seen that the bandwidth of the bands increases with the increasing band

number, mainly due to less capacitance used in the LC tank. Based on Fig. 4.8 and according

to Eq. (2.23), the simulated Q-factor of the loaded LC tank is from 10.6 to 10 when the band

number increases from 1 to 8.

Fig. 4.9 shows the simulated noise figure of the LNA. It can be seen that the pass-band

noise figure of the LNA is around 4−5 dB, which meets the required 6-dB noise figure.

As the band number increases, the noise figure, as expected, decreases slightly, because as

analyzed in Section 2.3.3, a higher parallel resistance of the LC tank and a higher voltage

gain of the cascode amplifier have a positive impact on the noise figure reduction.

Finally, the 1-dB compression point of the LNA was simulated. At the highest band
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Figure 4.9: Simulated LNA noise figure at the 8 tunable RF bands. Band number is marked in decimal
numbers.

(number 8) of 8 GHz which corresponds to the highest voltage gain of the LNA, the input-

referred 1-dB compression point was simulated to be around -26 dBm.

4.3.5 Settling Time

On one hand, according to Eq. (2.22) and based on the fact that the highest loaded Q-factor

is 10.6, the maximal 96-% settling time of the loaded LC tank is calculated to be 2 ns. This

value lies far below the required 20 ns, which reveals that the on-chip LC tank of the LNA

has a trivial impact on the settling behavior of the LNA.

On the other hand, the on-off switching of the LNA is realized by turning on and off

both the cascode transistors M1 and M2. The dominant node which contributes most to the

(dis-)charging time is associated with the gate terminal of M1. The RC constant τ of the

charging path associated with this node can be approximated as:

τ ≈ (
1

2
·R1 +R2) · (C2 +CGS) (4.3)

In addition, to let the bias voltage reach its 90-% steady-state level within the required time,

at least 2 · τ should be smaller than 20 ns. Therefore, without a proper choice of the Rs and

Cs, the resulted 2 · τ may easily exceed the specified 20 ns and hinder the LNA from a fast

settling.

While C2 and CGS (CGS was extracted from simulations and accounts for around 50 fF )

have been fixed during the design of the IMN, it is now possible to minimize τ only by the

choice of a small value for R1 −R3. Here, R1 and R3 were first chosen to be 20 kΩ, which is

a balanced value between the requirements of a low τ and of a low DC bias current. As a

result, I1 was fixed to 25 µA. Thereon, R2 was chosen to be 3 kΩ which results from design
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trade-off with the noise figure of the LNA. With the aforementioned parameters, the 2 · τ
is calculated to be 13 ns and the simulated 90-% settling of the entire LNA at the 5.3 GHz

band was 12 ns.

4.3.6 Output Buffer

M6M5 M7
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R5 R6

M1 M2Vip Vin

VDD,buf

Vop Von

R3 R4

R1 R2

L1 −L7 = 40 nm
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W7 = 45 µm

R1,R2 = 30 kΩ

R3,R4 = 380 Ω

R5,R6 = 50 Ω

R7 = 600 Ω

R8 = 280 Ω

Figure 4.10: Schematic view of the LNA on-chip output buffer.

For the purpose of the characterization of the LNA, an output buffer that consists of two

cascaded differential pairs is designed as shown in Fig. 4.10. The first-stage differential

amplifier models the 50-fF input impedance of the mixer, and the second one offers a 50-Ω

output impedance for the 50-Ω input measurement tools. According to simulation results,

this output buffer draws a DC current of 21 mA from another supply (VDD,buf = 1.6 V) and

has a flat voltage gain of 0 dB at the band from 5 GHz to 8 GHz. Moreover, the input referred

1-dB compression point of the output buffer was simulated to be 2 dB lower than that of the

LNA, which is -28 dBm. This suggests during characterization of the LNA, the input RF

power should be set not greater than -28 dBm.

4.3.7 Experimental Results

The LNA circuit was fabricated in the 45-nm RFSOI CMOS technology. Fig. 4.11 shows

the chip photograph of the fabricated circuit. The size of the chip core excluding pads and

wiring is 240 µm by 620 µm.

The circuit was characterized on a prober station (Microtech PM8) using GSGSG and

PGPLL probes (Infinity Probe). The LNA excluding the output buffer consumes 2.4 mA

from a 1-V supply (VDD,AFE), which agrees well with the simulation result.
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Figure 4.11: Chip photograph of the fabricated LNA [MPE22b∗].

Input Reflection Coefficient and Voltage Gain

With a 4-port vector analyzer (Rohde & Schwarz ZVA-67) at an input power of -35 dBm,

S-parameters for the LNA’s RF ports Vi, Von and Vop were obtained.

Fig. 4.12 shows the measured input reflection coefficient S11,dB and voltage gain (differential-

to-single forward gain) Av,dB of the LNA. It can be seen that the measured S11,dB is smaller

than -10 dB from 5.5 to 7.5 GHz, which satisfies the design specification. Moreover, Av,dB at

the center frequency of each band is measured to be from 21 dB to 24.5 dB. This also meet

the targeted voltage gain of >20 dB.

Compared with the simulation results, the measured voltage gain exhibits in general

around a 2.6-dB decrement and the high-frequency bands are shifted by approximately
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Figure 4.12: Measured input reflection coefficient S11,dB and voltage gain Av,dB of the fabricated LNA
at the 8 tunable RF bands. The decimal numbers from 1 to 8 correspond to the binary
coding of the digital signals VA −VC from [000] to [111], and represent the 8 tunable RF
bands provided by the LNA [MPE22b∗].
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300 MHz towards lower frequencies. In addition, the measured bandwidth at each the band

becomes averagely 1.5 times larger than the simulated, further indicating that the Q-factor

of the fabricated LC tank degrades slightly. The measured bandwidth and Q-factor of the

loaded LC tank at the 8 tunable RF bands are summarized in Table 4.2. This slight decrease

is mainly attributed to the increased parasitic effect that arises both within and surrounding

the on-chip inductor. For instance, unexpected dummy fillers were added inside of the

inductor after the tape-out submission to satisfy certain newly-updated design rules. These

structures were therefore not able to simulate and their impact was unknown. Moreover,

metal mesh used for ground and power planes as well as interconnections that surround

the inductor were due to their structural complexity neither able to consider in the EM

simulations.

Noise Figure

The noise figure of the LNA was measured using a signal analyzer (Rhode & Schwarz FSW-

67) with a noise source (Noisecom NC346A). As shown in Fig. 4.13, the noise figure at

the center frequency of each band was measured to be from 4.9 dB to 6.1 dB. Compared to

the simulation results shown in Fig. 4.9, the measured values are approximately 1−2.5 dB

higher in particular at lower frequencies. This is mainly attributed to the decreased LNA

gain. Nevertheless, the measured noise figure has to the most extend met the requirement of

6 dB.
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Figure 4.13: Measured noise figure of the LNA. The decimal numbers from 1 to 8 represent the 8
tunable RF bands provided by the LNA [MPE22b∗].
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Settling Time

A signal generator (Agilent E8257D PSG 60 GHz) was used to generate RF signals for the

LNA input Vin. Another signal generator (Keysight 33600A) provided a square-wave signal

modeling the pulse signal for the LNA. With a power divider and two identical cables, the

generated square wave was split into two equal signals. One was applied to the LNA’s

negative enable pin V EN, while the other one triggered a sampling oscilloscope (Tektronix

DSA8300). Channel C1 and C2 of the oscilloscope measured and recorded data of V EN and

(Von -Vop).

For this test, a 20-MHz square wave was sent to the low-enable input V EN, while a

5.5-GHz sine wave RF signal with a power of -40 dBm was injected continuously into the

RF input Vin. Fig. 4.14 shows the time trace of the LNA’s V EN and its differential output

(Von -Vop) registered in the oscilloscope. From Fig. 4.14, a steady-state Vpp of 50 mV can

be first observed, which corresponds to a power of -22 dBm. Taking the power loss due

to the cables and balun (Marki BAL0212) of around 2 dBm, the LNA has a voltage gain

of around 20 dB which corresponds to the small-signal S-parameter measurement result.

Finally, the 90-% settling time is observed to be around 11 ns, which is also in accordance to

the simulation result.
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Figure 4.14: Measured LNA output with V EN being applied [MPE22b∗].

4.3.8 Summary and Comparison

Table 4.2 summarizes the measured gain and noise figure of the LNA at the 8 different RF

bands. The band tune-ability for the 8 tunable RF bands from 5.5 GHz to 7.5 GHz was

proved successful. The LNA pass-band voltage gain lies above 20 dB at all the 8 tunable RF

bands and the noise figure is below 6.2 dB. The settling time of the LNA was measured to

be less than 10 ns. The measurement results show the performance of the proposed LNA
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f0 /GHz RF band /GHz Q-factor Av,max,dB / dB NFmin / dB

5.50 5.2 − 5.85 8.46 21.0 6.2

5.85 5.4 − 6.1 8.35 21.2 6.0

5.90 5.6 − 6.31 8.31 21.6 5.8

6.20 5.85 − 6.58 8.49 22.0 5.6

6.50 6.15 − 6.89 8.78 22.6 5.4

6.85 6.5 −7.25 9.13 23.0 5.2

7.25 6.85 − 7.6 9.67 23.6 5.2

7.70 7.32 − 8.1 9.87 24.2 4.9

Table 4.2: Measured LNA gain and noise figure at the 8 tunable RF bands [MPE22b∗].

meets the design requirement. This LNA was also implemented on the final WuRX chip

which will be shown in Section 4.11.

Table 4.3 compares the performance of the designed LNA with prior works. It can be

seen that this LNA is generally very competitive to the state-of-the-art LNAs. Although the

LNA reported in [EGS11] has an on-switching time of 1.3 ns which is the fastest reported in

literature, during sleep mode, it still consumes a power of 0.8 mW. This is a critical drawback

making the LNA in [EGS11] not applicable for WuRXs.

This work
[MKE18∗] [TKW+14] [KTS+16] [EGS11] [PPE+08]

[MPE22b∗]

Technology
45 nm 45 nm 130 nm 28 nm 130 nm 45 nm

SOI CMOS SOI CMOS BiCMOS CMOS CMOS CMOS

Ts / ns 10 9.5 32 - 1.3 -

PDC∗ /mW 2.4 2.2 1.85 5 18 5.3

f /GHz 5.5-8 5-7.5 2.4 2.0 1-10.6 2.8-10

Av,dB / dB 21-24.5 18-21 20 24 16 14.2

NF / dB 4.9-6.1 6.2-7.8 3.3 1.9 3.9 5.1-6.3

S11,dB / dB -10 -8 -18 -22 - -10

- Not reported.

* For all the listed LNAs, DC power of their output buffers is excluded.

Table 4.3: Comparison with state-of-the-art LNAs.

4.4 Down-Conversion Mixer

The doubly balanced Gilbert-cell topology was chosen for the mixer due to its capability to

operate at low voltage supplies, the capacity to accept wide-band RF and LO signals and the

ability to effectively cancel out even harmonic signals. The Gilbert-cell mixer multiplies
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Parameter Symbol Value

DC current ION,mix 1 mA

Noise figure NF 8 dB

RF frequency fRF 5.5−7.5 GHz

IF frequency fIF 80−120 MHz

Conversion gain Acv,dB > 0 dB

Settling time Ts 30 ns

Table 4.4: Design specification for the mixer.

in the time domain the RF signal with a square wave LO signal. Table 4.4 lists the design

requirements for the Gilbert mixer.

Fig. 4.15 shows the schematic of the Gilbert mixer. The transconductance stage of the

mixer consists of nMOS transistors M1 and M2. It converts the input voltage signal Vi,RF

from the LNA into current that flows through the switching stage of the mixer. The switching

stage is composed by the nMOS transistors of M3 −M6.

When the LO signal Vi,LO is an ideal square wave signal, after mixing, the IF component

at the down-mixed frequency fRF − fLO can be approximated to:

Vo,IF(t)≈
2

π
·gm1(2) ·R8(9) ·Vi,RF · cos(2π · ( fRF − fLO) · t) (4.4)

where the IF frequency fIF = fRF − fLO should lie within the frequency range between

80 MHz and 120 MHz. According to Eq. (4.4), the low-frequency small-signal conversion

gain of the Gilbert-cell mixer is:

Acv =
V̂ o,IF

V̂ i,RF

≈ 2

π
·gm1(2)

·R8(9) (4.5)

Since other frequency components, e.g. fRF + fLO, will be filtered out by the following

stage high-order IF band-pass filter, shut capacitors at the mixer output which are usually

required by stand alone mixers to form a low-pass filter are not used in this work.

At higher frequencies, due to miller capacitance CGD of the input transistors M1 and

M2, the small-signal conversion gain can be much less than that predicted in Eq. (4.5).

To suppress minimize miller effect, the nMOS M1 and M2 were first chosen to be the RF

transistors with the minimum transistor length of 40 nm. In addition, the conversion gain

in dependence of the width of M1 and M2 was simulated. From 4.16, it can be seen that as

the transistor width is enlarged from 2 µm to 16 µm, the DC transconductance increases

accordingly, whereas the conversion gain reduces from 5.7 dB to -1.6 dB due to the increased

miller effect. Nevertheless, a very small transistor width leads to a large transistor mismatch
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Figure 4.15: Schematic of the Gilbert cell mixer with a current bleeding unit, where I0 =
5 µA [MPE22b∗].

which degrades the mixer performance. In this context, the transistor width for M1 and M2

was set to 4 µm. To achieve a high transconductance, the tail current of the mixer was set to

400 µA (80 I0), leading to a simulated DC transconductance of 2.1 mS for both M1 and M2.

The choice of R8 and R9 faces design trade-off with a fast settling time Ts. Due to low-pass

effect that arises at the mixer output, the time constant τo,IF can be approximated as the

equivalent output resistance (R8 +R9) multiplied by the parasitic mixer output capacitance
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Figure 4.16: Simulated conversion gain of the mixer Acv,dB in dependence of the transistor width W1(2),
when the RF and LO signal frequency fRF are 5.5 GHz and 5.4 GHz, and the LO signal
amplitude is set to 300 mV. R8(9) was set to 5.5 kΩ. During simulations, the bias current
flowing through R8(9) was fixed to 40 µA and the tail current for the mixer was fixed to
400 µA.

(500 fF). To achieve the specified settling time, 3·τo,IF should be less than Ts, leading to:

3 · (R8 +R9) ·500fF < 30ns

R8(9) < 10kΩ (4.6)

Since the bias circuitry also needs a certain time to settle and will further prolong the settling

time, R8(9) was chosen to be 5.5 kΩ.

The current bleeding technique proposed in [LC00] is mandatory for this work in order

to use the 5.5-kΩ load resistor at the limited voltage supply of 1 V. For a proper operation

of M1 −M8, the maximum voltage drop over the load resistor was simulated to be 250 mV.

Without the current bleeding technique, the voltage drop over each load resistor would be

1.1 V (= 5.5 kΩ·200 µA) which is unrealistic. By introducing the current-bleeding transistors

M10 and M11 that reroute a large portion of the tail current by 155 µA into the voltage supply,

the bias current flowing through each the load resistor is only 45 µA. This leads to a voltage

drop of 247.5 mV over each the load resistor and allows the mixer to function normally.

Furthermore, the size of M10 and M11 was optimized to minimize the high-frequency loss

due to the parasitic capacitance. Simulation results show that at 5.5 GHz, the introduction of

M10 and M11 results in a conversion degradation of only 0.6 dB compared to the case when

M10 and M11 are replaced by ideal current sources.

R1 −R2 were chosen to be 15 kΩ which is sufficiently high and does not degrade the

Q-factor of the LC tank of the previous stage LNA. For similar reasons, R3−R4 were chosen

to be 20 kΩ. Moreover, values of R5 −R7 were chosen to be low to reduce the time constant

in the charging path of the bias voltages for the mixer. This choice ensures that the mixer

can be settle within 30 ns at the cost of a relatively high DC current of 100 µA.
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Figure 4.17: Simulation conversion gain of the mixer Acv,dB in dependence of the LO signal amplitude
Vi,LO, when the RF signal frequency fRF are 5.5 GHz and 7.5 GHz, respectively. The LO
signal frequency is set to 100 MHz lower than fRF.

To minimize the leakage current, thick-oxide-gate transistors were chosen for M7 −M11

that are not located in the RF path. The designed mixer draws a simulated DC current of

525 µA from 1 V. When it is switched off, it drains a simulated leakage current of 20 nA.

The small-signal conversion gain of the mixer Aconv versus LO signal amplitude Vi,LO

was simulated when the RF signal frequency fRF was swept from 5.5 GHz to 7.5 GHz, and

the LO signal frequency fLO was set to 100 MHz lower than fRF. Shown in Fig. 4.17, at the

RF band of 5.5 GHz, Acv,dB exceeds 0 dB when Vi,LO is greater than 160 mV. Acv,dB reaches

the peak value of 4.3 dB when Vi,LO is between 380 mV and 420 mV. When Vi,LO is between

280 mV and 500 mV, Acv,dB varies only slightly by 0.5 dB. Thus, the LO signal amplitude

should lie within this range. In addition, Acv,dB experiences a decrement of 0.9−1.3 dB

when the RF band is shifted to the highest frequency of 7.5 GHz. Finally, when fLO varies

from 80 MHz to 120 MHz, simulation results show that Acv,dB has a slight change of 0.6 dB.

4.5 Intermediate-Frequency Band-Pass Filter

The IF filter is a BPF located between the mixer output and the input of the envelope

detector. As mentioned previously, the IF BPF should have a pass-band frequency located

at around 100 MHz with a bandwidth of 20−30 MHz that can accept the down-converted

uncertain-IF signal from the mixer. To effectively filter out the down-converted high-

frequency components and noise, a steep filter slope is mandatory. In this work, the filter

slope steepness was specified to -60 dB/decade. While these requirements could be fulfilled

by using high-Q passive filters, due to the on-chip integration requirement, such a choice of

off-chip components became obsolete. Therefore, the IF BPF with a low power consumption
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Parameter Symbol Value

DC current ION,BPF ≤ 1.0 mA

IF frequency fIF 80−120 MHz

Filter slope − 60 dB/decade

Voltage gain Av,dB > 0 dB

Settling time Ts < 50 ns

Table 4.5: Design specification for IF BPF.

whilst satisfying the other design specifications, as shown in Table 4.5, becomes a quite

challenging task. This requires, in particular, a careful investigation of the filter topology

and its building blocks.

4.5.1 Topology

To realize the filter slope of -60 dB/decade, a 6th-order BPF is required. Fig. 4.18 shows

the block diagram of the 6th-order BPF proposed in this work, which consists of 3 cascaded

2nd-order BPFs with the same topology and a current bank as their bias network. The transfer

function of the 6th-order BPF is thus related to the transfer function of its 2nd-order BPF:

ABPF,6th(s) =
(

ABPF,2nd(s)
)3

(4.7)

Via a negative edge of V EN, the filter can be waked up and vice versa. The filter’s fc is

adaptive via the variable bias voltage Vtune between 0 and 1 V.

2nd-order 2nd-order 2nd-order

V EN

Current Bank

Vtune

Vi Vo

Figure 4.18: Block diagram of the proposed 6th-order IF BPF [MTKE19∗]. ©[2019]IEEE. The current
bank was also implemented on the chip together with the IF filter and will be introduced in
Section 4.8.
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Topology for 2nd-Order BPF

Previous 2nd-order BPFs rely on a multiple-feedback (MFB) topology, where operational

amplifiers or operational transconductance amplifiers (OTA) with a large transconductance

(gm > 10 mS) were used. Fig. 4.19 shows the schematic of the MFB gm-C based 2nd-

order BPF applied in [KTT+16, TRS+16]. This topology provides benefits such as high

linearity and independent configuration of its center frequency, voltage gain and quality

factor. However, it introduces two major disadvantages, namely the large DC current loss

due to the required large gm and the large Ts caused by the large R and C used to compose

its feedback loop.

To avoid these drawbacks led by the MFB topology, another topology, the Tow-Thomas

(TT) gm-C topology [Sun02] was considered, as shown in Fig. 4.20. Although the TT

topology uses four OTAs to realize the 2nd-order BPF, the gm of a single OTA in the

TT is much smaller than that of the OTA in the MPF to achieve a comparable band-pass

characteristic. Fig. 4.21 shows the simulated frequency response of the 2nd-order BPF based

on the TT and MFB topology, respectively. It can be seen, with a gm of 2 mS, the MFB filter

exhibits an undesirable low out-of-band rejection of 25 dB at the band > 1 GHz, whereas

the TT one with a gm of merely 140 µS excludes such an issue.

gT

R1

R1

C1

C1 C1

C1

R3

R2

R2

Vi Vo

Figure 4.19: Block diagram of the 2nd-order BPF in [KTT+16, TRS+16] [MTKE19∗]. ©[2019] IEEE.

C2

C2 C1

C1

Vtune

V EN

gT0 gT3 gT1 gT2Vi Vo

Figure 4.20: Block diagram of the proposed TT-based gm-C 2nd-order BPF [MTKE19∗]. ©[2019]IEEE.
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Figure 4.21: Simulated frequency response of the 2nd-order BPF realized by the MFB gm-C topology
in Fig. 4.19 and the TT gm-C topology in Fig. 4.20, respectively. With the following
parameters C1,2 = 0.3 pF and R1,3 = 0.5 ·R2 = 7 kΩ, the center frequency of both the

2nd-order BPFs is located at 74 MHz [MTKE19∗]. ©[2019]IEEE.

As the OTA with a smaller gm consumes a smaller DC current, the TT-based BPF can be

much more energy-efficient than the MFB-based BPF. Moreover, the TT topology does not

employ resistors in its signal path, thereby decreasing the RC constant and consequently Ts.

The absence of resistors also contributes to a less process and temperature dependency as

well as less occupation of silicon area.

It is to be noted that the TT-gm-C based 2nd-order BPF shown in Fig. 4.20 can be

transformed into a 2nd-order LPF simply by re-routing the interconnections between the

building block OTAs, as shown in Fig. 5.5 in Appendix. Thus, using similar optimization

procedure for the 2nd-order BPF as will be elaborated in the upcoming Section 4.5.2, a

2nd-order LPF can be quickly implemented with ease. This advantage offered by the TT

topology also led to the final choice of the TT-gm-C biquad structure for both the IF BPF

and base-band LPF design of the 45-nm WuRX. To avoid redundancy, the implementation

details for the base-band 2nd-order LPF in the 45-nm WuRX research are not illustrated.

Topology for OTA

Several popular OTA topologies can be found in literature. Since an OTA is the key building

block for an analogue gm-C filter, its performance determines the performance of the filter.

Thus, it is necessary to have a careful consideration before deciding which the OTA topology

should be used.

In literature, the commonly used OTA structures are the differential pair (DP), the tele-

scopic [JY04], the current mirror (CM) [MBT+19∗], the folded cascode (FC) [CKB+83]

as well as the recycling folded cascode (RFC) [ASM09] OTAs. Among these OTAs, the

telescopic OTA excels its counterparts in terms of bandwidth, output resistance and gain.
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Nevertheless, it went out of the selection because this topology requires a direct vertical

stack of more transistors and hence a much higher voltage headroom. This property makes it

in general not suitable for low-supply-voltage applications. In the following, characteristics

of the rest OTA architectures as shown in Fig. 4.25, are discussed. Table 4.6 summarizes the

main parameters of the four OTA topologies shown in Fig. 4.22.

The DP OTA shown in Fig. 4.25 (a) with a common mode feedback (CMFB) loop is a

basic topology of the fully differential OTA using active current source M3a −M3b as its load

to reduce voltage headroom and increase output impedance. Despite of the improvement

and the simplicity of the topology, it suffers from trade-off between transconductance of

M1a −M1b and output impedance of the OTA. The output impedance of the DP OTA is

2 · rDS1||rDS3, with the assumption that the OTA is perfectly symmetrical.

In literature, the CM OTA is used to avoid a direct stacking of the transistors, and so the

need for a much higher voltage supply can be resolved. Fig. 4.25 (b) shows the this topology.

The output impedance of the CM OTA is 2(gm4 · rDS3 · rDS4)||(gm5 · rDS5 · rDS6). However,

the current mirrors (M3a −M3c and M3b −M3d) introduce additional mirror poles [Raz01].

The mirror poles can be dominant and worsens the circuit high-frequency response mainly

due to the large parasitic capacitance CGS,3a +CGS,3d and CGS,3b +CGS,3c introduced by the

current mirror. Especially when a large transconductance is required and the width of M3c

(or M3d) has to be multiple times of the width of M3a (or M3b), the bandwidth limit becomes

more obvious and severe.

A further improvement of the OTA architecture is the FC OTA, as shown in Fig. 4.25

(c). It is superior to the CM OTA in terms of bandwidth, because by folding of the cascode

the mirror pole is avoided. However, the pMOS transistors M3a −M3b serve only as high

ohmic nodes for small signal current to flow into the source of M4a −M4b; the DC currents

that flow through these transistors are wasted. The output impedance of the FC OTA is

2 · [(gm4 · rDS4(rDS1||rDS3))||(gm5 · rDS5 · rDS6)].

Finally, another OTA topology was studied. It resolves the issue brought by the FC

OTA, whilst maintaining the advantages of the other topologies. Fig. 4.22 (d) shows the

schematic of the recycling folded cascode (RFC) OTA [ASM09]. First, each of the former

gm-generating nMOS transistors M1a and M1b in the FC OTA is split into two transistors

M1a, M1c and M1b, M1d, respectively. The width of these transistors M1a −M1d becomes

half of the previous ones and the DC current flowing them is also halved. Therefore, each of

these transistors provides half of the gm as the ones in the FC OTA do. Moreover, the pMOS

Topology ro,OTA gm ICC area

Fig. 4.25 (a) 2(rDS1||rDS3) gm1 2I0 fewest

Fig. 4.25 (b) 2[(gm4rDS4rDS3)||(gm5rDS5rDS6)] gm1 4I0 large

Fig. 4.25 (c) 2[(gm4rDS4(rDS1||rDS3))||(gm5rDS5rDS6)] gm1 4I0 medium

Fig. 4.25 (d) 2[(gm4rDS4(rDS1||rDS3))||(gm5rDS5rDS6)] 2gm1 4I0 largest

Table 4.6: Main parameters of different OTA topologies.
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Figure 4.22: Four fully differential OTA topologies: (a) basic differential pair (b) current mirror (c)
folded cascode (d) recycling folded cascode, respectively.
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transistor M3a (or M3b) in the FC OTA is split into M3a (or M3b) and M3c (or M3d). M3a and

M3c form a current mirror. The pMOS M3c drains the small-signal current which is further

amplified by the current mirror with a mirror ratio of K and output at the drain of M3a. M2a

(or M2b) is used to provide a matched bias condition for M3a (or M3b) and M3c (or M3d).

Thus, the total transconductance of the RFC OTA is ( 1
2 + K

2 ) times larger than that of the FC

or CM OTA, whilst it consumes the same DC current. By choosing a small K, the parasitic

capacitance introduced by the current mirror can be kept sufficiently low so that the high-

frequency performance of the OTA is secured. In this work, K was chosen to be 3 and so the

RFC OTA has a doubled transconductance with the same DC current of 4I0. In addition, the

output impedance of the RFC OTA is 2 · [(gm4 · rDS4(rDS1||rDS3))||(gm5 · rDS5 · rDS6)]. The

only disadvantage brought by the RFC OTA may be an increased silicon area due to physical

interconnections of the increased number of transistors. Nevertheless, this drawback can be

mitigated by proper layout and positioning of the transistors.

Due to the aforementioned comparison and analysis, the RFC OTA topology was cho-

sen not only in building up the IF BPF in the following work section, but also in the

implementation of the base-band LPF.

4.5.2 Design Considerations

Tow-Thomas Filter Theory

From the 2nd-order BPF’s schematic view shown in Fig. 4.20, the small-signal voltage

transfer function ABPF,2nd(s) =
vo(s)
vi(s)

can be derived:

ABPF,2nd(s) =
s ·ABP ·ξ ·ω0

s2 +ξ ·ω0 · s+ω0
2
=

s · gT0

C2

s2 + s · gT3

C2
+ gT1·gT2

C1·C2

(4.8)

where the filter’s center frequency fc = ω0

2π , pass-band gain ABP, and damping ratio ξ can be

described as follows:

fc =
1

2 ·π

√

gT1 ·gT2

C1 ·C2
; ABP =

gT0

gT3
; ξ =

gT3√
gT1 ·gT2

√

C1

C2
(4.9)

For the sake of design simplicity, it was chosen that gT0 = gT1 = gT2 = gT3 = gT and C1 =

C2 = Cvar. Thus, Eq. (4.9) can be simplified to:

fc =
1

2 ·π
gT

C
; ABP = 1; ξ = 1 (4.10)

where it can be concluded the filter center frequency is adjustable independently from the

filter’s gain and quality factor. Thus, it can be claimed the TT gm-C topology does not lose

the simple tunability that the MFB gm-C topology has.

To realize the tunability of fc, varactors with digitally configurable bias voltage were



4.5 Intermediate-Frequency Band-Pass Filter 113

10
6

10
7

10
8

10
9

10
10

−40

−20

0

20

Frequency /Hz

S
im

u
la

te
d
A

B
P

F
,2

n
d
/

d
B

fgT
= 5 fc

fgT
= 20 fc

fgT
=∞

Figure 4.23: Simulated frequency response of the 2nd-order BPF at three different values of the OTA
bandwidth.

chosen for C1,2; gT was designed to be constant.

Influence of OTA on Filter Performance

The aforementioned transconductance gT was assumed to be ideal; it can be generated only

by an OTA that has an infinite bandwidth and an infinite output resistance. In reality due to

parasitic effect, the OTA bandwidth and output resistance are limited.

To understand the impact of the limited bandwidth on the filter’s characteristic, the

transcondutance gT of an OTA can be modeled as a 1st-order low-pass filter:

gT(s) =
io(s)

vi(s)
|vo(s)=0 =

gT,0

1+ s
2πfgT

(4.11)

where fgT
denotes the -3 dB cutoff frequency of gT(s) and corresponds to the dominant

pole due to the parasitics. Eq. (4.11) is further introduced into the transfer function of the

2nd-order BPF shown in Eq. (4.8) leading to:

ABPF,2nd(s) =
(s2 1

2π fgT
+ s)

gT,0

C0

s4 1
2π fgT

+ s3 2
2π fgT

+ s2(1+
gT,0

2π fgT
)+ s

gT,0

C0
+

gT,0
2

C0
2

(4.12)

According to Eq. (4.12), Fig. 4.23 depicts the frequency response of a 2nd-order BPF

using different cutoff frequency with design parameters C0 = 300 fF, gT,0 = 140 µS. It can

be seen that a lower cutoff frequency of gT(s) leads to a larger Q-factor of the filter. To

some extent, this effect could be beneficial for the filter performance and thus be tolerated.

Nevertheless, a large Q-factor corresponds to a narrower IF bandwidth and a long settling
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time which may not be acceptable for the design specification. For this OTA design, the

minimum allowable fgT of the OTA is specified to 5· fc (= 500 MHz).

To observe the impact of the finite output impedance of the OTA on the filter’s char-

acteristic, the frequency response using different values of ro,OTA was simulated without

consideration of the impact of the OTA bandwidth limitation. Fig. 4.24 illustrates the fre-

quency response of the 2nd-order BPF when the output resistance changes from 100 kΩ to

infinity, where it can be concluded that a smaller ro,OTA leads to both a smaller pass-band

gain and a smaller out of band (OOB) rejection at the lower half band of the filter.

4.5.3 OTA Design

To achieve a tolerable error caused by this low-pass effect and make Eq. (4.8−4.10) still

valid for this design, the OTA with the condition fgT
> 6 · fc,max = 720 MHz was chosen.

Based on the considerations laid out for the OTA topologies in section 4.5.1, the OTA was

built up based on the RFC topology. In addition, in the 45-nm RFSOI technology simulation

results show that under the same bias and a comparable area condition, an nMOS input RFC

has shorter Ts, similar noise factor, larger gm bandwidth and smaller but still acceptable gm

compared to its pMOS counterpart. Thus, the OTA was implemented based on the nMOS

input RFC. Depicted in Fig. 4.25, this OTA contains besides of the RFC, several power-down

switches and a common mode feedback stage. Its common mode voltage is
VDD,AFE

2 , which is

also used as the fixed bias voltage for the varactor C1,2.

According to the definition of fc in Eq. (4.10), to save the DC current, in principle one can

design gT as small as possible, as long as Cvar of the varactors can keep fc in the range of

between 70 and 130 MHz. However, as gT reduces, the resistance that exists in the charging

and discharging path when the OTA is switched on and off, increases. This further leads to
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Figure 4.24: Simulated frequency response of the 2nd-order BPF at three different values of the OTA
output resistance.
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Vtune
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C0 = 100 fF

CM0 = 150−330 fF

W0 = 6 µm

L0 = 232 nm

Figure 4.26: The digitally tunable capacitor designed for the 2nd-order BPF.

a larger RC product and a longer Ts. To reach a mid-point between OTA’s IDC and Ts, gT

was designed to 190 µS as well as Cvar varies between 0.43 pF and 0.23 pF when Vtune is

changed between 0 and 1 V.

According to simulations when V EN = 0, the OTA achieves a gm of 188.4 µS with its

-3 dB bandwidth equal to 750 MHz. Moreover, it exhibits an open loop gain of 43 dB and a

phase margin of 64 °, which ensures its stability. While it consumes 33 µA at a 1 V supply,

the OTA can settle within 15 ns.

4.5.4 Digitally Tunable Capacitor

The first option to implement the digitally tunable capacitor C3 could be the application of a

capacitor bank composed by several discrete passive capacitors, as was used, for instance, in

the LC tank of the LNA introduced in Section 4.3. However, for each 2nd-order BPF, four

replicas are needed, and for the entire 6th-order IF filter, twelve replicas of such a capacitor

bank are required. This will not only reserve a large silicon area, but also increase the length

and complexity of interconnections between the capacitor bank and the OTA, thus potentially

degrading the circuit performance.

Due to the above considerations, the digitally tunable capacitor C3 was designed to be a

combination of a fixed-valued high-Q MIM capacitor and a thick-oxide-gate pMOS-based

varactor, as is shown in Fig. 4.26 (a). As one side of the capacitor was directly connected to

an output node of an OTA that provides a fixed bias voltage (common-mode voltage Vcm)

of 0.5 V, the voltage potential of the other side of the capacitor is defined by an external

tuning point Vtune providing a tunable voltage from 0 V to 1 V. In the second version of this

IF BPF, this external tuning voltage was implemented by an on-chip 3-bit DAC which will

be introduced at the end of this section. With the voltage drop over the capacitor changes

from -0.5 V to 0.5 V, the total capacitance is configurable from 250 fF to 430 fF, resulting in

a tunable IF center pass-band frequency from 70 MHz to 120 MHz.
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4.5.5 Experimental Results

The circuit is fabricated in the 45-nm RFSOI CMOS technology. The chip core occupies

0.03 mm2. For the purpose of characterization, an input and output buffer are designed to

provide the circuit with a 50 Ω interface. According to simulation results, both of the buffers

draw in total a current of 21 mA from a 1 V supply and have a flat voltage gain of 0 dB up to

500 MHz. The die photograph is shown in Fig. 4.27.

The chip was measured on a prober station. Two identical baluns were used that transform

the filter differential input and output into single-end ports which were further connected

to measurement tools. Excluding the input and output buffer, the BPF including its bias

circuitry consumes 410 µA from a 1 V supply when V EN = 0. When V EN = 1 V, the circuit

draws a leakage current of 1.3 µA.

Settling Time

For this test, a 1.25-MHz square wave was sent to the BPF input V EN, and a 70-MHz sine

wave with a power of -10 dBm to Vi. The time trace of the BPF output signal with its

envelope (in red) is shown in Fig. 4.28, where a time slot of 45 ns can be observed. This,

however, contains the delay time the BPF’s output signal took to travel from the BPF’s

output to the input of the oscilloscope, which is of around 3 ns. Also, we have to subtract the

delay time caused by the on-chip buffers which is, according to simulation results, of around

2 ns. Thus, we claim that the BPF reaches a settling time of 40 ns.

Filter Characteristic

We characterized the BPF’s magnitude-frequency response at several values of the bias volt-

age Vtune. Fig. 4.29 shows the measured, simulated and theoretical (based on Eq. (4.7−4.10)

frequency response at fc,min and fc,max that corresponds to Vtune = 0 (Cvar,max) and 1 V

(Cvar,min). First and in general, a good match among our theoretical analysis, implementation

and measurement results can be observed. Specifically, we can see fc of the filter is adaptive

between fc,min (70 MHz) and fc,max (120 MHz), thus verifying its frequency tunability.

V
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VV
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VV

6

Figure 4.27: Chip photograph of the fabricated IF BPF [MTKE19∗]. ©[2019] IEEE.
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Figure 4.29: Measured, simulated and theoretically calculated frequency response of the complete IF
filter [MTKE19∗]. ©[2019] IEEE.

Furthermore, despite of a slight change on the measured amplitude-frequency curve in the

lower half of the frequency band, the IF BPF has a filter slope of -60 dB/decade, which

satisfies our design requirement. At last, from Fig. 4.29 we can also observe that the filter

achieves a high out-of-band rejection (OOB Rej.) of > 60 dB.

4.5.6 Comparison

Table 4.7 summarizes the performance of the IF filter and compares it with prior works.

The filter’s center frequency can be tuned between 70 MHz and 120 MHz, and the -3 dB-

bandwidth is 20 MHz. To the author’s best knowledge, at the date of publication, this circuit

achieved the lowest PDC of 0.41 mW, the lowest PDC per pole of 68 µW, the shortest settling
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This work
[KTT+16] [WC15] [LTNN+10] [XVLM16]

[MTKE19∗]

Technology
45 nm RFSOI 130 nm 40 nm 65 nm 65 nm

CMOS CMOS CMOS CMOS CMOS

Topology
TT MFB Active

gm-C
Switched

gm-C gm-C RC-ladder gm-C

Filter order 6 6 8 4 4

Ts / ns 40 70 - - -

VDD,AFE /V 1 2.5 1.5 1.2 1.2

PDC /mW 0.41 4.125 37.8 13.2 7.5
PDC
pole

/mW 0.068 0.687 4.725 3.3 1.875

fc /MHz 70 - 120 70 85 - 225 80 35 - 70

Pass-band
-4 - 0 2 0 - 20 2 -0.1 -10.8

gain / dB

BW-3 dB /MHz 20 16 7 - 56 10 16

OOB Rej. / dB 60 45 48 - 59 30 67-72

Size /mm2 0.03 0.075 0.32 0.25 0.17

Table 4.7: Comparison with state-of-the-art IF BPFs [MTKE19∗]. ©[2019] IEEE.

time of 40 ns and the fewest silicon area of 0.03 mm2 among the state-of-the-art IF BPFs.

4.5.7 Further Optimization

This work section was further optimized leading to the second version of the design which

was finally implemented in the WuRX chip shown in Section 4.11. In this second version,

several improvements have been done. First, thick-oxide-gate transistors were used for

transistors M10a −M10c and M11a −M11c which replaced the previous normal analogue tran-

sistors. This contributes to a drastic leakage current reduction from 1.3 µA in the last version

to the simulated 26.3 nA from 1 V. Second, the transconductance of the transconductor gT0

from the first 2nd-order BPF of the IF BPF was tripled. According to Eq. (4.9), this offers

the first 2nd-order BPF and so the entire IF BPF a pass-band voltage gain of 9.5 dB. All

the other design parameters stay as before. With this modification, the IF BPF operates as

an IF amplifier which improves the signal-to-noise ratio of the WuRX. This change leads

to a slight DC current increase of around 40 µA. Third, a 3-bit DAC completely using

thick-oxide-gate transistors was added into the IF BPF which provides the bias voltage from

0 and 1 V for the varactor Cvar. The DAC was designed using a simple resistor-ring structure

as shown in Fig. 4.30.

Resistors R1 −R7 were designed to have the same resistance of 5 kΩ. When Vo,DAC is

either 3
7 ·VDD,AFE or 4

7 ·VDD,AFE, the equivalent output resistance of the resistor ring is

(3 ·R0)||(4 ·R0). This results in the maximum time constant through the charging path of
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Figure 4.30: The resistor ring based DAC designed for the variable capacitor Cvar shown in Fig. 4.26
of the 2nd-order BPF. In the final implementation of the 45-nm WuRX, the DAC output
Vo,DAC is connected to Vtune of the capacitor Cvar.

Vo,DAC which is around 3 ns and much less than the settling time of the filter itself. Moreover,

the 3-to-8 multiplexer was completely self-implemented using thick-oxide-gate transistors

and without any digital components provided by the PDK. This helps to achieve a reduced

leakage current down to around 5 nA. The entire DAC draws a simulated DC current of

28 µA.

Simulation results show that in the second version, the entire IF BPF draws a maximal

DC current of 0.485 mA and has a leakage current of 26.2 nA. The adding of the ADC does

not increase the settling time of the IF BPF which was simulated still to be 42 ns.

4.6 Envelope Detector

The envelope detector should meet the following requirement, as is summarized in Table 4.8.

The envelope detector comprises a detector core, a common feedback back loop and a

digital-to-analogue converter, as shown in Fig. 4.31. The detector core was developed based

on the envelope detector which has been introduced in Section 3.4.1 and shown in Fig. 3.16.

Parameter Symbol Value

DC current ION,ED ≤ 0.5 mA

IF frequency fIF 80−120 MHz

Conversion gain Acv,dB > 0 dB

Settling time Ts ≤ 50 ns

Table 4.8: Design specification for the envelope detector.
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Different from the ED in Section 3.4.1, this detector utilizes the bulk terminal of its pMOS

load to compensate output offset voltage. The DAC was implemented to provide the tuning

voltage for the offset voltage compensation. Input buffers were also implemented for the

detector core to enhance the conversion gain.

Buf. Vo,ED

CMFL

A[5:0]

Vi,ED VRF

VLOBuf.

D

A

Figure 4.31: Top-level block diagram of the proposed envelope detector [MPE22b∗].

4.6.1 Input Buffer

The input buffer stage for the detector was implemented using differential amplifiers.

Fig. 4.32 shows the schematic of the buffers for the RF and the LO port of the detec-

tor core. Since the detector core was developed based on a Gilbert mixer where the LO

port signal amplitude has a positive impact on the conversion gain, the amplifier gain for

the LO port was designed to be 10 dB higher than that for the RF port of the self-mixer.

This gain increment for the LO port was achieved by two cascade differential amplifiers

while for the RF port only a single-stage differential amplifier was implemented. To isolate

the DC offset voltage that arises in the buffers, the buffer outputs were AC coupled to the

detector core by using block capacitors C1 −C4. By optimizing the size of the differential

amplifiers and the capacitor values, the two buffers also provide a band-pass filter effect with

the pass-band frequency located at around 80 MHz, which further suppresses the out-of-band

noise. Fig. 4.33 shows the simulated frequency response of the buffers. Both the buffers

have a -3-dB bandwidth of around 320 MHz with the center-pass band frequency located at

80 MHz. The simulated pass-band gain for the LO port buffer was around 18 dB and the

gain for the RF port was 6 dB. In addition, the two buffers draw in total a simulated static

current of 70 µA from 1 V and have a leakage current of 1.6 nA. They achieved a settling

time within 15 ns.

4.6.2 Envelope Detector Core

Fig. 4.34 shows the schematic of the implemented detector core. AVT transistors were

chosen for M1 −M6 to accept high-frequency IF signal. Thick oxide transistors were chosen



122 4 Wake-Up Receiver in a 45-nm RFSOI CMOS Technology

M1 M2 M4M3

M8 M9

R1 R2

Vo,RF

M6M5

M10

R3 R4 R5 R6

Vi,ED

C1 C2

Vo,LO

C3 C4

VDD,AFE

M11V EN

M7

2 · I0

VDD,AFE

W1,W2 = 10 µm W3 −W6 = 8 µm W7 = 4 µm W8 −W10 = 16 µm

W11 = 12 µm W3 −W6 = 6 µm L1 −L6 = 54nm L7 −L10 = 300nm

L11 = 112nm R1,R2 = 50kΩ R3 −R6 = 35kΩ C1 −C4 = 110fF

Figure 4.32: Schematic of the input buffer for the envelope detector core, where I0 = 5 µA.
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Figure 4.33: Simulated buffer gain for the LO and RF port of the detector core.

for the rest of transistors M7 −M19 to minimize the leakage current of the circuit. Because

the detector conversion gain is directly related to the transconductance of nMOS M1 and M2,

a large W/L ratio of 20µm/56nm was chosen, leading to gm1 and gm2 of 920 µS at the tail

current of 95 µA (19 · I0). Since nMOS M3 −M6 and pMOS M7 −M8 contribute most to

the output offset voltage of the detector core, large transistor length of 232 ns and 464 ns
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R6 = 6kΩ R7,R8 = 32.5kΩ C1,C2 = 66fF

Figure 4.34: Schematic of the envelope detector core, where bulk terminals of pMOS transistors
M7 and M8 are deployed as the input of the output offset compensation. Here, I0 =
5 µA. [MPE22b∗].

were chosen for each of the group, respectively. Relatively small transistor widths for nMOS

M3 −M6 and pMOS M7 −M8 were preferred to enhance the detector output resistance and

thus the conversion gain.

Similar to the envelope detector in Section 3.4.1, the pMOS transistors M7 and M8 were

employed as an active load to improve the detector output resistance and conversion gain.

An nMOS-based CMFB loop similar to the design shown in Section 3.4.4 was implemented

to fix the common-mode output voltage to 600 mV. Its schematic is shown in Appendix 5.
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It draws a simulated static current of 15 µA from 1 V. Resistors R1, R2, and capacitors C1,

C2 were used for frequency compensation to ensure the stability of the envelope detector.

Current bleeding technique was applied through pMOS transistors M10 and M11 to enhance

the detector conversion gain. Simulation results show that at the optimum bleeding current

of 40 µA (8·I0), the conversion gain is increased by 6.3 times compared to the case without

the current bleeding unit. Moreover, digital tunability similar to Section 3.4.1 was added

to avoid malfunction due to process variation especially when the bleeding current (2·Icb)

tends to reach 47.5 µA (9.5 I0). The tuned current bleeding unit Icb that flows through the

load transistors M12 and M13 can be tuned as follows:

Icb = 3 · I0 + I0 ·A[1]+0.5 · I0 ·A[0] (4.13)

where the optimum bleeding current of40 µA is obtained when the digital bit sequence

A[1 : 0] is set to 1 0.

The envelope detector is DC-coupled with its following stage, the LPF, and further DC-

coupled to the analogue-to-digital converter. Thus, the offset voltage of both the envelope

detector and the LPF directly will appear at the comparator input, which may saturate the

comparator and cause detection failure. Monto-Carlo simulations show that the 3-σ offset

voltage appearing at the LPF output amounts to 100 mV. Main offset voltage contributors

within the detector-LPF chain are the nMOS transistors M3 −M6 and the pMOS M7 −M8.

As a further enlargement of the transistor size results in reduced IF bandwidth and prolonged

settling time of the detector, it is not possible to increase the dimension of the transistors.

To suppress the offset voltage, bulk terminals of the detector’s pMOS transistors M7 −M8

are utilized as additional bias input. Simulation results show that the voltage gain between

the back gate of the pMOS loads and the detector output
∆Vi,DAC

Vo,ENV
is around 1. To compensate

the 100-mV offset voltage at the LPF output, the maximal differential voltage for the bulk

terminals of M7 −M8 is chosen to be 100 mV. The common-mode voltage at the back gates

is set to 950 mV for the minimal settling time.

4.6.3 Digital-to-Analogue Converter

According to the derived requirement for the voltage input at the bulk terminals of M7

and M8, a 6-bit digital-to-analogue converter was designed based on the binary-weighted

current-steering topology [DS04]. Fig. 4.35 shows the schematic of the proposed DAC.

The ith binary current unit was designed as a differential amplifier with a tail current

of 2i−2 · I0, where number 6 refers to the total number of binary units parallel connected

together. Depending on the digital control signals B[i] and B[i] to the ith differential amplifier,

the tail current 2i−2 · I0 flows either from the node Vop,DAC through M1,i or from the other

node Von,DAC through M2,i to the tail current source. The currents flowing through both the
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Figure 4.35: Schematic of the proposed DAC unit, where i is an integer between 0 and 5, I0 =
5 µA. [MPE22b∗].

branches can be described as B[i] ·2i-2 · I0 and B[i] ·2i-2 · I0, respectively:

Vop,DAC =VDD,AFE −R1 · I0 ·
5

∑
i=0

B[i] ·2i−2 (4.14)

Von,DAC =VDD,AFE −R1 · I0 ·
5

∑
i=0

B[i] ·2i−2 (4.15)

Furthermore, the differential Vdiff,DAC and common-mode Vcm,DAC output voltage of the

DAC are as follows:

Vdiff,DAC =Vop,DAC −Von,DAC = R1 · I0 ·
5

∑
i=0

2i−2 · (B[i]−B[i]) (4.16)

Vcm,DAC =
1

2
(Vop,DAC +Von,DAC) =VDD,AFE −

1

2
·R1 · I0 ·

5

∑
i=0

2i−2 (4.17)

The total bias current of the 6 binary units I0 ·∑5
i=0 ·2i−2 was chosen to be 45 µA which

results from design trade-off for a fast settling of the DAC. To reach a maximal differential

output voltage of 100 mV, R1 was set to 2.2 kΩ.

To switch off the DAC, an nMOS transistor M5,i was inserted between the differential pair

M1,i −M2,i and the current source M4,i, so that the common-mode output voltage Vcm,DAC
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Figure 4.36: Simulated time trace of the self-mixer output when an input 100-MHz signal with an
amplitude of 10 mV was injected.

during the sleep mode is kept to VDD,AFE. Compared to the method by placing a pMOS

transistor between VDD,AFE and the detector output, this approach greatly shortens the charge

time for node Vop,DAC and Von,DAC when the DAC is switched from the sleep to the active

mode.

4.6.4 Settling Time

Fig. 4.36 depicts the time trace of transient-simulated Vo of the complete envelope detector

when the digital control bit was set to 11. This corresponds to the case that the envelope

detector achieved its highest output resistance as well as the highest conversion gain. The

amplitude of the input signal was 10 mV. As can be seen, the self-mixer achieved a settling

time of around 50 ns, which satisfies the design specification.

4.6.5 Conversion Gain

Fig. 4.37 shows the simulated self-mixer output voltage and conversion gain in dependence

of input signal amplitude Vi,ED when the bleeding current is set to its maximum. When

Vi,ED reaches 10 mV which corresponds to a WuRX input signal power of -70 dBm under

the assumption that the RF front-end has a voltage gain of 39 dB, the self-mixer delivers an

output signal amplitude Vo,ED of 200 mV that corresponds to a conversion gain of 2000 V-1.

Moreover, Vi,ED get saturated to around 245 mV when Vi,ED goes higher than 10 mV.
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Figure 4.37: Simulated self-mixer (a) output voltage amplitude and (b) conversion gain in dependence
of input signal voltage amplitude.

4.7 Analogue-to-Digital Converter

The analog-to-digital converter (ADC) digitizes the input analogue base-band signal. It

comprises a comparator which fulfills the task of digitization and a digital-to-analogue

converter (DAC) that provides the comparator with a definable reference voltage. Both the

comparator and the DAC were chosen to be fully differential for a strong immunity against

common mode noise. Fig. 4.38 shows the schematic of the ADC.

A static latched comparator was designed based on the comparator for the 180-nm WuRX

and introduced in Section 3.6. It consists of a pre-amplification stage (M1 −M4) and a

regeneration latch (M7 −M8). Tail currents of the comparator were optimized to be 2·I0.

Simulation results show the comparator achieves a voltage gain of 0 dB, a settling time of

30 ns whilst drawing in total 52.5 µA (10.5·I0) from 1 V.

A 4-bit digitally controllable delay line only composed of thick-oxide-gate transistors is

also designed and implemented to provide the sampling nMOS switches M9 −M10 with a

delay time adjustable from 54 ns to 293 ns.

A 6-bit DAC based on the structure aforementioned in Fig. 4.38 is designed that provides

the comparator with a differential reference voltage VDAC from -133.7 mV to 133.7 mV with

a resolution of 4 mV, as shown in Fig. 4.39. The CM voltage of the DAC output is fixed

at 1
2 ·VDD,AFE (500 mV). In this way, the offset voltage. The DAC draws a DC current of

45 µA from 1.0 V.

The entire comparator including the DAC and delay line consumes in total a simulated

DC current of 95 µA from 1 V, and draws a simulated leakage current of 15.8 nA when it is

switched off.



128 4 Wake-Up Receiver in a 45-nm RFSOI CMOS Technology

M2M1

VDD,AFE

M3 M4

M14

M15

M17

M16

M18V EN

M7 M8

1

2
I0

Vin

M10

M9

VBBM6

M5

V EN

4-bit delay

D Q

Q

10 ns delayM12

M13M11

M19

VDD,AFE

VDD,DBE

A[5:0]

VDD,AFE
B[3:0]

6
-b

it
D

A
C

V EN

2I02I0

3I0

3I0

W1,W4 = 12 µm W5 −W6 = 8 µm W7,W8,W14 −W17 = 4 µm W9,W10 = 1 µm

W11 = 10 µm W12 = 40 µm W13 = 40 µm W14 = 10 µm

W15 = 6 µm M16 = 2 µm M17 = 1 µm M18,M19 = 8 µm

L1 −L6 = 112nm L7,L8,L14 −L17 = 56nm L9 −L13,L18 −L19 = 112nm

Figure 4.38: Schematic of the proposed ADC, where I0 = 5 µA [MPE22b∗].
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Figure 4.39: Simulated DAC output as the reference voltage for the comparator.

4.8 Current Generator

A current generator is needed to provide reference currents for several analogue blocks

of the AFE. The current generator is specified to have a low static current fewer than



4.8 Current Generator 129

M3 M4 M9

M13

M8

CC

RC

RA

M5 M6

M7

Io,BPF

VDD,AFE

M11

M10

M12

RB

RB M2M1

<3:0>
M9,b

<3:0>
M10,b

<11:0>
M10,a

<11:0>
M9,a

Io,DET

<3:0>
M9,c

<3:0>
M10,c

Io,LPF

<2:0>
M9,d

<2:0>
M10,d

Io,COMP

VDD,AFE

M9,e

M10,e

Io,test

V EN

5µA
5µA

5µA

5µA

5µA5µA

12 4 4 3

W1,W2 = 12 µm W3,W4 = 2 µm W5 −W7 = 1.6 µm

W8,W9,W9a −W9d = 6 µm W10 = 1.3 µm W10,a −W10d = 6 µm

M11 = 4.1µm M12 = 22µm L1 −L2 = 40nm

L3 −L9,L9a −L9e,L10a −L10e,L12 = 112nm L10,L11 = 336nm RA = 100kΩ

RB = 10kΩ RC = 3.5kΩ CC = 315fF

Figure 4.40: Schematic of the proposed current bank [MTKE19∗].

50 µA from 1 V, and is able to settle sufficiently fast within 15 ns. Moreover, the temperature

independence should be also considered so that the ambient temperature has limited influence

on the circuit performance.

Fig. 4.40 depicts the schematic of the proposed current bank. Its work principle is as

follows. Two identical resistors RB generate a reference voltage of 1
2 ·VDD,AFE. nMOS

M1 −M4 and pMOS M8 −M9 together with resistor RA build up a negative feedback loop

so that the voltage over RA is fixed to be the reference voltage of 1
2 ·VDD,AFE. By choosing

a high-resolution 100-kΩ resistor as RA, the reference current I0 of 5 µA is generated that

flows through M8. pMOS transistors M10,a −M10,b copy the reference with a specified

current mirror ratio as current supplies for the corresponding building blocks of the AFE.

Capacitor CC and resistor RC are used for frequency compensation which avoids the risky of

instability due to the negative feedback loop. pMOS transistors M12 and M13 are used to

fully switch off the current generator when V EN is 1 V. When V EN = 0, the current generator

without its current outputs, draws in total a simulated DC current of 25 µA from a 1-V

supply. When V EN = 1, the circuit draws a leakage current of 17 nA.

Fig. 4.41 shows the current output Io,test (= 1
2 · I0) of the current generator in dependence

of its load resistance Rload. pMOS transistors M9,e and M10,e are set to 3 µm, the half width
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Figure 4.42: Simulated settling behavior of the current output 1
2
· I0 when the load consists of a 100-kΩ

resistor and a 100-fF capacitor.

of M8 and M9. It can be seen, 1
2 · I0 varies from 2.575 µA to 2.42 µA when Rload increases

from 1 kΩ to 200 kΩ, showing a high degree of robustness against load impedance variations.

The current generator was also simulated for temperature dependence. With a load resistance

of 100 kΩ, 1
2 · I0 varies from 2.43 µA to 2.74 µA when the ambient temperature changes

from -40° to 100°. When the temperature is 20°, 1
2 · I0 reaches its standard value of 2.5 µA.

Thus, the simulated relative current deviation ∆I0,rel = | I0,100°−I0,-40°

I0,20°
| is 12.4 %.

Fig. 4.42 shows the transient behavior of the current generator output 1
2 · I0 when it is

loaded with a resistor of 100 kΩ in parallel to a capacitor of 100 fF. The current achieves its

96 % of steady-state current of 2.5 µA within 12 ns. As the load resistance is normally less

than 100 kΩ, the settling time of the current generator is ensured to be less than 12 ns.



4.9 Pulse Generator 131

4.9 Pulse Generator

A pulse generator using the topology same with the one shown in the 180-nm WuRX in

Section 3.7 was implemented. Since its schematic view is almost the same with the one

shown in Fig. 3.23, it is not shown again to avoid the redundancy.

In contrast to the prior pulse generator where the majority of the digital blocks was directly

borrowed from the digital standard cell library provided by the 180-nm PDK, this pulse

generator was implemented purely using thick-oxide-gate transistors to reduce the leakage

current. Because digital standard cells in the 45-nm PDK are not built based on the thick-

oxide-gate transistors which however exhibit the least leakage current, basic digital-alike

building blocks for this analogue pulse generator such as inverters, buffers, transmission

gates, NAND gates, multiplexers including 2x1, 4x1, 8x1 and 16x1 multiplexers and a 4-bit

digitally controlled delay line were designed and implemented only using thick-oxide-gate

transistors. Moreover, design trade-offs were made between speed and leakage current.

Simulation results show that by configuration of the delay time, a low-level pulse width

for V EN was simulated to be tunable from 50.3 ns to 326.4 ns with a step of 12 ns and 16

options. For test purposes, an external digital input V EN,ext was added to enable a directly

on-off control over the AFE. The PG draws in total a simulated DC leakage current of

15.8 nA from a 1-V supply.

4.10 Digital Back-End

Similar to the DBE of the 180-nm WuRX, the DBE in this work also comprises a clock

divider, a phase controller, a correlator and an SPI. The algorithms for the phase controller

and the correlator are also re-used from [Tzs17]. For the information for the work principles

of these digital blocks, readers are recommended to refer to the prior Section 3.8. In addition,

the quartz oscillator (RV-3028-C7 [MC]) was also used for the 32.7-kHz reference clock

for the DBE. Moreover, to suppress the leakage source due to digital transistors, the digital

transistors are set to operate in the sub-threshold region, leading to the choice of the digital

supply voltage VDD,DBE at 0.45 V. Level shifters similarly to those shown in Fig. 5.3 in

Appendix 5 were implemented on the chip to enable the signal communication between the

AFE at VDD,AFE of 1.0 V and the DBE at VDD,DBE of 0.45 V.

4.11 Wake-Up Receiver Implementation

4.11.1 Proof-of-Concept 45-nm Wake-Up Receiver IC

A proof-of-concept WuRX chip was implemented in the GlobalFoundries 45-nm RFSOI

CMOS technology. The AFE part was manually layouted using Cadence Virtuoso, and

the DBE was achieved using the program Place & Route of Cadence Innovus. During

synthesis, floor-planning and routing of the DBE, the circuit speed was traded off for a
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Figure 4.44: Schematic of the output buffer with a broad-band balun used for differential outputs of the
45-nm WuRX AFE.

minimum number of the digital transistor leading to a reduced leakage current of the DBE.

The complete WuRX design was finalized by manually connecting the two parts in Cadence

Virtuoso. Large decoupling vertical natural capacitors were used between ground and supply

voltages to filter out noises. ESD protection circuits were implemented at all the pads of the

circuit. Fig. 4.43 shows the complete block diagram of the 45-nm WuRX.

The SPI control signals which are marked with thick lines are provided by an external

STM µC board. Via a self-developed Python-based software program, the SPI master on the

µC board sends control signals via the SPI bus to the WuRX chip.

The external oscillator provides a reference clock signal with a frequency of 32.7 kHz to

the frequency divider of the WuRX. Based on the signal provided by the frequency divider,

the pulse generator of the AFE outputs the low-enable signal V EN that defines the on-time

TON and the duty cycle D of the AFE.

For test purposes, on-chip common-source circuits were implemented to provide 0-dB

voltage gain and 50-Ω output impedance. High-precision 50-Ω resistors were used on the

test PCB as the load of the common-source circuits. Moreover, for the sake of test simplicity,

a broad-band transformer [Coic] with a turn ratio of 2:1 was used as balun on the PCB to

transform the differential output to a single-ended one. Simulation results have verified that

the differential-to-single-end voltage gain of the complete buffer chain is -3 dB from 1 MHz

to 150 MHz. Fig. 4.44 shows the schematic of the output buffer.

Fig. 4.45 shows the photograph of the fabricated 45-nm WuRX chip. It occupies a silicon

area of 1200 µm x 900 µm. The pin configuration of the WuRX chip is detailed in Table 4.9.

As can be first seen, the LNA occupies almost one third of the entire chip area due to its

on-chip coils. Moreover, there remains unused area mainly due to the large number of the

pads (35 pads in total) that define the minimum perimeter of the chip. In future versions,

the chip area can be much more compact because the pads for test purposes such as pins

20−31 will be no longer needed.
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Figure 4.45: Chip photograph of the fabricated 45-nm WuRX.

Pin Symbol I/O Domain Remark

1,3,5,7,12,17,25,29,33 GND In/Out − Ground

2 Vi In AFE WuRX input

4 Vpuls,ext In AFE Pulse signal

6,8,23,26,32,34,36 VDD,AFE In/Out AFE Voltage supply of AFE

9 MISO Out DBE SPI master-in-slave-out

10 RESET In DBE SPI low-active reset

11 SS In DBE SPI high-active chip select

13 CLKSPI In DBE SPI clock

14 MOSI In DBE SPI master-out-slave-in

15 CLKref In DBE 32.7-kHz reference clock

16 VWuRX Out DBE WuRX output

18 VDD,DBE In/Out DBE Voltage supply of DBE

19 Vo,AFE Out AFE AFE output

20,21 Vo,LPF,+/- Out AFE LPF output

22 Vo,comp Out AFE Comparator output

24 Vo,current Out AFE Current generator output

27,28 Vo,BPF,+/- Out AFE BPF output

30,31 Vo,mix,+/- Out AFE Mixer output

35 V o,EN Out AFE Pulse generator output

Table 4.9: Pin explanation of the fabricated 45-nm WuRX shown in Fig. 4.45.

4.11.2 45-nm Wake-Up Receiver PCB

To characterize the fabricated WuRX IC, an FR-4 PCB with 4 metal layers was implemented.

To reduce the length of the bonding wires, deep cavity milling with a depth of 800 µm was



4.11 Wake-Up Receiver Implementation 135

Cu (GND)

FR4

Prepreg

Cu (GND)

FR4

Cu (VDD,AFE)

Cu (GND) Cu (GND)RF

500µm

35µm

360µm

35µm

500µm

35µm

35µm

400µm250µm 250µm

(a)

Cu (VDD,AFE)

GND

Cu (GND)

FR4

Prepreg

Cu (GND)

FR4

RF+ RF- GND

200µm200µm 140µm 200µm 200µm

800µm
Cavity

(b)

Figure 4.46: PCB layer configuration and dimension of (a) single-ended co-planar and (b) differential
waveguide with the chip cavity.
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Figure 4.47: Photograph of (a) the bonded 45-nm WuRX chip [MPE22b∗] (b) the fabricated WuRX
PCB.

also implemented on the PCB for the area where the chip was placed, as shown in Fig. 4.47

(a). Due to the chip cavity, the pads on the chip and the landing pads on the PCB are kept

on the same horizontal level, which minimizes the bonding wire length to 450 µm for the

circuit RF input. The PCB layer configuration of the single-ended co-planar and differential

waveguide are shown in Fig. 4.46. The single-ended co-planar was optimized for the WuRX

input with a frequency between 5 GHz and 8 GHz, while the differential waveguide was

optimized for signals operating below 150 MHz.
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Moreover, auxiliary components such as 1:2 0.2−500 MHz baluns [Coic], low drop-out

regulators and level shifters were used on the PCB to finalize the measurement. Fig 4.47 (b)

shows the photograph of the fabricated WuRX PCB.

4.12 Experimental Results

4.12.1 Setup

Fig. 4.48 shows the measurement setup in characterization of the fabricated 45-nm WuRX.

A DC power supply (Agilent 6626A) was used to provide the supply voltage for the entire

WuRX IC. Two 6 1
2 -digit digital multimeter (Keysight 34465A) were used to measure the

current consumption of the AFE and DBE of the 45-nm WuRX. The carrier signal sent

by the TX was modeled by a vector signal generator (Rohde & Schwarz SMA 100-B). The

wake-up frame was directly programmed into the SMA 100-B and the OOK modulation

was achieved by its AM option. An oscilloscope (Rohde & Schwarz RTO 1024) was used

to register the output signals of the WuRXs which were further analyzed by the MATLAB

program. The same STM µC board used in characterization of the 180-nm WuRX was used

to configure the 45-nm WuRX.

34465A 34465A

SMA

100B

µC

32.7 kHz

VDD,AFE VDD,DBE

LNA
SPI

Corr.

b
al.

Vo,mix Vo,BPF Vo,LPF

Oscilloscope

RTO 1024

V EN

2 · I0

ZVL-6

b
al.

VWuRXVBB

Figure 4.48: Block diagram of the experimental setup in characterization of the 45-nm WuRX.
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Figure 4.49: Measured input reflection coefficient S11,dB of the 45-nm WuRX. The decimal numbers
from 1 to 8 represent the 8 tunable RF bands provided by the LNA [MPE22b∗].

4.12.2 Result

Input Reflection Coefficient

The input reflection coefficient of the 45-nm WuRX was characterized using a network ana-

lyzer (Rohde & Schwarz ZNB-8). Fig. 4.49 depicts the measured input reflection coefficient

S11,dB of the WuRX. Compared to the S11,dB of the LNA measured on the wafer prober

station, the S11,dB of the WuRX has degradation of 3 dB to 6 dB from 5 GHz to 8 GHz. This

is attributed to the parasitic effect caused by the SMA connector, solder bumps and bonding

wires. Nevertheless, the S11,dB at the target band from 5.5 GHz to 7.5 GHz still lie above

8.9 dB.

On-Time of the Analogue Front-End

The on-time of the AFE TON which is defined by the pulse generator was characterized

when the external 32.7-kHz oscillator was switched on. Fig. 4.50 shows the simulated and

measured TON according to 16 different digital control bits. Here, a close match between the

simulation and measurement results can be observed, thereon confirming the functionality

of the implemented pulse generator.

Conversion Gain

To characterize the conversion gain in the RF front-end chain (from LNA input to the IF

filter output), a signal generator (Keysight 8257D) was used to provide RF input signals for

the WuRX. The WuRX was set to the contentious-on mode. For each RF band from the 8

bands between 5.5 GHz to 7.5 GHz, an RF signal with a power of -60 dBm was fed into the

WuRX input. The output power of the mixer, the IF filter were recorded by the spectrum



138 4 Wake-Up Receiver in a 45-nm RFSOI CMOS Technology

RF band /GHz IF band /MHz Acv,mix,dB / dB Acv,BPF,dB / dB

5.57 97 21.7 29.7

5.73 99 25.0 32.8

5.94 102 24.0 31.9

6.25 94 25.4 33.3

6.48 100 25.5 33.4

6.71 98 26.2 34.2

6.95 98 27.3 35.4

7.22 97.3 26.0 34.0

7.48 102 27.1 35.2

7.66 96.2 27.5 35.6

Table 4.10: Measured conversion gain of the RF front-end of the 45-nm WuRX [MPE22b∗].

analyzer (Rohde & Schwarz ZVL-6) from which the conversion gain of the corresponding

signal chain is obtained.

Table 4.10 summarizes the experimental results. By comparing Table 4.10 with the LNA

gain shown in Table 4.2, it can be seen that the mixer stage itself has a conversion gain of

4−6 dB and the gain of the IF filter is around 6-8 dB which agree closely with the simulation

results. Thus, the functionality of these blocks is verified.

Settling Time

The settling time of each analogue block of the AFE was characterized by setting the AFE

into duty-cycled mode with an on-time of 248 ns and meanwhile inputting a 5.73-GHz RF

0 2 4 6 8 10 12 14 16

0

200

400

Digital control bits (decimal)

T
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N
/

n
s

Simulated Measured

Figure 4.50: Simulated and measured on-time TON of the 45-nm WuRX AFE at 16 digital control
bits [MPE22b∗].
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Figure 4.51: Measured transient (a) low-enable signal V EN, (b) 5-µA output of the current generator
2 · I0, (c) mixer output Vo,mix, (d) band-pass filter output Vo,BPF, and (e) low-pass filter
output Vo,LPF. During the measurement, a carrier 5.75-GHz signal with a power of -50 dBm
was sent continuously to the RF input of the 45-nm WuRX [MPE22b∗].

signal with a power of -50 dBm to the AFE. A series 5-kΩ resistor Ro,current was connected

to the 5-µA output (2 · I0) of the current generator. Before the start of the measurement, an

offset voltage of 20 mV at the comparator input was first measured and then compensated by

using the 6-bit DAC of the envelope detector.

Fig. 4.51 shows the measurement results. It can be seen the 90-% settling time of the

current generator output, the mixer, band-pass filter, and the low-pass filter are approximately
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25 ns, 30 ns, 45 ns and 90 ns, which correspond the simulation results and verify the fast

switching capability of the AFE.

According to the measurement results shown above, in the following measurement to

guarantee a correct demodulation for the comparator, the sampling time of the comparator

was set to 100 ns after the negative edge of the low-enable signal V EN, and the on-time TON

of the entire AFE was set to 115 ns.

Eye Diagram at Base Band

The eye diagram at the LPF amplifier output was measured with the real-time oscilloscope

(Rohde & Schwarz RTO 1024). The input signal for the WuRX was an OOK modulated

pseudo-random data stream (PRDS) with a data rate of 64 bps, a carrier frequency of 5.75-

GHz and -70-dBm carrier signal. The WuRX was set to the on-off switching mode with an

on-time TON = 208 ns. Before the test, a DC offset voltage at the LPF output with a value of

20 mV was observed. With the offset compensation unit, this offset voltage was removed.

During the test, the output signals of the BB amplifier were recorded in an oscilloscope.

Fig. 4.52 shows the measured eye diagram. Here, an eye amplitude (EA) of around

280 mV and an eye height (EH) of 170 mV are observed. The noise amplitude is 55 mV (=
1
2 (EA −EH)) and the signal amplitude is 225 mV (= EH + 1

2 (EA −EH)). Thus, the resulted

SNRdB of the base band is,

SNRdB = 20 · log10(
EH + 1

2 (EA −EH)
1
2 (EA −EH)

) = 10.4dB (4.18)

which is in the same order of the specified signal-to-noise ratio 11 dB.

E =265mV

E =140mV

T =208 ns

Figure 4.52: Eye diagram of the measured signal at the LPF output when the power of the 45-nm WuRX
input signal was set to -70 dBm and TON = 208 ns.
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Figure 4.53: Measured 45-nm WuRX output after the wake-up call was detected [MPE22b∗].

Wake-Up Functionality

Fig. 4.53 exemplifies a test case when the WuRX was monitoring the 5.5-GHz communica-

tion channel. A 5.57-GHz wake-up call signal at a data rate of 8.17 kbps were sent to the

WuRX. To demodulate the wake-up code, the frequency divider of the WuRX was set to

have a division ratio of 1, so that the WuRX operates with the clock frequency of 32.7 kbps.

As can be seen, a power-on signal was sent out from the WuRX with a latency of 3.8 ms

after the wake-up code was sent out from the TX. This latency time matches closely the

calculated value of 31 bit/8.2 kbps which is 3.79 ms, and hence confirms the functionality of

the WuRX.

Sensitivity

To characterize the sensitivity of the AFE and the complete WuRX, the WuRX was set

to the duty-cycled mode with TON = 115 ns. The 31-bit wake-up sequence was directly

programmed into the signal generator (SMA 100-B from Rohde & Schwarz). The OOK

modulated RF wake-up signal was generated by the internal amplitude-modulation function

of this signal generator. To enable the 4-time over-sampling, the clock divider was set to have

a divider ratio of 1, so that the AFE operated with a clock frequency of 32.7 kHz. Moreover,

the test was carried out for the eight carrier frequencies between 5.5 GHz and 7.7 GHz shown

in Table 4.10. During the test, the power of the RF wake-up signal Pin was swept, and the

WuRX output from the DBE was simultaneously registered by the oscilloscope. For each

swept input power at the specific test frequency, the 31-bit wake-up code was sent 1.13 ·104

times repetitively and the wake-up call sent out from the WuRX was counted.

Fig. 4.54 (a) shows the measured WER in relation to the input power of the WuRX at 8

different test frequencies. Here, it can be easily observed that as the frequency increases,

the sensitivity improves. This tendency corresponds to the measured LNA gain shown in

Table 4.2 as well as to the measured conversion gain of the WuRX RF front-end shown in
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Figure 4.54: (a) Measured WER in dependence of the 45-nm WuRX input power Pin,dBm, and (b)
measured sensitivity PSEN,dBm at different bands [MPE22b∗].

Table 4.10. This implies the gain in the receiver RF chain has a direct positive impact on its

sensitivity.

From Fig. 4.54 (a), values of the WuRX sensitivity PSEN,dBm at each test frequency and at

both WER of 10-2 and 10-3 were extracted and shown in Fig. 4.54 (b). It can be observed

that, when the WER is 10-3, the proposed WuRX achieves the least sensitivity of -67.5 dBm

at 5.57 GHz and the best sensitivity of -72.4 dBm. When the WER is 10-2, the measured

sensitivity is generally of 1.6 dB better than at the WER of 10-3.
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Figure 4.55: Measured WER in dependence of the 45-nm WuRX input power Pin,dBm.

Dynamic Range

The dynamic range shows the ability of the WuRX to process a certain range of the input

power. While the bottom limit is defined by the sensitivity, the upper limit has to be

measured. In this test, the frequency bands 5.57 GHz and 7.66 GHz which respectively

corresponds to the worst and best sensitivity of the WuRX were chosen for this test. During

the measurement, the WuRX input power was increased gradually from where the WuRX

achieved the WER of 10-1 until 0 dBm. The test with the input power beyond 0 dBm was not

carried out in order to protect the chip from overheating or breakdown.

Fig.4.55 shows the measurement result. It can be seen that, between 0 dBm and the input

power where the WuRX reaches its sensitivity at WER of 10-3 (-67.6 dBm at fRF = 5.57 GHz,

-72.4 dBm at fRF = 7.66 GHz), the WER at both the bands remains below 10-3. Thus, the

WuRX achieves a dynamic range of at least 67.6 dB at fRF = 5.57 GHz, and at least 72.4 dB

at fRF = 7.66 GHz. The achieved high dynamic range shows that the WuRX is suitable for

near-field wireless communication applications.

Selectivity

The selectivity of the WuRX was characterized through measurement of the signal-to-

interference ratio (SIR) of the WuRX. A continuous wave (CW) RF blocker with an offset

frequency of 50 MHz was used as the interference signal. The power of the WuRX signal

with a frequency of 5.57 GHz was set 3 dB higher than the power where the WER reaches

10-3. The power of the interference signal was swept until the WER approaches 10-2. The

measured SIR at the 50-MHz offset frequency was -2 dB.
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Power Consumption

The measured DC current of the AFE accounts for 5.119 mA at VDD,AFE of 1 V. When the

WuRX AFE was set off, the measured leakage current from VDD,AFE was 1.26 µA. The

measured leakage current of the DBE was 2.221 µA at VDD,DBE of 0.45 V when the external

32.7-kHz clock was turned off.

The power consumption of the 45-nm WuRX AFE and DBE were measured when the

on-time of the WuRX Ton was fixed to 115 ns. The frequency of the external oscillator was

fixed to 32.7 kHz. During the test, the clock divider ratio was swept from 8 to 1 so that the

data rate DR increased from 64 bps to 8.17 kbps. The total power consumption of the 45-nm

WuRX PWuRX can be determined using Eq. (3.23) which was also used in measuring the

total power consumption of the 180-nm WuRX.

Fig. 4.56 shows the measured power consumption of the AFE, DBE and the whole WuRX

in dependence of the data rate from 64 bps to 8.2 kbps. Operating at the minimum reachable

data rate of 64 bps, the average current consumed by the AFE is measured to be 1.261 µA

from 1.0 V and the current used by the DBE is 2.277 µA from 0.45 V. Thus, the entire

WuRX operating at the data rate of 64 bps achieves a minimum power consumption of

2.312 µW. The maximum power consumption at the data rate of 8.172 kbps was measured

to be 23.436 µW.

According to Eq. (2.8), when the data rate and the on-time are 64 bps and 115 ns, the

power consumption of the AFE without the leakage are calculated to be only 38.2 nW. The

main potion of the power consumption is reserved by the leakage power of both the AFE and

DBE, which is limited by the technology. There is a further improvement potential when

a CMOS technology with less leakage, such as 22-nm fully-depleted SOI CMOS [Gloa],

could be used. However, the latter would be associated with higher costs when compared to

the 45 nm SOI technology used in this work.
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Figure 4.56: Measured 45-nm WuRX power consumption in dependence of the data rate [MPE22b∗].
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Reference
[MPE22b∗] [JWG+20] [IKW19] [DBBC21] [LBD+20] [ASB+19] JSSC’19 [AKD+18] [SKJ+17] [RCS+16]

This JSSC’20 TMTT’19 JSSC’21 JSSC’20 Part I Part II JSSC’18 RFIC’17 ISSCC’16

Freq. /GHz 5.5−7.7 9.0 5.5−5.8 2.4 2.4 2.4 2.4 2.4 2.4

PWuRX / µW 2.3−23.4 0.022 220 2.0−189 495 150 1200 95 0.365 0.104/0.236

Technology
RFSOI

CMOS CMOS CMOS CMOS CMOS CMOS
FinFET

CMOS CMOS
CMOS CMOS

Node / nm 45 65 / 180 40 65 65 65 40 14 65 65

Topology
Duty-cycl. Direct RF Mixer- Duty-cycl. Mixer- Mixer-

Low-IF
Mixer- Direct RF Direct RF

SHD detection first Uncertain-IF first first first detection detection

LO generation
Unlocked

-
Ring osci. LC VCO Unlocked Ring osci. Unlocked Ring osci.

- -
LC VCO + FLL + PLL LC VCO + FLL LC VCO + FLL

Modulation OOK OOK OOK CE-OOK OOK FSK OOK OOK OOK

TON / µs 0.115 always on - always on always on always on always on always on

Supply /V 1.0 / 0.45 0.4 0.95 / 0.55 1.0 / 0.6 0.9 / 0.6 1.1 / 0.9 1.0 / 0.9 0.95 1.0 / 0.8 / 0.5 1.0 / 0.5

Data rate / kbps 0.064−8.2 0.033 62.5 8.192 62.5 112.5 250 62.5 2.5 8.192

Wu packet 31 bit 36 bit - 32 bit 64 bit - - 32 bit - 31 bit

Latency Tlat /ms
486

540 -
1000

1 - - 0.512 - 3.8
3.8 10

PSEN in dBm
-67.5c

-64c -81a -93.5a -81c

-57.5a -82.2a -72c -61.5a -39c/-56c

-72.4c -92.6 f

SIR in dB -5d -5c -20 -47 -57 f -4/-11 -10/-15 -20c,x -19.1
-

CW at ∆f 50 MHz 500 MHz 20 MHz 20 MHz 20 MHz 2/3 MHz 20 MHz 3 MHz

Off-chip match. No No Yes No No Yes No No Yes Yes

a Measured at a BER of 10-3, b at a BER of 10-1, c at a WER of 10-3, d at a WER of 10-2, e at a WER of 0.7·10-2, f at a WER of 10-1,

x An OFDM blocker was used, z no signal jammer was used, result was extrapolated from sensitivity curve at WER of 10-1.

Table 4.11: Comparison with state-of-the-art gigahertz-WuRXs [MPE22b∗].
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4.12.3 Comparison

Table 4.11 summarizes the performance of the developed WuRX and compares it with state-

of-the-art GHz-WuRXs. The proposed 45-nm WuRX achieves the largest RF bandwidth of

around 2.2 GHz with more than 10 operation bands. The switched-on time of 115 ns which

is also the shortest enables the WuRX to operate with a moderately high date rate whilst

consuming a low average power between 2.3 µW and 23.4 µW. To the best knowledge of

the author, at the time of writing this dissertation, this is the first fully integrated WuRX able

to accept RF carrier signals with such a broad band from 5.5−7.7-GHz ever reported.

By comparison of the 45-nm WuRX to the 180-nm WuRX presented in the prior chapter, it

can be seen that the sensitivity of the 45-nm WuRX is more than 10 dB worse, mainly due to

the insufficient gain obtained at the RF stage. While the 180-nm LNA achieved a measured

RF gain of around 50 dB, the measured conversion gain obtained by the 45nm-LNA together

with the mixer accounts for only around 25 dB. Thus, the receiver noise figure can not be

fully dominated by the LNA noise figure, and the SNR at the demodulator input degrades. A

further improvement room lies in the selectivity of the 45-nm WuRX. It can be expected

that with a higher Q-factor of the LNA’s loaded LC tank, the RF bandwidth will narrow, and

the selectivity of the 45-nm WuRX will improve.

4.13 Design Improvement for Future Implementation

To improve the RF gain and so the sensitivity of the 45-nm WuRX, the most direct means

is to optimize the LNA so that it can provide a much higher RF gain, a narrower RF

bandwidth and are more robust against process variations. To fulfill these requirements in

the upcoming version of the 45-nm WuRX, in the following, a novel LNA architecture is

proposed, investigated and verified through comprehensive simulations.

4.13.1 Improved LNA with Enhanced Q-Factor and Accurate Band

Adaptability

Fig. 4.57 shows the schematic view of the proposed LNA with a Q-factor booster parallel

added to its LC tank. As confirmed by thorough simulation results, this improved LNA

architecture does not increase the overall DC power consumption, but is still able to boost the

RF gain and simultaneously narrow the RF band. Its work principle is detailed as follows.

The Q-enhancement is a cross-coupled nMOS differential pair that generates a negative

resistance −rneg and compensates the parasitic parallel resistance Rp which arises in the LC

tank. This is actually a frequently used concept in CMOS oscillator designs [HL99, LH00].

To let the LNA operate not in an oscillation mode, the total equivalent parallel resistance at

the LNA load Rtot should be positive:

Rtot = (−rneg)||Rp =
rneg

rneg −Rp
·Rp > 0 Ω (4.19)
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Figure 4.57: Schematic of the proposed improved version of the LNA with Q-boosting stage.

which leads to:

rneg > Rp (4.20)

where the term
rneg

rneg−Rp
is the boosting factor for both Q and voltage gain of the LNA.

Compared to the prior case without rneg, the total equivalent parallel resistance Rtot is
rneg

rneg−Rp
times larger, and so the Q and voltage gain of the LNA.

It is obvious to see, as rneg approaches Rp, Rtot goes up. However, if rneg reduces to less

than Rp, the LNA becomes an LC cross-coupled oscillator and the WuRX will fail to operate.

In addition, since the increased Q-factor prolongs the settling process of the LNA, rneg is

not allowed to arbitrarily approach Rp. These constraints motivate the need of a digitally

adaptive rneg that can be easily and finely adjusted to meet specific requirements.

As can be easily derived from the schematic of the cross-couple nMOS pair, rneg is

approximately 1
gm,Y

, where gm,Y is the small-signal transconductance of the nMOS MY.

By manipulating the DC bias current IX of nMOS MY, gm,Y can be defined and so the

Rtot, Q-factor and stability of the LNA. This knowledge leads to the implementation of

a digitally tunable current mirror MX. By setting the current mirror ratio WY

W0
, IX can be

adjusted according to the specific application requirement.

Moreover, as the Q-factor increases, the RF bandwidth of the LNA becomes much

narrower, so that the previously used 8 coarsely tunable bands can only cover a small portion

of the 5.5−7.5-GHz band. This fact leads to the implementation of a fine tuner that expands

the frequency range at each of the 8 operation bands, making the LNA highly adaptive,

possibly to an arbitrarily specified sub-band. This implementation borrows the concept

introduced for the previously IF BPF in Section 4.5.7, where pMOS-based varactors with a
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DAC were used. Here, the width and length of the pMOS transistor used for the varactor

were chosen to be 1.2 µm and 232 nm, respectively. The tuning voltage VDAC was limited to

0.5 V and 1.0 V. The DAC was implemented using the simple 4-bit ring resistor topology

with a DC bias current of 50 µA. This offers 16 fine zoom-in capability at each the operation

band.

Q-Factor Enhancement

Schematic-level simulations were carried out to prove the concept of this improved LNA,

where almost all the parameter values shown in Fig. 4.2 in Section 4.3 were used. As

an exception, the W/L ratio of the RF nMOS transistors M1 −M2 is decreased down to

12 µm/40 nm which reduces slightly the output parasitic capacitance of the cascode. The

reduced capacitance is reserved by the newly introduced nMOS transistors MY, and so the

overall frequency band does not obviously change compared to that of the previous LNA.

In addition, the bias current I1 is decreased to 1.95 mA, which is around 300 µA less than

that used by the previous LNA. This saved power budget is shifted for IX. Thus, the overall

power consumption of the LNA stays also unchanged. IX is realized by a digitally tunable

binary-weighted current mirror:

IX =
4

∑
0

(Ai ·2i) ·10 µA (4.21)

where Ai represents the ith digital control signal which is either 1 or 0. As can be seen, IX

can be configured from 0 to 310 µA with a step of 10 µA.

Fig. 4.58 shows the simulated LNA frequency response and S11,dB at the lowest and

highest band in dependence of the bias current IX, when the bias voltage for the varactor

was set to 500 mV. It can be clearly seen that as IX increases, the pass-band voltage gain of

the LNA goes up. Moreover, at higher values of IX, due to the feedback effect, S11,dB at

the pass band begins to increase as well. To have an acceptable input matching, S11,dB is

tolerated to the maximum of -8 dB which corresponds to the maximum allowable pass-band

voltage gain Av,max,dB of 38 dB. Further increment of IX and the voltage gain will lead to a

positive S11,dB and the LNA starts to oscillate.

Compared to the case without the Q-factor enhancer, the improved LNA achieves a

maximum voltage gain increment of at least 15 dB at the 5.2-GHz band, and that of at least

13 dB at the 7.65-GHz band. The improved Q-factor at the 5.2-GHz and the 7.65-GHz

band are simulated to be approximately 52 and 38, which correspond to an improvement

factor of more than 500 % and 380 %, respectively. In addition, the implemented tunable

Q-factor booster with the fine tune-ability enables the LNA with robustness against Q-factor

fluctuation due to process variations and unexpected update of process parameters. In the

case of unexpected degradation of the Q-factor, more IX can be injected up to 310 µA, which

helps to boost up the degraded Q-factor and ensures the voltage gain up to at least 38 dB.
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Figure 4.58: Simulated LNA frequency response and S11,dB at the lowest and highest band in dependence
of the bias current IX, when the bias voltage for the varactor was set to 500 mV..

Noise Figure

Fig. 4.58 shows the simulated LNA noise figure at the lowest and highest band when the

bias current IX was set to 240 µA and 140 µA, and the varactor bias voltage was 500 mV.

This corresponds to the case when the LNA achieves the highest possible voltage gain of

38 dB. Compared to the simulated noise figure of the prior LNA without the Q-factor booster

shown in Fig 4.9, the simulated noise figure of the improved LNA exhibits a very similar

value of around 4.5 dB at both the bands. This shows the application of such a Q-factor

enhancer does not degrade the noise performance of the LNA. In addition, since the voltage

gain of the improved LNA can be guaranteed by the Q-factor booster, it is expected that

the noise figure of the fabricated LNA will be better than the noise figure of the prior LNA

shown in Fig. 4.13.
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Figure 4.59: Simulated noise figure of the improved LNA at the lowest and highest band when the bias
current IX was set to 240 µA and 140 µA, and the varactor bias voltage was 500 mV.

Band Adaptability

Fig. 4.58 shows the simulated LNA frequency response the highest (band 8) and the second

highest coarse band (band 7) when the bias current IX was set to 130 µA and 150 µA. To

verify the fine adaptability at each the coarse band, the bias voltage for the varactor was

tuned from 0.5 V to 1 V. For the sake of a better illustration of the simulation results, only 8

zoom-in sub-bands corresponding to 8 different bias voltages are shown.

From Fig. 4.58, it can be clearly seen that the pass-band frequency is adjustable at both

tested bands. The fine-tuning capability of the RF band provides the circuit with a higher
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degree of robustness against process variation. It also broadens the application range and

flexibility for the circuit.

From Fig. 4.58, it can be also seen that the voltage gain decreases a bit as the bias voltage

increases, which is mainly due to the change of the Q-factor of the varactor in dependence

of the control voltage. Nevertheless, this effect is not problematic at all, since through

fine-tuning of the Q-factor of the LC tank through the implemented Q-factor booster, the

voltage gain can be lifted up back to the level of around 38 dB.

Settling Time

Compared to the prior LNA where the time constant of the input charging path dominates

the settling time, the Q-factor of the loaded LC further makes an unnegligible impact on

the settling behavior of the improved LNA. At the 5.2-GHz band with a Q-factor of 52,

the settling time introduced by the LC tank itself is calculated to be 10 ns. Similarly, the

settling time introduced by the LC tank at the 7.7-GHz band is calculated to be around 5.2 ns.

Therefore, the LNA is expected to take longer time to settle at the lower frequency bands

than at the higher ones. Moreover, the added DAC and the Q-factor booster also need a

certain time period to reach their steady state, thus further increasing the LNA settling time.

Fig. 4.61 shows the simulated transient behavior of the complete improved LNA when

the lowest 5.2-GHz band with a voltage gain of 38 dB (corresponding to the Q-factor of 52)

was selected. A continuous wave 5.2-GHz signal with a power of -50 dBm was injected

into the LNA input and the on-time of the LNA was set to 100 ns. It can be firstly seen

that the steady-state amplitude of the settled LNA is 62 mV which corresponds to a voltage

gain of around 37 dB. As can be further observed, the complete LNA takes around 26 ns

to reach its 90-% steady-state amplitude after the start of the low-enable signal V EN. The

achieved 26 ns lies a bit above the previously specified settling time of 20 ns. However, as

other following blocks such as the IF BPF and base-band LPF take much longer time of

around 40 ns to settle, and the sampling time of the comparator is set at around 100 ns after

the start of the low-enable signal, the 26-ns settling time of the LNA will not degrade the

receiver performance and can be tolerated.

4.13.2 Other Improvement Possibilities

To improve the 45-nm WuRX sensitivity, it is possible to optimize the mixer so that it can

achieve a higher conversion gain, for instance by adding the current bleeding unit to the

mixer or utilizing the folded Gilbert cell mixer [HASS+19]. This means, however, may lead

to an increased DC power consumption of the circuit.

Furthermore, similar to the design of the envelope detector in the 180-nm WuRX, the

bandwidth of the base band at the detector output in this 45-nm WuRX can be reduced

down to 1 MHz by increasing the output resistance. This will not only further increase the

conversion gain of the envelope detector, but also eliminate the need of the base-band LPF

thus saving the power budget of around 100 µW reserved by the LPF.
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4.14 Future Work

As the first step for the future work is to physically implement and characterize the pro-

posed improved LNA and the 45-nm WuRX with the improvement possibilities mentioned

beforehand.

Assuming that the functionality of the improved LNA and WuRX can be verified, I propose

two promising work directions that may significantly contribute to the low-power IoT. One

direction is to investigate an all-in-one receiver based on the 45-nm WuRX operating at the

frequency band from 5.5−7.5-GHz and the other one is to investigate such a 28-GHz WuRX

utilizing the concept proposed in this work.

4.14.1 Towards an All-In-One 5.5−7.5-GHz Receiver

One may ask, does it worth to invest so many efforts to investigate such a complicated

WuRX with so many challenging specifications, such as a high integration degree, a low

power consumption, a broad and finely tunable operation band, a fast settling time and etc.

In fact, this 45-nm WuRX has laid a solid foundation for a new receiver concept that

the WuRX and the main receiver shall be merged together into an unified body. With the

aforementioned improvements being implemented, the 45-nm WuRX in the next version will

turn into an all-in-one, completely integrated receiver; with the targeted -85-dBm receiver

sensitivity, the ultra-wide operation band from 5.5 GHz to 7.5 GHz and the fast settling

within 115 ns, it will not only function as a WuRX but also serve as a bit-level duty-cycled

wide-band receiver with a low power consumption of 590 µW at a high data rate up to

1 Mbps.

A requirement for the WuRX to become such a receiver is an extra 1-MHz clock which

can be easily provided by an external µC-board. This 1-MHz clock can be fed into the

already existing pin of the WuRX Vpuls,ext. Another step is to implement an algorithm to
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Figure 4.61: Simulated frequency response of the improved LNA at the lowest RF band.
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conditionally change the WuRX from 4-time oversampling mode into a bit-level duty-cycled

receiver. This can be implemented on the external µC-board, or implemented on the digital

back-end of the WuRX chip. When the WuRX operates in the bit-level duty cycling mode,

the duty cycle D becomes:

D = TON ·DR (4.22)

which is 11.3 %. Assuming that the improved WuRX consumes the same static power as the

prior one which is around 5.2 mW, the average power consumption of the WuRX operating

in the 1-Mbps receiver mode is only 590 µW.

To the best knowledge of the author, such an all-in-one receiver has not yet been reported

till the date of writing. This proposed receiver will greatly improve the system compactness,

reduce the implementation cost and time that are needed in investigation of an extra WuRX

and thus is a much more promising solution to the IoT world than the nowadays stand-alone

WuRXs or low-power receivers.

4.14.2 Towards a 28-GHz All-In-One Receiver for 5 G Wireless

Communications

It is of great interest to further investigate the feasibility of such an all-in-one receiver at

higher frequencies, e.g. 28 GHz. In particular, it is of interest to see whether the newly

proposed LNA introduced in Section 4.13.1 is applicable at such higher frequencies, because

high-ohmic node at miller-meter wave designs may lead to instability, which may be a

challenging point in the implementation of the proposed circuit concept. If it is applicable,

the power efficiency of the millimeter LNAs and the receiver sensitivity can be greatly

improved.
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5 Summary

To address the issue of the growing power consumption of WSNs, this dissertation investi-

gates two WuRXs for two different application scenarios. The first one, the 180-nm WuRX

in Chapter 3, was studied for the application scenarios, where a high sensitivity, an ultra-low

power consumption are in demand, for instance, medical implantable applications or long-

rang wireless communications in rural areas. The second one, the 45-nm WuRX in Chapter 4,

was investigated for short-range communication application where high-density conventional

IoT devices are installed. This work improves the state of the art in the following manner:

• In general, following a systematic and analytic research route, the two WuRXs have

been analyzed, designed, optimized and implemented. The research carried out in

this work covers aspects from top-level choice of topology, optimization of design

parameters, through circuit modeling, simulation, implementation, down to circuit

fabrication and verification. Through comprehensive laboratory characterization of

both the fabricated circuits, the feasibility of the two proof-of-concept WuRXs has

been confirmed, which proves the research approaches carried out in this dissertation.

• Within the work scope of the 180-nm WuRX, a highly sensitive (-84.5-dBm), nano-

Watt (193-nW), cost-effective 402-MHz WuRX with data-rate scalability has been

presented. The measurement results have proved that without relying on a second

assisting yet cost-intensive semiconductor technology such as MEMS or PCB tech-

nology such as Rogers-4003, the proposed WuRX is still able to achieve comparable

performance compared against state-of-the-art WuRXs. By utilization of the presented

work, not only the electrical energy demand of the WSNS can be significantly reduced,

but also the system integration cost shall be effectively saved.

• Within the work scope of the 45-nm WuRX, a highly integrated, wide-band (5.5−7.7-

GHz) micro-Watt (2.3-µW) WuRX with band tunability has been presented. The

measurement results have verified the proposed concept of such a high-frequency

broad-band WuRX. To the best knowledge of the author, at the time of writing this

dissertation, this work is the first fully integrated WuRX able to accept RF carrier

signals with such a broad band from 5.5−7.7-GHz ever reported to date. By applying

the proposed WuRX, the over-traffic issue confronting the WSNs can be significantly

mitigated, which not only helps to reduce the power consumption of the WSNs, but

also improves the robustness of the wireless communications.

• Both the two WuRXs contribute significantly to the environmentally-aware and sus-

tainable wireless communications. More importantly, the knowledge gained in this

research not only makes the research results highly reproducible, but also paves a

solid foundation for future WuRX investigations.
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Due to the complexity and the diversified aspects of the wake-up radios, there remain

research rooms to further elevate the circuit performance. For both the WuRXs, detailed

recommendations were made at the end of each Chapter 3 and 4. Here as follows, these

improvements possibilities are summarized.

• For both the WuRXs, to further lift up the integration level and reduce the power

consumption, the external 32.7-kHz reference oscillator with a power consumption

of 49.5 nW is recommended to be integrated into the circuits. As mentioned in

Section 3.13, taking the 9-nW 7−62-kHz oscillator [LJE21] as an example, if the

180-nm WuRX can apply such an oscillator, a power reduction of around 40 nW can

be expected, which corresponds to 20.7 % reduction of the overall power consumption

for the 180-nm WuRX.

• For both of the WuRXs, to speed up the process of the offset compensation at the

detector output, it is recommended to implement an on-chip digital feedback loop,

for instance [SPHE19], to automatize the offset compensation needed for both the

WuRXs.

• An improved LNA with a Q-factor enhancement technique and an ability to zoom

into narrower RF sub-bands has been proposed for the 45nm-WuRX, as elaborated in

Section 4.13.1. By application of this LNA, the future version of the 45-nm WuRX is

expected to achieve a sensitivity improvement of more than 15 dBm at the entire RF

band between 5.5 GHz to 7.5 GHz without increasing the overall power consumption.

As the follow-up step, it is of a particular interest to implement the LNA into the future

version of the 45-nm WuRX and characterize its functionality through laboratory

experiments.

• It is also of a great interest to investigate the feasibility of the proposed Q-factor

increment technique for the 180-nm LNA and 180-nm WuRX. Specifically, one

should check whether large on-chip inductors e.g., >10 nH by application of such a

Q-factor booster can achieve high-Q factor above 50, and whether such a modified

LNA can achieve an RF gain comparable to that of the prior LNA using off-chip

high-Q coils. If it is feasible, the 180-nm WuRX will become much more compact,

making it more suitable for the MICS applications.

• As pointed out in Section 4.14.1, due to the fast-settling characteristic of the 45-

nm WuRX, the 45-nm WuRX can be easily transformed into a normally low-power

receiver. Especially when the Q-factor improvement technique can be proved feasible,

the future improved 45-nm WuRX will not only function as a wake-up receiver but

also most importantly fulfill high data-rate communication ≤1 Mbps with a sub-mW

power consumption. Such an all-around receiver will further contribute significantly

to the low-power WSNs.
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Appendix

Small-Signal Model of the Loaded LNA
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Figure 5.1: The SSEC model of the cascode amplifier when (a) pole at node P1, (b) pole at node P2 is
present, and (c) when an LC parallel resonator is introduced at the pole place P2.
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Derivation in Noise Modeling of the Loaded LNA

H1 =−A0 (5.1)
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The relationships between the transfer function and the DC intrinsic gain are as follows: 5.
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Schematic of 16-to-1 Multiplexer for the 180-nm WuRX
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Figure 5.2: Schematic of the implemented 16-to-1 multiplexer.

Schematic of Level Shifter for the 180-nm WuRX
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Figure 5.3: Schematic of the implemented level shifter for the 180-nm WuRX.
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Schematic of Common Mode Feedback Loop for the 45-nm WuRX
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Figure 5.4: Schematic of the common mode feedback loop implemented for the envelope detector of
the 45-nm WuRX.

Block Diagram of Tow-Thomas Based 2nd-Oder Low-Pass Filter for the 45-nm WuRX
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Figure 5.5: Block diagram of the Tow-Thomas based 2nd-order low-pass filter implemented for the
45-nm WuRX.
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