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#### Abstract

Concrete domains have been introduced in Description Logics (DLs) to enable reference to concrete objects (such as numbers) and predefined predicates on these objects (such as numerical comparisons) when defining concepts. To retain decidability when integrating a concrete domain into a decidable DL, the domain must satisfy quite strong restrictions. In previous work, we have analyzed the most prominent such condition, called $\omega$-admissibility, from an algebraic point of view. This provided us with useful algebraic tools for proving $\omega$-admissibility, which allowed us to find new examples for concrete domains whose integration leaves the prototypical expressive DL $\mathcal{A} \mathcal{L C}$ decidable. When integrating concrete domains into lightweight DLs of the $\mathcal{E L}$ family, achieving decidability is not enough. One wants reasoning in the resulting DL to be tractable. This can be achieved by using so-called p-admissible concrete domains and restricting the interaction between the DL and the concrete domain. In the present paper, we investigate p-admissibility from an algebraic point of view. Again, this yields strong algebraic tools for demonstrating p-admissibility. In particular, we obtain an expressive numerical padmissible concrete domain based on the rational numbers. Although $\omega$-admissibility and p-admissibility are orthogonal conditions that are almost exclusive, our algebraic characterizations of these two properties allow us to locate an infinite class of p-admissible concrete domains whose integration into $\mathcal{A} \mathcal{L C}$ yields decidable DLs.
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## 1 Introduction

Description Logics (DLs) [3]5 are a well-investigated family of logic-based knowledge representation languages, which are frequently used to formalize ontologies for application domains such as the Semantic Web [28] or biology and medicine [27]. A DL-based ontology consists of inclusion statements (so-called GCIs) between concepts defined using the DL at hand. For example, the GCI Human $\sqsubseteq \exists$ parent.Human, which says that every human being has a human parent, uses concepts expressible in $\mathcal{E} \mathcal{L}$. This GCI clearly implies the inclusion Human $\sqsubseteq \exists$ parent. $\exists$ parent.Human, i.e., Human is subsumed by $\exists$ parent. $\exists$ parent.Human w.r.t. any ontology containing the above GCI. Keeping the subsumption problem decidable, and preferably of a low complexity, is an important design goal for DLs. While subsumption in the lightweight DL $\mathcal{E L}$ is tractable (i.e., decidable in polynomial time), it is ExpTime-complete in $\mathcal{A L C}$, which is obtain from $\mathcal{E L}$ by adding negation 5.

If information about the age of human beings is relevant in the application at hand, then one would like to associate humans with their ages and formulate constraints on these numbers. This becomes possible by integrating concrete domains into DLs 4]. Using the concrete domain $(\mathbb{Q},>)$, we can express that parents cannot be younger than their children with the GCI $>$ (age, parent age $) \sqsubseteq \perp$, where $\perp$ is the bottom concept (always interpreted as the empty set) and age is a concrete feature that maps from the abstract domain populating concepts into the concrete domain $(\mathbb{Q},>)$. While integrating $(\mathbb{Q},>)$ leaves $\mathcal{A L C}$ decidable 33], this is no

[^0]longer the case if we integrate $\left(\mathbb{Q},+_{1}\right)$, where $+_{1}$ is a binary predicate that is interpreted as incrementation [5]6]. In [34, $\omega$-admissibility was introduced as a condition on concrete domains that ensures decidability. It was shown in that paper that Allen's interval logic [1] as well as the region connection calculus RCC8 [37] can be represented as $\omega$-admissible concrete domains. Since $\omega$-admissibility is a collection of rather complex technical conditions, it is not easy to show that a given concrete domain satisfies this property. In [6], we relate $\omega$-admissibility to well-known notions from model theory, which allows us to prove $\omega$-admissibility of certain concrete domains (among them Allen and RCC8) using known results from model theory. A different algebraic condition (called $E H D$ ) that ensures decidability was introduced in [19], and used in [32] to show decidability and complexity results for a concrete domains based on the integers.

When integrating a concrete domain into a lightweight DL like $\mathcal{E} \mathcal{L}$, one wants to preserve tractability rather than just decidability. To achieve this, the notion of p-admissible concrete domains was introduced in [2] and paths of length $>1$ were disallowed in concrete domain constraints. Regarding the latter restriction, note that, in the above example, we have used the path parent age, which has length 2 . The restriction to paths of length 1 means (in our example) that we can no longer compare the ages of different humans, but we can still define concepts like teenager, using the GCI

$$
\text { Teenager } \sqsubseteq \text { Human } \sqcap \geq_{10}(\text { age }) \sqcap \leq_{19}(\text { age }),
$$

where $\geq_{10}$ and $\leq_{19}$ are unary predicates respectively interpreted as the rational numbers greater equal 10 and smaller equal 19. In a p-admissible concrete domain, satisfiability of conjunctions of atomic formulae and validity of implications between such conjunctions must be tractable. In addition, the concrete domain must be convex, which roughly speaking means that a conjunction cannot imply a true disjunction. For example, the concrete domain $(\mathbb{Q},>,=,<)$ is $\omega$-admissible [6], but it is not convex since $x<y \wedge x<z$ implies $y<z \vee y=z \vee y>z$, but none of the disjuncts. In [2], two p-admissible concrete domains were exhibited, where one of them is based on $\mathbb{Q}$ with unary predicates $=_{p},>_{p}$ and binary predicates $+_{p},=$. To the best of our knowledge, since then no other p-admissible concrete domains have been described in the literature.

One of the main contributions of the present paper is to devise algebraic characterizations of convexity in different settings. We start by noting that the definition of convexity given in [2] is ambiguous, and that what was really meant is what we call guarded convexity. However, in the presence of the equality predicate (which is available in the two p-admissible concrete domains introduced in [2]), the two notions of convexity coincide. Then we devise a general characterization of convexity based on the notion of square embeddings, which are embeddings of the product $\mathfrak{B}^{2}$ of a relational structure $\mathfrak{B}$ into $\mathfrak{B}$. We investigate the implications of this characterization further for so-called $\omega$-categorical structures, finitely bounded structures, and numerical concrete domains. For $\omega$-categorical structures, the square embedding criterion for convexity can be simplified, and we use this result to obtain new p-admissible concrete domains: countably infinite vector spaces over finite fields. Finitely bounded structures can be defined by specifying finitely many forbidden patterns, and are of great interest in the constraint satisfaction (CSP) community [16]. We show that, for such structures, convexity is a necessary and sufficient condition for p-admissibility. This result provides use with many examples of p-admissible concrete domains, but their usefulness in practice still needs to be investigated. Regarding numerical concrete domains, we exhibit a new and quite expressive p-admissible concrete domain based on the rational numbers, whose predicates are defined by linear equations over $\mathbb{Q}$.

Next, the paper investigates the connection between p-admissibility and $\omega$-admissibility. We show that only trivial concrete domains can satisfy both properties. However, by combining the results on finitely bounded structures of the present paper with results in [6], we can show that convex finitely bounded homogeneous structures, which are p-admissible, can be integrated into $\mathcal{A L C}$ (even without the length 1 restriction on role paths) without losing decidability. Whereas these structures are not $\omega$-admissible, they can be expressed in an $\omega$-admissible concrete domain [6]. Finally, we show that, in general, the restriction to paths of length 1 is
needed when integrating a p-admissible concrete domain into $\mathcal{E} \mathcal{L}$, not only to stay tractable, but even to retain decidability.

## 2 Preliminaries

In this section, we introduce the algebraic and logical notions that will be used in the rest of the paper. The set $\{1, \ldots, n\}$ is denoted by $[n]$. We use the bar notation for tuples; for a tuple $\bar{t}$ indexed by a set $I$, the value of $\bar{t}$ at the position $i \in I$ is denoted by $\bar{t}[i]$. For a function $f: A^{k} \rightarrow B$ and $n$-tuples $\bar{t}_{1}, \ldots, \bar{t}_{k} \in A^{n}$, we use $f\left(\bar{t}_{1}, \ldots, \bar{t}_{k}\right)$ as a shortcut for the tuple $\left(f\left(\bar{t}_{1}[1], \ldots \bar{t}_{k}[1]\right), \ldots, f\left(\bar{t}_{1}[n], \ldots, \bar{t}_{k}[n]\right)\right)$.

From a mathematical point of view, concrete domains are relational structures. A relational signature $\tau$ is a set of relation symbols, each with an associated natural number called arity. For a relational signature $\tau$, a relational $\tau$-structure $\mathfrak{A}$ (or simply $\tau$-structure or structure) consists of a set $A$ (the domain) together with the relations $R^{\mathfrak{A}} \subseteq A^{k}$ for each relation symbol $R \in \tau$ of arity $k$. Such a structure $\mathfrak{A}$ is finite if its domain $A$ is finite. We often describe structures by listing their domain and relations, i.e., we write $\left(A, R_{1}^{\mathfrak{A}}, R_{2}^{\mathfrak{A}}, \ldots\right)$.

An expansion of a $\tau$-structure $\mathfrak{A}$ is a $\sigma$-structure $\mathfrak{B}$ with $A=B$ such that $\tau \subseteq \sigma$ and $R^{\mathfrak{B}}=R^{\mathfrak{A}}$ for each relation symbol $R \in \tau$. Conversely, we call $\mathfrak{A}$ a reduct of $\mathfrak{B}$. The product of a family $\left(\mathfrak{A}_{i}\right)_{i \in I}$ of $\tau$-structures is the $\tau$-structure $\prod_{i \in I} \mathfrak{A}_{i}$ over $\prod_{i \in I} A_{i}$ such that, for each $R \in \tau$ of arity $k$, we have $\left(\bar{a}_{1}, \ldots, \bar{a}_{k}\right) \in R^{\Pi_{i \in I} \mathfrak{A}_{i}}$ iff $\left(\bar{a}_{1}[i], \ldots, \bar{a}_{k}[i]\right) \in R^{\mathfrak{A}_{i}}$ for every $i \in I$. We denote the binary product of a structure $\mathfrak{A}$ with itself as $\mathfrak{A}^{2}$.

A homomorphism $h: \mathfrak{A} \rightarrow \mathfrak{B}$ for $\tau$-structures $\mathfrak{A}, \mathfrak{B}$ is a mapping $h: A \rightarrow B$ that preserves each relation of $\mathfrak{A}$, i.e, if $\bar{t} \in R^{\mathfrak{A}}$ for some $k$-ary relation symbol $R \in \tau$, then $h(\bar{t}) \in R^{\mathfrak{B}}$. A homomorphism $h: \mathfrak{A} \rightarrow \mathfrak{B}$ is strong if it additionally satisfies the following condition: for every $k$-ary relation symbol $R \in \tau$ and $\bar{t} \in A^{k}$ we have $h(\bar{t}) \in R^{\mathfrak{B}}$ only if $\bar{t} \in R^{\mathfrak{A}}$. An embedding is an injective strong homomorphism. We write $\mathfrak{A} \hookrightarrow \mathfrak{B}$ if $\mathfrak{A}$ embeds into $\mathfrak{B}$. The class of all finite $\tau$-structures that embed into $\mathfrak{B}$ is denoted by Age ( $\mathfrak{B}$ ). A substructure of $\mathfrak{B}$ is a structure $\mathfrak{A}$ over the domain $A \subseteq B$ such that the inclusion map $i: A \rightarrow B$ is an embedding. Conversely, we call $\mathfrak{B}$ an extension of $\mathfrak{A}$. An isomorphism is a surjective embedding. Two structures $\mathfrak{A}$ and $\mathfrak{B}$ are isomorphic (written $\mathfrak{A} \cong \mathfrak{B}$ ) if there exists an isomorphism from $\mathfrak{A}$ to $\mathfrak{B}$. An automorphism is an isomorphism from $\mathfrak{A}$ to $\mathfrak{A}$.

Given a relational signature $\tau$, we can build first-order formulae using the relation symbols of $\tau$ in the usual way. Relational $\tau$-structures are then just first-order interpretations. For a structure $\mathfrak{A}$ we denote its first-order theory, i.e., the first-order sentences that hold in $\mathfrak{A}$, with $\operatorname{Th}(\mathfrak{A})$. In the context of p-admissibility, we are interested in quite simple formulae. A $\tau$-atom is of the form $R\left(x_{1}, \ldots, x_{n}\right)$, where $R \in \tau$ is an $n$-ary relation symbol and $x_{1}, \ldots, x_{n}$ are variables. For a fixed $\tau$-structure $\mathfrak{A}$, the constraint satisfaction problem (CSP) for $\mathfrak{A}$ [10] asks whether a given conjunction of atoms is satisfiable in $\mathfrak{A}$. A conjunction of atoms with an existential quantifier prefix (quantifying over some of the variables occurring in the conjunction) is called a conjunctive query.

An implication is of the form $\forall \bar{x} .(\phi \Rightarrow \psi)$ where $\phi$ is a conjunction of atoms, $\psi$ is a disjunction of atoms, and the tuple $\bar{x}$ consists of all the variables occurring in $\phi$ or $\psi$. Such an implication is a Horn-implication if $\psi$ is the empty disjunction (corresponding to falsity $\perp$ ) or a single atom. The CSP for $\mathfrak{A}$ can be reduced in polynomial time to the validity problem for Horn-implications since $\phi$ is satisfiable in $\mathfrak{A}$ iff $\forall \bar{x}$. $(\phi \Rightarrow \perp)$ is not valid in $\mathfrak{A}$. Conversely, validity of Horn implications in a structure $\mathfrak{A}$ can be reduced in polynomial time to the CSP in the expansion $\mathfrak{A}\urcorner$ of $\mathfrak{A}$ by the complements of all relations. In fact, the Horn implication $\forall \bar{x} .(\phi \Rightarrow \psi)$ is valid in $\mathfrak{A}$ iff $\phi \wedge \neg \psi$ is not satisfiable in $\mathfrak{A}\urcorner$. Note that, in the signature of $\mathfrak{A}\urcorner, \neg \psi$ can be expressed by an atom.

## 3 Integrating p-Admissible Concrete Domains into $\mathcal{E} \mathcal{L}$

Given countably infinite sets $\mathrm{N}_{\mathrm{C}}$ and $\mathrm{N}_{\mathrm{R}}$ of concept and role names, $\mathcal{E L}$ concepts are built using the concept constructors top concept $(T)$, conjunction $(C \sqcap D)$, and existential restriction
$(\exists r . C)$. The semantics of the constructors is defined in the usual way (see, e.g., [35]). It assigns to every $\mathcal{E L}$ concept $C$ a set $C^{\mathcal{I}} \subseteq \Delta^{\mathcal{I}}$, where $\Delta^{\mathcal{I}}$ is the interpretation domain of the given interpretation $\mathcal{I}$.

As mentioned before, a concrete domain is a $\tau$-structure $\mathfrak{D}$ with a relational signature $\tau$ without constant symbols. To integrate such a structure into $\mathcal{E} \mathcal{L}$, we complement concept and role names with a set of feature names $\mathrm{N}_{\mathrm{F}}$, which provide the connection between the abstract domain $\Delta^{\mathcal{I}}$ and the concrete domain $D$. A path is of the form $r f$ or $f$ where $r \in \mathbf{N}_{\mathrm{R}}$ and $f \in \mathrm{~N}_{\mathrm{F}}$. In our example in the introduction, age is both a feature name and a path of length 1 , and parent age is a path of length 2 . The $\operatorname{DL} \mathcal{E} \mathcal{L}(\mathfrak{D})$ extends $\mathcal{E} \mathcal{L}$ with the new concept constructor

$$
R\left(p_{1}, \ldots, p_{k}\right) \quad \text { (concrete domain restriction) }
$$

where $p_{1}, \ldots, p_{k}$ are paths, and $R \in \tau$ is a $k$-ary relation symbol. We use $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ to denote the sublanguage of $\mathcal{E} \mathcal{L}(\mathfrak{D})$ where paths in concrete domain restrictions are required to have length 1. Note that $\mathcal{E} \mathcal{L}(\mathfrak{D})$ is the restriction to $\mathcal{E} \mathcal{L}$ of the way concrete domains were integrated into $\mathcal{A L C}$ in [34], whereas our definition of $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ describes how concrete domains were integrated into $\mathcal{E L}$ in [2].

To define the semantics of concrete domain restrictions, we assume that an interpretation $\mathcal{I}$ assigns functional binary relations $f^{\mathcal{I}} \subseteq \Delta^{\mathcal{I}} \times D$ to feature names $f \in \mathrm{~N}_{\mathrm{F}}$, where functional means that $(a, d) \in f^{\mathcal{I}}$ and $\left(a, d^{\prime}\right) \in f^{\mathcal{I}}$ imply $d=d^{\prime}$. We extend the interpretation function to paths of the form $p=r f$ by setting

$$
(r f)^{\mathcal{I}}=\left\{(a, d) \in \Delta^{\mathcal{I}} \times D \mid \text { there is } b \in \Delta^{\mathcal{I}} \text { such that }(a, b) \in r^{\mathcal{I}} \text { and }(b, d) \in f^{\mathcal{I}}\right\}
$$

The semantics of concrete domain restrictions is now defined as follows:

$$
\begin{aligned}
R\left(p_{1}, \ldots, p_{k}\right)^{\mathcal{I}}=\left\{a \in \Delta^{\mathcal{I}} \mid\right. & \text { there are } d_{1}, \ldots, d_{k} \in D \text { such that } \\
& \left.\left(a, d_{i}\right) \in p_{i}^{\mathcal{I}} \text { for all } i \in[k] \text { and }\left(d_{1}, \ldots, d_{k}\right) \in R^{\mathfrak{D}}\right\} .
\end{aligned}
$$

As usual, an $\mathcal{E L}(\mathfrak{D})$ TBox is defined to be a finite set of GCIs $C \sqsubseteq D$, where $C, D$ are $\mathcal{E} \mathcal{L}(\mathfrak{D})$ concepts. The interpretation $\mathcal{I}$ is a model of such a TBox if $C^{\mathcal{I}} \subseteq D^{\mathcal{I}}$ holds for all GCIs $C \sqsubseteq D$ occurring in it. Given $\mathcal{E} \mathcal{L}(\mathfrak{D})$ concept descriptions $C, D$ and an $\mathcal{E} \mathcal{L}(\mathfrak{D})$ TBox $\mathcal{T}$, we say that $C$ is subsumed by $D$ w.r.t. $\mathcal{T}$ (written $C \sqsubseteq_{\mathcal{T}} D$ ) if $C^{\mathcal{I}} \subseteq D^{\mathcal{I}}$ holds for all models of $\mathcal{T}$. For the subsumption problem in $\mathcal{E} \mathcal{L}[\mathfrak{D}]$, to which we restrict our attention for the moment, only $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ concepts may occur in $\mathcal{T}$, and $C, D$ must also be $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ concepts.

Subsumption in $\mathcal{E L}$ is known to be decidable in polynomial time [17]. For $\mathcal{E} \mathcal{L}[\mathfrak{D}]$, this is the case if the concrete domain is p-admissible [2]. According to [2], a concrete domain $\mathfrak{D}$ is $p$-admissible if it satisfies the following conditions: (i) satisfiability of conjunctions of atoms and validity of Horn implications in $\mathfrak{D}$ are tractable; and (ii) $\mathfrak{D}$ is convex. Unfortunately, the definition of convexity in [2] (below formulated using our notation) is ambiguous:
$(*)$ If a conjunction of atoms of the form $R\left(x_{1}, \ldots, x_{k}\right)$ implies a disjunction of such atoms, then it also implies one of its disjuncts.

The problem is that this definition does not say anything about which variables may occur in the left- and right-hand sides of such implications. To illustrate this, let us consider the structure $\mathfrak{N}=(\mathbb{N}, E, O)$ in which the unary predicates $E$ and $O$ are respectively interpreted as the even and odd natural numbers. If the right-hand side of an implication considered in the definition of convexity may contain variables not occurring on the left-hand side, then $\mathfrak{N}$ is not convex: $\forall x, y \cdot(E(x) \Rightarrow E(y) \vee O(y))$ holds in $\mathfrak{N}$, but neither $\forall x, y \cdot(E(x) \Rightarrow E(y))$ nor $\forall x, y .(E(x) \Rightarrow O(y))$ does. However, for guarded implications, where all variables occurring on the right-hand side must also occur on the left-hand side, the structure $\mathfrak{N}$ satisfies the convexity condition $(*)$. We say that a structure is convex if $(*)$ is satisfied without any restrictions on the occurrence of variables, and guarded convex if $(*)$ is satisfied for guarded implications. Clearly, any convex structure is guarded convex, but the converse implication does not hold, as exemplified by $\mathfrak{N}$.

We claim that, what was actually meant in [2], was guarded convexity rather than convexity. In fact, it is argued in that paper that non-convexity of $\mathfrak{D}$ allows one to express disjunctions in $\mathcal{E} \mathcal{L}[\mathfrak{D}]$, which makes subsumption in $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ ExpTime-hard. However, this argument works only if the counterexample to convexity is given by a guarded implication. Let us illustrate this again on our example $\mathfrak{N}$. Whereas $\forall x, y .(E(x) \Rightarrow E(y) \vee O(y))$ holds in $\mathfrak{N}$, the subsumption $E(f) \sqsubseteq \emptyset E(g) \sqcup E(g)$ does not hold in the extension of $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ with disjunction since the feature $g$ need not have a value. For this reason, we use guarded convexity rather than convexity in our definition of p-admissibility. For the same reason, one can also restrict the tractability requirement in this definition to validity of guarded Horn implications.

Definition 1. A relational structure $\mathfrak{D}$ is p-admissible if it is guarded convex and validity of guarded Horn implications in $\mathfrak{D}$ is tractable

Using this notion, the main results of [2] concerning concrete domains can now be summarized as follows.

Theorem 1 (Baader, Brandt, and Lutz [2]). Let $\mathfrak{D}$ be a relational structure. Then subsumption in $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ is

1. decidable in polynomial time if $\mathfrak{D}$ is $p$-admissible;
2. Exp Time-hard if $\mathfrak{D}$ is not guarded convex.

The two p-admissible concrete domains in [2] have equality as one of their relations. For such structures, convexity and guarded convexity obviously coincide since one can use $x=x$ as a trivially true guard. For example, the extension $\mathfrak{N}=$ of $\mathfrak{N}$ with equality is no longer guarded convex since $\forall x$. $(x=x \Rightarrow E(x) \vee O(x))$ holds in $\mathfrak{N}_{=}$, but neither $\forall x$. $(x=x \Rightarrow E(x))$ nor $\forall x .(x=x \Rightarrow O(x))$.

In the next section, we will show algebraic characterizations of (guarded) convexity. Regarding the tractability condition in the definition of p-admissibility, we have seen that it is closely related to the constraint satisfaction problem for $\mathfrak{D}$ and $\mathfrak{D}\urcorner$. Characterizing tractability of the CSP in a given structure is a very hard problem. Whereas the Feder-Vardi conjecture [23] has recently been confirmed after 25 years of intensive research in the field by giving an algebraic criterion that can distinguish between finite structures with tractable and with NP-complete CSP [38|18], finding comprehensive criteria that ensure tractability for the case of infinite structures is a wide open problem, though first results for special cases have been found (see, e.g., [14|15]).

## 4 Algebraic Characterizations of Convexity

Before we can formulate our characterization of (guarded) convexity, we need to introduce a semantic notion of guardedness. We say that the relational $\tau$-structure $\mathfrak{A}$ is guarded if for every $a \in A$ there is a relation $R \in \tau$ such that $a$ appears in a tuple in $R^{\mathfrak{A}}$.

Theorem 2. For a relational $\tau$ structure $\mathfrak{B}$, the following are equivalent:

1. $\mathfrak{B}$ is guarded convex.
2. For every finite $\sigma \subseteq \tau$ and every $\mathfrak{A} \in$ Age $\left(\mathfrak{B}^{2}\right)$ whose $\sigma$-reduct is guarded, there exists a strong homomorphism from the $\sigma$-reduct of $\mathfrak{A}$ to the $\sigma$-reduct of $\mathfrak{B}$.

Proof. ' $22 \Rightarrow 1$ ': Suppose to the contrary that the closed implication $\forall x_{1}, \ldots, x_{n} .(\phi \Rightarrow \psi)$ is valid in $\mathfrak{B}$, where $\phi$ is a conjunction of atoms such that each variable $x_{i}$ is present in some atom of $\phi$, and $\psi$ is a disjunction of atoms $\psi_{1}, \ldots, \psi_{k}$, but we also have $\mathfrak{B} \not \vDash \forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{i}\right)$ for every $i \in[k]$. Without loss of generality, we assume that $\phi, \psi_{1}, \ldots, \psi_{k}$ all have the same free variables $x_{1}, \ldots, x_{n}$, some of which might not influence their truth value. For every $i \in[k]$, there exists a tuple $\bar{t}_{i} \in B^{n}$ such that

$$
\begin{equation*}
\mathfrak{B} \models \phi\left(\bar{t}_{i}\right) \wedge \neg \psi_{i}\left(\bar{t}_{i}\right) . \tag{*}
\end{equation*}
$$

We show by induction on $i$ that, for every $i \in[k]$, there exists a tuple $\bar{s}_{i} \in B^{n}$ that satisfies the induction hypothesis

$$
\mathfrak{B} \models \phi\left(\bar{s}_{i}\right) \wedge \neg \bigvee_{\ell \in[i]} \psi_{\ell}\left(\bar{s}_{i}\right)
$$

In the base case $(i=1)$, it follows from **) that $\bar{s}_{1}:=\bar{t}_{1}$ satisfies $\dagger$.
In the induction step $(i \rightarrow i+1)$, let $\bar{s}_{i} \in B^{n}$ be any tuple that satisfies $\dagger$. Let $\sigma \subseteq \tau$ be the finite set of relation symbols occurring in the implication $\forall x_{1}, \ldots, x_{n} .(\phi \Rightarrow \psi)$, and let $\mathfrak{A}_{i}$ be the substructure of $\mathfrak{B}^{2}$ on the set $\left\{\left(\bar{s}_{i}[1], \bar{t}_{i+1}[1]\right), \ldots,\left(\bar{s}_{i}[n], \bar{t}_{i+1}[n]\right)\right\}$. Since $\mathfrak{B} \models \phi\left(\bar{s}_{i}\right)$ by $\dagger$, $\mathfrak{B} \models \phi\left(\bar{t}_{i+1}\right)$ by $\|_{*}$, and $\phi$ contains an atom for each variable $x_{i}$, we conclude that the $\sigma$-reduct of $\mathfrak{A}_{i}$ is guarded. By 2 , there exists a strong homomorphism $f_{i}$ from the $\sigma$-reduct of $\mathfrak{A}_{i}$ to the $\sigma$-reduct of $\mathfrak{B}$. Since $\phi$ is a conjunction of $\sigma$-atoms and $f_{i}$ is a homomorphism, we have that $\mathfrak{B} \models \phi\left(f_{i}\left(\bar{s}_{i}, \bar{t}_{i+1}\right)\right)$. Suppose that $\mathfrak{B} \models \psi_{i+1}\left(f_{i}\left(\bar{s}_{i}, \bar{t}_{i+1}\right)\right)$. Since $f_{i}$ is a strong homomorphism, we get $\mathfrak{B} \vDash \psi_{i+1}\left(\bar{t}_{i+1}\right)$, a contradiction to $(*)$. Now suppose that $\mathfrak{B} \models \psi_{j}\left(f_{i}\left(\bar{s}_{i}, \bar{t}_{i+1}\right)\right)$ for some $j \leq i$. Since $f_{i}$ is a strong homomorphism, we get $\mathfrak{B} \models \psi_{j}\left(\bar{s}_{i}\right)$, a contradiction to ( $\dagger$. We conclude that $\bar{s}_{i+1}:=f_{i}\left(\bar{s}_{i}, \bar{t}_{i+1}\right)$ satisfies ( $\dagger$ ).

Since $\mathfrak{B} \models \forall x_{1}, \ldots, x_{n} .(\phi \Rightarrow \psi)$, the existence of a tuple $\bar{s}_{i} \in B^{n}$ that satisfies ( $\dagger$ ) for $i=k$ leads to a contradiction. This completes the proof of of ' $\sqrt{2} \Rightarrow \sqrt{1}$ ' of our theorem. Alternatively, we could have obtained this direction as an instance of McKinsey's lemma [25].

Before we proceed with the proof of ' $\sqrt[1]{ } \Rightarrow 2$ ', let us take a closer look at the contraposition of the guarded convexity condition. Suppose that we have a conjunction $\phi$ of $\tau$-atoms and tuples $\bar{r}$ and $\bar{s}$ over $B$ together with disjunctions $\psi_{\bar{r}}$ and $\psi_{\bar{s}}$ of $\tau$-atoms such that $\mathfrak{B} \models\left(\phi \wedge \neg \psi_{\bar{r}}\right)(\bar{r})$ and $\mathfrak{B} \models\left(\phi \wedge \neg \psi_{\bar{s}}\right)(\bar{s})$, and the implications $\forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{\bar{r}}\right)$ and $\forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{\bar{s}}\right)$ are guarded. Then clearly there must exist a tuple $\bar{t}$ over $B$ such that $\mathfrak{B} \vDash\left(\phi \wedge \neg \psi_{\bar{r}} \wedge \neg \psi_{\bar{s}}\right)(\bar{t})$ as otherwise $\mathfrak{B} \vDash \forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow\left(\psi_{\bar{r}} \vee \psi_{\bar{s}}\right)\right)$, but neither $\mathfrak{B} \models \forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{\bar{r}}\right)$ nor $\mathfrak{B} \models \forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{\bar{s}}\right)$ is true (which would lead to a contradiction to guarded convexity).

Now we continue with the proof of ' $1 \Rightarrow 2$ '. Let $\sigma$ be an arbitrary finite subset of $\tau$ and let $\mathfrak{A} \in$ Age $\left(\mathfrak{B}^{2}\right)$ be an arbitrary finite substructure of $\mathfrak{B}^{2}$ whose $\sigma$-reduct is guarded. Let $\left\{\left(r_{1}, s_{1}\right), \ldots,\left(r_{n}, s_{n}\right)\right\}$ be the domain of $\mathfrak{A}$. Consider the tuples $\bar{r}:=\left(r_{1}, \ldots, r_{n}\right)$ and $\bar{s}:=$ $\left(s_{1}, \ldots, s_{n}\right)$. Let $\phi\left(x_{1}, \ldots, x_{n}\right)$ be the conjunction of all $\sigma$-atoms such that

$$
\mathfrak{A} \vDash \phi\left(\left(r_{1}, s_{1}\right), \ldots,\left(r_{n}, s_{n}\right)\right),
$$

i.e., we consider all atoms built using a relation symbol from $\sigma$ and containing variables from $\left\{x_{1}, \ldots, x_{n}\right\}$, assign $\left(r_{i}, s_{i}\right)$ to the variable $x_{i}$, and take those atoms for which the corresponding tuple of elements of $\mathfrak{A}$ belongs to the respective relation in $\mathfrak{A}$.

Clearly, the tuples $\bar{r}$ and $\bar{s}$ both satisfy $\phi$ in $\mathfrak{B}$ since the projection to a single coordinate is a homomorphism from $\mathfrak{A}$ to $\mathfrak{B}$. Now let $\psi_{\bar{r}}$ be the disjunction of all $\sigma$-atoms which do not hold on the tuple $\bar{r}$ in $\mathfrak{B}$. Analogously, let $\psi_{\bar{s}}$ be the disjunction of all $\sigma$-atoms which do not hold on the tuple $\bar{s}$ in $\mathfrak{B}$. Without loss of generality, both disjunctions are non-empty since otherwise the projection onto one of the coordinates is a strong homomorphism and we are done. In addition, the implications $\forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{\bar{r}}\right)$ and $\forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{\bar{s}}\right)$ are guarded since the $\sigma$-reduct of $\mathfrak{A}$ is guarded.

We have that $\mathfrak{B} \models \phi \wedge \neg \psi_{\bar{r}}(\bar{r})$ and $\mathfrak{B} \models \phi \wedge \neg \psi_{\bar{s}}(\bar{s})$. Since $\mathfrak{B}$ is guarded convex, there must exist a tuple $\bar{t}$ such that $\mathfrak{B} \models \phi \wedge \neg \psi_{\bar{r}}(\bar{t}) \wedge \neg \psi_{\bar{s}}(\bar{t})$. Now consider the map $f$ that sends, for every $i \in[n]$, the tuple $\left(r_{i}, s_{i}\right)$ to $\bar{t}[i]$. Clearly $f$ is a homomorphism from the $\sigma$-reduct of $\mathfrak{A}$ to the $\sigma$-reduct of $\mathfrak{B}$ because $\mathfrak{B} \models \phi(\bar{t})$. Moreover, $f$ is a strong homomorphism because, if $\psi$ is a formula consisting of a single $\sigma$-atom, then $\mathfrak{B} \models \psi(\bar{t})$ only if $\mathfrak{B} \models \psi(\bar{r})$ and $\mathfrak{B} \models \psi(\bar{s})$.

As an easy consequence of Theorem 2 we also obtain a characterization of (unguarded) convexity. This is due to the fact that the structure $\mathfrak{B}$ is convex iff its expansion with the full unary predicate (interpreted as $B$ ) is guarded convex. In addition, in the presence of this predicate, any structure is guarded.

Corollary 1. For a relational $\tau$-structure $\mathfrak{B}$, the following are equivalent:

1. $\mathfrak{B}$ is convex.
2. For every finite $\sigma \subseteq \tau$ and every $\mathfrak{A} \in$ Age $\left(\mathfrak{B}^{2}\right)$, there exists a strong homomorphism from the $\sigma$-reduct of $\mathfrak{A}$ to the $\sigma$-reduct of $\mathfrak{B}$.

As an example, the structure $\mathfrak{N}=(\mathbb{N}, E, O)$ introduced in the previous section is guarded convex, but not convex. According to the corollary, the latter should imply that there is a finite substructure $\mathfrak{A}$ of $\mathfrak{N}^{2}$ that has no strong homomorphism to $\mathfrak{N}$. In fact, if we take as $\mathfrak{A}$ the substructure of $\mathfrak{N}^{2}$ induced by the tuple (1,2), then this tuple belongs neither to $E$ nor to $O$ in the product. However, a strong homomorphism to $\mathfrak{N}$ would need to map this tuple either to an odd or an even number. But then the tuple would need to belong to either $E$ or $O$ since the homomorphism is strong. This example does not work for the case of guarded convexity, because the considered substructure is not guarded. In fact, a guarded substructure of $\mathfrak{N}^{2}$ can only contain tuples where both components are even or both components are odd. In the former case, the tuple can be mapped to an even number, and in the latter to an odd number.

In the presence of the equality predicate, strong homomorphisms are embeddings and guarded convexity is the same as convexity.

Corollary 2. For a structure $\mathfrak{B}$ with a relational signature $\tau$ with equality, the following are equivalent:

1. $\mathfrak{B}$ is convex.
2. For every finite $\sigma \subseteq \tau$ and every $\mathfrak{A} \in$ Age $\left(\mathfrak{B}^{2}\right)$, the $\sigma$-reduct of $\mathfrak{A}$ embeds into the $\sigma$-reduct of $\mathfrak{B}$.

The three results shown so far in this section follow the same general pattern, namely, they relate different versions of convexity to the existence of certain homomorphisms from all finite substructures of the square of the given structure into the structure. It would be nice if we could lift this property to a homomorphism from the whole square. We will see later (see Section 5.3) that this is not always possible for a given structure $\mathfrak{D}$ itself. However, we now show that it is always possible for some elementary extension of $\mathfrak{D}$. An extension $\mathfrak{M}$ of a $\tau$-structure $\mathfrak{D}$ is elementary if, for every first-order $\tau$-formula $\phi\left(x_{1}, \ldots, x_{n}\right)$ and every tuple $\bar{t} \in D^{n}$, we have that $\mathfrak{D} \vDash \phi(\bar{t})$ if and only if $\mathfrak{M} \vDash \phi(\bar{t})$. In particular, this means that the two structures have the same first-order theory, i.e., $\operatorname{Th}(\mathfrak{D})=\operatorname{Th}(\mathfrak{M})$.

Theorem 3. For a relational structure $\mathfrak{D}$ with equality, the following are equivalent.

1. $\mathfrak{B}$ is convex.
2. There exists an elementary extension $\mathfrak{M}$ of $\mathfrak{D}$ such that $\mathfrak{M}^{2} \hookrightarrow \mathfrak{M}$.

The proof of this theorem requires some basic concepts in set theory such as transfinite induction. We allow the Axiom of Choice, i.e., every set can be well-ordered. A set $S$ is an ordinal if it is transitive, i.e., if $S^{\prime} \in S$, then $S^{\prime} \subseteq S$; and if the membership relation is a well-order on $S$. Ordinals themselves are compared with each other using the membership relation-we write $S^{\prime}<S$ for ordinals $S, S^{\prime}$ if $S^{\prime} \in S$. An ordinal is a cardinal if it does not admit a bijection to an ordinal that is smaller w.r.t. to the membership order. Every set $S$ admits a bijection to a unique cardinal, denoted by $|S|$.

A theory in a signature $\tau$ is a set of first-order $\tau$-sentences. The theory of a $\tau$-structure $\mathfrak{D}$ is the set $\operatorname{Th}(\mathfrak{D})$ of all first-order $\tau$-sentences which are true in $\mathfrak{D}$. A 1-type of a theory $T$ is a set $S$ of first-order formulas with a single free variable such that $T \cup S$ is satisfiable. A 1-type $S$ of $\operatorname{Th}(\mathfrak{D})$ is realized in $\mathfrak{D}$ if there exists $d \in D$ such that $\mathfrak{D} \models \phi(d)$ for each $\phi \in S$. For an infinite cardinal $\kappa$, a structure $\mathfrak{D}$ is $\kappa$-saturated if for every $\beta<\kappa$ and every expansion $\mathfrak{D}_{\beta}$ of $\mathfrak{D}$ by unary relation symbols $\left\{R_{\alpha} \mid \alpha<\beta\right\}$ which interpret in $\mathfrak{D}_{\beta}$ as singletons, every 1-type of $\operatorname{Th}\left(\mathfrak{D}_{\beta}\right)$ is realized in $\mathfrak{D}_{\beta}$. Given a family $\left\{R_{\alpha} \mid \alpha<\kappa\right\}$ of unary relation symbols which interpret in $\mathfrak{D}$ as singleton relations, we denote by $c_{\alpha}^{\mathfrak{D}}$ the unique element contained in $R_{\alpha}^{\mathfrak{V}}$.

Lemma 1 (c.f. Lemma 2.1 in [13]). Let $\mathfrak{B}, \mathfrak{C}$ be $\tau$-structures such that $\mathfrak{C}$ is $|B|$-saturated. Suppose that, for some cardinal $\kappa<|B|$, there are expansions $\mathfrak{B}_{\kappa}$ and $\mathfrak{C}_{\kappa}$ of $\mathfrak{B}$ and $\mathfrak{C}$ by unary symbols $\left\{R_{\alpha} \mid \alpha<\kappa\right\}$ for singleton relations such that every Boolean conjunctive query with atomic negation which holds in $\mathfrak{B}_{\kappa}$ also holds in $\mathfrak{C}_{\kappa}$. Then $\mathfrak{B}_{\kappa}$ admits a strong homomorphism to $\mathfrak{C}_{\kappa}$.

Proof. Without loss of generality we assume that $\left\{c_{\alpha}^{\mathfrak{B}_{\kappa}} \mid \alpha<\kappa\right\}$ is a well-ordered set, in particular, it contains no repetitions. Let $\left\{R_{\alpha}|\alpha<|B|\}\right.$ be a set of symbols with cardinality $|B|$ containing the original unary symbols, and let $\mathfrak{B}_{|B|}$ be an arbitrary $\tau \cup\left\{R_{\alpha}|\alpha<|B|\}\right.$-expansion of $\mathfrak{B}_{\kappa}$ by singleton relations such that $\left\{c_{\alpha}^{\mathfrak{B}_{|B|} \mid}|\alpha<|B|\}\right.$ is a well-ordering of $B$. For every ordinal $\kappa<\lambda<|B|$, let $\mathfrak{B}_{\lambda}$ be the $\tau \cup\left\{R_{\alpha} \mid \alpha<\lambda\right\}$-reduct of $\mathfrak{B}_{|B|}$. We show by transfinite induction on $\lambda$ up to $|B|$ that there exists a $\tau \cup\left\{R_{\alpha}|\alpha<|B|\}\right.$-expansion $\mathfrak{C}_{|B|}$ of $\mathfrak{C}_{\kappa}$ by singleton relations such that every Boolean conjunctive query with atomic negation that holds in $\mathfrak{B}_{|B|}$ also holds in $\mathfrak{C}_{|B|}$. Then $f\left(c_{\alpha}^{\left.\mathfrak{B}_{|B|}\right)}:=c_{\alpha}^{\mathfrak{C}_{|B|}}\right.$ is the desired strong homomorphisms.

The base case $\lambda=\kappa$ follows from the assumptions in Lemma 1 .
For the inductive step, we first consider limit ordinals $\lambda$. There the inductive hypothesis holds as each Boolean conjunctive query can only contain finitely many symbols $R_{\alpha}$ whose indices are less than some $\gamma<\lambda$. Now suppose that $\lambda=\gamma+1$ is a successor ordinal. Let $\Sigma_{\gamma}$ be the set of all conjunctive queries with atomic negation $\phi(x)$ in the signature $\tau \cup\left\{R_{\alpha} \mid \alpha<\gamma\right\}$ such that $\mathfrak{B}_{\gamma} \vDash \phi\left(c_{\lambda}^{\left.\mathfrak{B}_{|B|}\right)}\right.$. By the induction hypothesis, we have $\mathfrak{C}_{\gamma} \models \exists x . \phi(x)$ for every formula $\phi(x)$ from $\Sigma_{\gamma}$. Suppose that $\Sigma_{\gamma} \cup \operatorname{Th}\left(\mathfrak{C}_{\gamma}\right)$ is not satisfiable. Then, by compactness of first-order logic, there is a finite subset $\left\{\phi_{1}(x), \ldots, \phi_{k}(x)\right\}$ of $\Sigma_{\gamma}$ such that $\left\{\phi_{1}(x), \ldots, \phi_{k}(x)\right\} \cup \operatorname{Th}\left(\mathfrak{C}_{\gamma}\right)$ is not satisfiable. This means that $\left\{\phi_{1}(x) \wedge \cdots \wedge \phi_{k}(x)\right\} \cup \operatorname{Th}\left(\mathfrak{C}_{\gamma}\right)$ is not satisfiable. But since $\phi_{1}(x) \wedge \cdots \wedge \phi_{k}(x) \in \Sigma_{\gamma}$, this leads to a contradiction to the definition of $\Sigma_{\gamma}$. Thus $\Sigma_{\gamma} \cup \operatorname{Th}\left(\mathfrak{C}_{\gamma}\right)$ is satisfiable, which means that $\Sigma_{\gamma}$ is a 1-type of $\mathfrak{C}_{\gamma}$. By $|B|$-saturation of $\mathfrak{C}$, it is realized by some element $c \in C$. We define $\mathfrak{C}_{\lambda}$ by setting $c_{\lambda}^{\mathfrak{C}_{\lambda}}:=c$.

Proof of Theorem 3; Let $\tau$ be the signature of $\mathfrak{D}$.
' $2 \Rightarrow 11$ ': Suppose that $\mathfrak{D}$ has such an elementary extension $\mathfrak{M}$. Then $\mathfrak{M}$ is convex by Item 1 of Corollary 2. Note that convexity of $\mathfrak{D}$ can be axiomatized by a set of first-order sentences of the form $\left(\forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \bigvee_{i=1}^{k} \psi_{i}\right)\right) \Rightarrow \bigvee_{i=1}^{k}\left(\forall x_{1}, \ldots, x_{n} .\left(\phi \Rightarrow \psi_{i}\right)\right)$. Since $\operatorname{Th}(\mathfrak{M})=\operatorname{Th}(\mathfrak{D})$, we conclude that $\mathfrak{D}$ is convex as well.
' $1 \Rightarrow 2$ ': Now suppose that $\mathfrak{D}$ is convex. If $D$ is finite, then it follows directly from Corollary 2 that $(D ;=)^{2} \hookrightarrow(D ;=)$, which is impossible. Thus $D$ is infinite. We build an elementary extension $\mathfrak{M}$ of $\mathfrak{D}$ inductively. Let $\mathfrak{M}_{0}$ be the empty $\tau$-structure, and let $\mathfrak{M}_{1}:=\mathfrak{D}$. Suppose that $\mathfrak{M}_{i}$ is already defined for some $i>1$. Then we take as $\mathfrak{M}_{i+1}$ an arbitrary elementary extension of $\mathfrak{M}_{i}$ that is $\max \left(|\tau|,\left|M_{i}^{2}\right|\right)$-saturated. Such an extension always exists by Corollary 8.2.2 in [26]. Finally, we set $\mathfrak{M}:=\bigcup_{i \in \mathbb{N}} \mathfrak{M}_{i}$. We claim that $\mathfrak{M}$ is an elementary extension of $\mathfrak{D}$. Let $\bar{t} \in D^{k}$ be arbitrary, and let $\phi$ be an arbitrary $k$-ary $\tau$-formula. Let $x_{1}, \ldots, x_{\ell}$ be the quantified variables of $\phi$. Suppose that $\mathfrak{D} \models \phi(\bar{t})$. Note that, if $\bar{s} \in M^{\ell}$ is a tuple of elements that are to be substituted for the variables $x_{1}, \ldots, x_{\ell}$ in order to check whether $\mathfrak{M} \models \phi(\bar{t})$, then $\bar{s} \in M_{i}$ for some $i \geq 1$. Since each $\mathfrak{M}_{i}$ is an elementary extension of $\mathfrak{D}$ and thus $\mathfrak{M}_{i} \models \phi(\bar{t})$, we conclude that $\mathfrak{M} \models \bar{\phi}(\bar{t})$. The other direction where we start with $\mathfrak{M} \vDash \phi(\bar{t})$ is analogous.

Next, we construct an embedding from $\mathfrak{M}^{2}$ to $\mathfrak{M}$. We show by induction on $i$ that every embedding $f_{i}: \mathfrak{M}_{i}^{2} \hookrightarrow \mathfrak{M}_{i+1}$ can be extended to an embedding $f_{i+1}: \mathfrak{M}_{i+1}^{2} \hookrightarrow \mathfrak{M}_{i+2}$. Since $\mathfrak{M}_{0}$ is the empty structure which trivially embeds into $\mathfrak{M}_{1}$, this gives us a chain of embeddings $f_{0}, f_{1}, \ldots$ such that $\left.f_{i+1}\right|_{M_{i}}=f_{i}$ for every $i \geq 0$.

In the base case $i=0$, there exists only one strong homomorphism from $\mathfrak{M}_{0}^{2}$ to $\mathfrak{M}_{1}$, namely the empty map. Thus we only need to show that there exists an embedding from $\mathfrak{M}_{1}^{2}$ to $\mathfrak{M}_{2}$. Let $\phi$ be a Boolean conjunctive query with atomic negation that holds in $\mathfrak{M}_{1}^{2}$. Then $\phi$ is of the form $\exists x_{1}, \ldots, x_{n} . \psi\left(x_{1}, \ldots, x_{n}\right)$ for some conjunction $\psi$ of atoms and negated atoms. There exist $\bar{t}_{1}, \ldots, \bar{t}_{n} \in M_{1}^{2}$ such that $\mathfrak{M}_{1}^{2} \models \psi\left(\bar{t}_{1}, \ldots, \bar{t}_{n}\right)$. Let $\sigma$ be the finite set of all symbols from $\tau$ which appear in $\psi$, and let $\mathfrak{A}$ be the substructure of $\mathfrak{M}_{1}^{2}$ on $\left\{\bar{t}_{1}, \ldots, \bar{t}_{n}\right\}$. Since $\mathfrak{D}$ is convex, by Corollary 2, there exists an embedding $e$ from the $\sigma$-reduct of $\mathfrak{A}$ to the $\sigma$-reduct of $\mathfrak{M}_{1}$.

Thus $\mathfrak{M}_{1} \vDash \psi\left(e\left(\bar{t}_{1}\right), \ldots, e\left(\bar{t}_{n}\right)\right)$ and hence $\mathfrak{M}_{1} \models \phi$. Since $\operatorname{Th}\left(\mathfrak{M}_{1}\right)=\operatorname{Th}\left(\mathfrak{M}_{2}\right)$, we have that $\mathfrak{M}_{2} \models \phi$. Since $\mathfrak{M}_{2}$ is $\left|M_{1}^{2}\right|$-saturated, it follows from Lemma 1 that there exists an embedding $f_{1}: \mathfrak{M}_{1}^{2} \hookrightarrow \mathfrak{M}_{2}$.

In the induction step, we assume the existence of an embedding $f_{i}: \mathfrak{M}_{i}^{2} \hookrightarrow \mathfrak{M}_{i+1}$ for some $i>0$. Let $\kappa:=\left|M_{i}^{2}\right|, \mathfrak{B}:=\mathfrak{M}_{i+1}^{2}$, and $\mathfrak{C}:=\mathfrak{M}_{i+1}$. Moreover, let $\mathfrak{B}_{\kappa}$ and $\mathfrak{C}_{\kappa}$ be $\tau \cup\left\{R_{\alpha} \mid \alpha<\kappa\right\}$ expansions of $\mathfrak{B}$ and $\mathfrak{C}$, respectively, such that $\left\{c_{\alpha}^{\mathfrak{B}_{\kappa}} \mid \alpha<\kappa\right\}$ is a well-ordering on $M_{i}^{2}$, and $c_{\alpha}^{\mathfrak{C}_{\kappa}}:=f_{i}\left(c_{\alpha}^{\mathfrak{B}_{\kappa}}\right)$. Let $\phi$ be a Boolean conjunctive query with atomic negation that holds in $\mathfrak{B}_{\kappa}$. Then $\phi$ is of the form $\exists x_{1}, \ldots, x_{n} . \psi\left(x_{1}, \ldots, x_{n}\right)$ for some conjunction $\psi$ of atoms and negated atoms. There exist $\bar{t}_{1}, \ldots, \bar{t}_{n} \in M_{i+1}^{2}$ such that $\mathfrak{B}_{\kappa} \vDash \psi\left(\bar{t}_{1}, \ldots, \bar{t}_{n}\right)$. Let $R_{\alpha_{1}}, \ldots, R_{\alpha_{m}}$ be the finitely many new unary symbols which appear in $\psi$. Let $\psi_{+}\left(x_{1}, \ldots, x_{n}\right)$ be the conjunction of all non-negated atoms in $\psi$. Then we clearly have $\left(\mathfrak{M}_{i+1} ;\left\{c_{\alpha_{1}}^{\mathfrak{B}_{\kappa}}[j]\right\}, \ldots,\left\{c_{\alpha_{m}}^{\mathfrak{B}_{\kappa}}[j]\right\}\right) \models$ $\psi_{+}\left(\bar{t}_{1}[j], \ldots, \bar{t}_{n}[j]\right)$ for both $j=1$ and $j=2$. However, for formulas $\psi_{-}\left(x_{1}, \ldots, x_{n}\right)$ consisting of a single negated atom from $\psi$, we only have $\left(\mathfrak{M}_{i+1} ;\left\{c_{\alpha_{1}}^{\mathfrak{B}_{\kappa}}[j]\right\}, \ldots,\left\{c_{\alpha_{m}}^{\mathfrak{B}_{\kappa}}[j]\right\}\right) \neq$ $\psi_{-}\left(\bar{t}_{1}[j], \ldots, \bar{t}_{n}[j]\right)$ for $j=1$ or $j=2$. For $j \in\{1,2\}$, let $\psi_{j,-}\left(x_{1}, \ldots, x_{n}\right)$ be the conjunction of all negated atoms $\psi_{-}$from $\psi$ such that $\left(\mathfrak{M}_{i+1} ;\left\{c_{\alpha_{1}}^{\mathfrak{B}_{\kappa}}[j]\right\}, \ldots,\left\{c_{\alpha_{m}}^{\mathfrak{B}_{\kappa}}[j]\right\}\right) \models \psi_{-}\left(\bar{t}_{1}[j], \ldots, \bar{t}_{n}[j]\right)$. Then $\left(\mathfrak{M}_{i+1} ;\left\{c_{\alpha_{1}}^{\mathfrak{B}_{\kappa}}[j]\right\}, \ldots,\left\{c_{\alpha_{m}}^{\mathfrak{B}_{\kappa}}[j]\right\}\right) \models \psi_{+}\left(\bar{t}_{1}[j], \ldots, \bar{t}_{n}[j]\right) \wedge \psi_{-, j}\left(\bar{t}_{1}[j], \ldots, \bar{t}_{n}[j]\right)$ for both $j=1$ and $j=2$. Since $\mathfrak{M}_{i+1}$ is an elementary extension of $\mathfrak{M}_{i}$, there exist $\bar{s}_{1}, \ldots, \bar{s}_{n} \in M_{i}^{2}$ such that $\left(\mathfrak{M}_{i} ;\left\{c_{\alpha_{1}}^{\mathfrak{B}_{\kappa}}[j]\right\}, \ldots,\left\{c_{\alpha_{k}}^{\mathfrak{B}_{\kappa}}[j]\right\}\right) \models \psi_{+}\left(\bar{s}_{1}[j], \ldots, \bar{s}_{n}[j]\right) \wedge \psi_{-, j}\left(\bar{s}_{1}[j], \ldots, \bar{s}_{n}[j]\right)$ for both $j=1$ and $j=2$, i.e., $\left(\mathfrak{M}_{i}^{2} ;\left\{c_{\alpha_{1}}^{\mathcal{B}_{\kappa}}\right\}, \ldots,\left\{c_{\alpha_{m}}^{\mathfrak{B}_{\kappa}}\right\}\right) \vDash \psi\left(\bar{s}_{1}, \ldots, \bar{s}_{n}\right)$. Since $f_{i}$ is an embedding, $\left(\mathfrak{M}_{i+1} ;\left\{f_{i}\left(c_{\alpha_{1}}^{\mathfrak{B}_{\kappa}}\right)\right\}, \ldots,\left\{f_{i}\left(c_{\alpha_{m}}^{\mathfrak{B}_{\kappa}}\right)\right\}\right) \models \psi\left(f_{i}\left(\bar{s}_{1}\right), \ldots, f_{i}\left(\bar{s}_{n}\right)\right)$. By the definition of $\mathfrak{C}_{\kappa}$, it follows that $\mathfrak{C}_{\kappa} \models \phi$. Since $\phi$ was chosen arbitrarily and $\mathfrak{C}_{\kappa}$ is $|B|$-saturated, it follows from Lemma 1 that $\mathfrak{B}_{\kappa}$ embeds to $\mathfrak{C}_{\kappa}$. By the definition of $\mathfrak{B}_{\kappa}$ and $\mathfrak{C}_{\kappa}$, this means that there exists an embedding $f_{i+1}: \mathfrak{M}_{i+1}^{2} \hookrightarrow \mathfrak{M}_{i+2}$ which extends $f_{i}$.

Now it is easy to see that $f$ defined by $f:=\bigcup_{i \in \mathbb{N}} f_{i}$ is an embedding from $\mathfrak{M}^{2}$ to $\mathfrak{M}$.

## 5 Examples of Convex and p-Admissible Structures

We consider three different kinds of structures ( $\omega$-categorical, finitely bounded, numerical) and show under which conditions such structures are convex. This provides us with new examples for p -admissible concrete domains.

### 5.1 Convex $\boldsymbol{\omega}$-Categorical Structures

A structure is called $\omega$-categorical if its first-order theory has a unique countable model up to isomorphism. A well-known example of such a structure is $(\mathbb{Q},<)$, whose first-order theory is the theory of linear orders without first and last element. Such structures have drawn considerable attention in the CSP community since their CSPs can, to some extent, be investigated using the algebraic tools originally developed for finite structures. Countably infinite $\omega$-categorical structures can be characterized using automorphisms and orbits. For every structure $\mathfrak{A}$, the set of all automorphisms of $\mathfrak{A}$, denoted by $\operatorname{Aut}(\mathfrak{A})$, forms a permutation group with composition as group operation [26]. The orbit of a tuple $\bar{t} \in A^{k}$ under Aut $(\mathfrak{A})$ is the set $\{(g(\bar{t}[1]), \ldots, g(\bar{t}[k])) \mid$ $g \in \operatorname{Aut}(\mathfrak{A})\}$. The following result is due to Engeler, Ryll-Nardzewski, and Svenonius (see Theorem 6.3.1 in [26]).

Theorem 4. For a countably infinite structure $\mathfrak{D}$ with a countable signature, the following are equivalent:

1. $\mathfrak{D}$ is $\omega$-categorical.
2. Every relation preserved by $\operatorname{Aut}(\mathfrak{D})$ has a first-order definition in $\mathfrak{D}$.
3. For every $k \geq 1$, there are only finitely many orbits of $k$-tuples under $\operatorname{Aut}(\mathfrak{D})$.

For countably infinite $\omega$-categorical structures the characterization of convexity of Corollary 2 can be improved to the following simpler statement, which is similar to the characterization in Theorem 3, but using the structure itself rather than an elementary extension.

Theorem 5. For a countably infinite $\omega$-categorical relational structure $\mathfrak{B}$ with a countable signature $\tau$ with equality, the following are equivalent:

1. $\mathfrak{B}$ is convex.
2. $\mathfrak{B}^{2}$ embeds into $\mathfrak{B}$.

The proof of this theorem combines the proof of Corollary 2 with the following two facts, which are implied by $\omega$-categoricity of $\mathfrak{B}$. First, there exists a strong homomorphism from $\mathfrak{B}^{2}$ to $\mathfrak{B}$ iff there exists a strong homomorphism from $\mathfrak{A}$ to $\mathfrak{B}$ for every $\mathfrak{A} \in$ Age ( $\mathfrak{B}^{2}$ ) (see, e.g., Lemma 3.1.5 in [10]). Second, to deal with the fact that $\tau$ may be infinite (which is problematic for the proof of ' $\sqrt[1]{ } \Rightarrow \sqrt{2}$ '), we can use Theorem 4 , which ensures that, for every $k \geq 1$, there are only finitely many inequivalent $k$-ary formulae over $\mathfrak{B}$ consisting of a single $\tau$-atom. This ensures that the formulae $\phi, \psi_{\bar{r}}, \psi_{\bar{s}}$ constructed in the proof of ' $11 \Rightarrow 2$ ' of Corollary 2 can be assumed to be finite.

In the CSP literature, one can find two examples of countably infinite $\omega$-categorical structure that satisfy the square embedding condition of the above theorem: atomless Boolean algebras and countably infinite vector spaces over finite fields. Since the CSP for atomless Boolean algebras is NP-complete [8, this example does not provide us with a p-admissible concrete domain. Things are more rosy for the vector space example.

As shown in [12], the relational representation $\mathfrak{V}_{q}=\left(V_{q}, R^{+}, R^{s_{0}}, \ldots, R^{s_{q-1}}\right)$ of the countably infinite vector space over a finite field $\operatorname{GF}(q)$ is $\omega$-categorical, satisfies $\mathfrak{V}_{q}^{2} \cong \mathfrak{V}_{q}$, and its CSP is decidable in polynomial time, even if the complements of all predicates are added. Here $R^{+}$ is a ternary predicate corresponding to addition of vectors, and the $R^{s_{i}}$ are binary predicates corresponding to scalar multiplication of a vector with the element $s_{i}$ of GF $(q)$. We can show that these properties are preserved if we add finitely many unary predicates $R^{e_{i}}$ that correspond to unit vectors $e_{1}, \ldots, e_{k}$.

Corollary 3. The structure $\mathfrak{V}_{q}$ expanded with predicates $R^{e_{1}}, \ldots, R^{e_{k}}$ for unit vectors $e_{1}, \ldots, e_{k}$ is $p$-admissible.

Proof. We have $\mathfrak{V}_{q}^{2} \cong \mathfrak{V}_{q}$, i.e., both structures are vector spaces over $\operatorname{GF}(q)$ of countably infinite dimension. Now if we fix finitely many unit vectors $e_{1}, \ldots, e_{k} \in V_{q}$ by expanding $\mathfrak{V}_{q}$ with the unary predicates $R^{e_{1}}, \ldots, R^{e_{k}}$, we can still extend the map which sends $\left(e_{i}, e_{i}\right)$ to $e_{i}$ for each $i \in[k]$ to a bijection between bases of both vector spaces. This bijection then naturally extends to an isomorphism from $\left(\mathfrak{V}_{q}, R^{e_{1}}, \ldots, R^{e_{k}}\right)^{2}$ to $\left(\mathfrak{V}_{q}, R^{e_{1}}, \ldots, R^{e_{k}}\right)$. Thus the convexity of $\left(\mathfrak{V}_{q}, R^{e_{1}}, \ldots, R^{e_{k}}\right)$ follows from Corollary 2 The CSP in its expansion $\left.\left(\mathfrak{V}_{q}, R^{e_{1}}, \ldots, R^{e_{k}}\right)\right\urcorner$ by complements of all relations can be solved, similarly as in the Gaussian elimination algorithm, by iterated elimination of variables from equations and subsequent search for unsatisfiable equalities and/or inequalities between unit vectors (e.g., $e_{1} \neq e_{1}$ ) [12]. This implies that testing validity of Horn implications in $\left(\mathfrak{V}_{q}, R^{e_{1}}, \ldots, R^{e_{k}}\right)$ is tractable as well. We conclude that $\left(\mathfrak{V}_{q}, R^{e_{1}}, \ldots, R^{e_{k}}\right)$ is p -admissible.

For the case $q=2$, the vectors in $V_{q}$ are one-sided infinite tuples of zeros and ones containing only finitely many ones, which can be viewed as representing finite subsets of $\mathbb{N}$. For example, $(0,1,1,0,1,0,0, \ldots)$ represents the set $\{1,2,4\}$. Thus, if we use $\mathfrak{V}_{2}$ as concrete domain, the features assign finite sets of natural numbers to individuals. For example, assume that the feature dages assigns the set of ages of female children to a person, and sages the set of ages of male children. Then $R^{+}$(dages, sages, zero) describes persons that, for every age, have either both a son and a daughter of this age, or no child at all of this age. The feature zero is supposed to point to the zero vector, which can, e.g., be enforced using the GCI $\top \sqsubseteq R^{+}$(zero, zero, zero). If $e_{1}$ is the unit vector $(0,1,0,0, \ldots)$ and $e_{4}$ is the unit vetor $(0,0,0,0,1,0,0, \ldots)$, then the concept Human $\sqcap R^{+}$(one, four, dages) describes humans that have daughters of age one and four, and of no other age, if the TBox contains the GCI $\top \sqsubseteq R^{e_{1}}($ one $) \sqcap R^{e_{4}}$ (four).

### 5.2 Convex Structures with Forbidden Patterns

For a class $\mathcal{F}$ of $\tau$-structures, $\operatorname{Forb}_{e}(\mathcal{F})$ stands for the class of all finite $\tau$-structures that do not embed any member of $\mathcal{F}$. A structure $\mathfrak{B}$ is finitely bounded if its signature is finite and Age $(\mathfrak{B})=\operatorname{Forb}_{e}(\mathcal{F})$ for some finite set $\mathcal{F}$ of bounds. Alternatively, one can say that $\mathfrak{B}$ is finitely bounded if its signature is finite and there is a universal first-order sentence $\Phi$ with equality ${ }^{1}$ such that Age ( $\mathfrak{B}$ ) consists precisely of the finite models of $\Phi$ [7]. A well-known example of a finitely bounded structure is $(\mathbb{Q},>,=)$, for which the self loop, the 2 -cycle, the 3 -cycle, and two isolated vertices can be used as bounds (see Fig. 1 in [6]). As universal sentence defining Age $(\mathbb{Q},>,=)$ we can take the conjunction of the usual axioms defining linear orders. For finitely bounded structures, p-admissibility turns out to be equivalent to convexity.
Theorem 6. Let $\mathfrak{B}$ be a finitely bounded $\tau$-structure with equality. The following are equivalent:

1. $\mathfrak{B}$ is convex,
2. Age ( $\mathfrak{B}$ ) is defined by a conjunction $\Phi$ of Horn implications,
3. $\mathfrak{B}$ is p-admissible.

Proof. ' $11 \Rightarrow \sqrt{2}$ ': Using the logical reformulation of finite boundedness mentioned above (see, e.g., [7]), we know that $\mathfrak{B}$ is finitely bounded if its signature is finite and there is a universal first-order sentence $\Phi$ such that Age $(\mathfrak{B})$ consists precisely of the finite models of $\Phi$. We bring $\Phi$ into prenex normal form, and then transform its quantifier-free part in conjunctive normal form. This shows that we can assume that $\Phi$ is a conjunction of implications (in the sense defined in Section 22. Note that a universal sentence holds in a relational structure iff it holds in each of its finite substructures. In particular, we have $\mathfrak{B} \models \Phi$. For every implication in $\Phi$ where the conclusion consists of at least two atoms, we apply the definition of convexity and reduce $\Phi$ to a conjunction of Horn implications $\Phi^{\prime}$ such that $\mathfrak{B} \models \Phi^{\prime}$. This implies that $\Phi^{\prime}$ holds in all elements of Age $(\mathfrak{B})$. In addition, by the construction of $\Phi^{\prime}$, the original formula $\Phi$ is a logical consequence of $\Phi^{\prime}$. Thus, if a finite $\tau$-structure satisfies $\Phi^{\prime}$, it also satisfies $\Phi$, and thus belongs to Age $(\mathfrak{B})$. This shows that $\Phi^{\prime}$ defines Age $(\mathfrak{B})$.
' $2 \Rightarrow 3$ ': We first show that $\mathfrak{B}$ is convex using Corollary 2 We set $\sigma:=\tau$ and select an arbitrary finite substructure $\mathfrak{A}$ of $\mathfrak{B}^{2}$. Let $\forall \bar{x}$. $\left(\phi_{i} \Rightarrow \psi_{i}\right)$ be one of the Horn implications whose conjunction $\Phi$ over $i \in[\ell]$ defines Age $(\mathfrak{B})$. Let $\bar{t}$ be a tuple over $A$ such that $\mathfrak{A} \models \phi_{i}(\bar{t})$ for some $i \in[\ell]$ and let $k$ be its arity. By the definition of $\mathfrak{A}, \bar{t}$ is of the form $\left(\left(x_{1}, y_{1}\right), \ldots,\left(x_{k}, y_{k}\right)\right)$ such that $\mathfrak{B} \models$ $\phi_{i}\left(x_{1}, \ldots, x_{k}\right)$ and $\mathfrak{B} \models \phi_{i}\left(y_{1}, \ldots, y_{k}\right)$. Since the substructure of $\mathfrak{B}$ on $\left\{x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{k}\right\}$ satisfies $\forall \bar{x}$. $\left(\phi_{i} \Rightarrow \psi_{i}\right)$, we have $\mathfrak{B} \models \psi_{i}\left(x_{1}, \ldots, x_{k}\right) \wedge \psi_{i}\left(y_{1}, \ldots, y_{k}\right)$, and thus $\mathfrak{A} \models \psi_{i}(\bar{t})$. Since the tuple $\bar{t}$ and the index $i \in[\ell]$ were chosen arbitrarily, we know that that $\mathfrak{A} \models \forall \bar{x}$. $\left(\phi_{i} \Rightarrow \psi_{i}\right)$ for all $i \in[\ell]$. Thus, we have $\mathfrak{A} \models \Phi$, which implies $\mathfrak{A} \in$ Age ( $\mathfrak{B}$ ), i.e., $\mathfrak{A}$ embeds into $\mathfrak{B}$.

Regarding tractability, note that the structure $\mathfrak{B}$ satisfies a given Horn implication $\forall \bar{x} .(\phi \Rightarrow$ $\psi)(\bar{x})$ iff this implication is satisfied by all elements of Age $(\mathfrak{B})$. This is the case iff the conjunction of Horn implications $\Phi$ that defines Age ( $\mathfrak{B}$ ) implies the Horn implication $\forall \bar{x}$. $(\phi \Rightarrow \psi)(\bar{x})$. It is well-known that the entailment problem is decidable in polynomial time for Horn implications [22].
' $33 \Rightarrow 11$ ': This direction is trivial.
The structure $(\mathbb{Q},>,=)$ is not convex. In fact, since it is also $\omega$-categorical, convexity would imply that its square $(\mathbb{Q},>,=) \times(\mathbb{Q},>,=)$ embeds into $(\mathbb{Q},>,=)$, by Theorem 5 . This cannot be the case since the product contains incomparable elements, whereas $(\mathbb{Q},>,=)$ does not. In the universal sentence defining Age $(\mathbb{Q},>,=)$, the totality axiom $\forall x, y .(x<y \vee x=y \vee x>y)$ is the culprit since it is not Horn. If we remove this axiom, we obtain the theory of strict partial orders.
Example 1. It is well-known that there exists a unique countable homogeneous ${ }^{2}$ strict partial order $\mathfrak{O}$ [36], whose age is defined by the universal sentence $\forall x, y, z .(x<y \wedge y<z \Rightarrow x<$

[^1]$z) \wedge \forall x .(x<x \Rightarrow \perp)$, which is a Horn implication. Thus, $\mathfrak{O}$ extended with equality is finitely bounded and convex. Using $\mathfrak{O}$ as a concrete domain means that the feature values satisfy the theory of strict partial orders, but not more. One can, for instance, use this concrete domain to model preferences of people; e.g., the concept Italian $\Pi>$ (pizzapref, pastapref) describes Italians that like pizza more than pasta. Using $\mathfrak{O}$ here means that preferences may be incomparable. As we have seen above, adding totality would break convexity and thus p-admissibility.

Beside finitely bounded structures, the literature also considers structures whose age can be described by a finite set of forbidden homomorphic images [21|29]. For a class $\mathcal{F}$ of $\tau$-structures, $\operatorname{Forb}_{h}(\mathcal{F})$ stands for the class of all finite $\tau$-structures that do not contain a homomorphic image of any member of $\mathcal{F}$. A structure is connected if its so-called Gaifman graph is connected. The Gaifman graph of a structure $\mathfrak{A}$ is the undirected graph $(A, E)$ such that there is an edge in $E$ between two elements $a, a^{\prime} \in A$ iff they occur together in a tuple from a relation of $\mathfrak{A}$.

Theorem 7 (Cherlin, Shelah, and Shi [21]). Let $\mathcal{F}$ be a finite family of connected relational structures with a finite signature $\tau$. Then there exists an $\omega$-categorical $\tau$-structure $\operatorname{CSS}(\mathcal{F})$ that is a reduct of a finitely bounded homogeneous structure and such that $\operatorname{Age}(\operatorname{CSS}(\mathcal{F}))=\operatorname{Forb}_{h}(\mathcal{F})$.

We can show that the structures of the form $\operatorname{CSS}(\mathcal{F})$ provided by this theorem are always p-admissible.

Proposition 1. Let $\mathcal{F}$ be a finite family of connected relational structures with a finite signature $\tau$. Then the expansion $\operatorname{CSS}^{=}(\mathcal{F})$ of $\operatorname{CSS}(\mathcal{F})$ by the equality predicate is $p$-admissible.

Proof. Let $\mathfrak{B}:=\operatorname{CSS}(\mathcal{F})$. By Theorem 7, we have $\mathfrak{A} \in$ Age $(\mathfrak{B})$ iff $\mathfrak{A}$ does not contain a homomorphic image of any $\mathfrak{F} \in \mathcal{F}$ as a substructure. If we can show $\operatorname{Age}\left(\mathfrak{B}^{2}\right) \subseteq \operatorname{Age}(\mathfrak{B})$, then we trivially also get Age $\left((\mathfrak{B},=)^{2}\right) \subseteq \operatorname{Age}((\mathfrak{B},=))$, and it follows from Corollary $\overline{2}$ that $\operatorname{CSS}^{=}(\mathcal{F})$ is convex. Suppose that there exists $\mathfrak{A} \in \operatorname{Age}\left(\mathfrak{B}^{2}\right)$ such that $\mathfrak{A} \notin$ Age $(\mathfrak{B})$. Then there exists $\mathfrak{F} \in \mathcal{F}$ such that $\mathfrak{F} \rightarrow \mathfrak{A}$. Since the projection to a single component is a homomorphism, this shows that there is a homomorphism $\mathfrak{F} \rightarrow \mathfrak{B}$. But then the image of $\mathfrak{F}$ under this homomorphism is a finite substructure of $\mathfrak{B}$ that does not belong to $\operatorname{Forb}_{h}(\mathcal{F})$, which contradicts the fact that Age $(\mathfrak{B})=\operatorname{Forb}_{h}(\mathcal{F})$. Thus indeed Age $\left(\mathfrak{B}^{2}\right) \subseteq \operatorname{Age}(\mathfrak{B})$ and $\operatorname{CSS}^{=}(\mathcal{F})$ is convex.

Since there are, up to isomorphisms, only finitely many homomorphic images of each $\mathfrak{F} \in \mathcal{F}$ in $\mathfrak{B}$, there exists a finite set $\mathcal{F}^{\prime}$ of finite structures such that $\operatorname{Age}(\mathfrak{B})=\operatorname{Forb}_{e}\left(\mathcal{F}^{\prime}\right)$, which means that $\mathfrak{B}$ is finitely bounded. Note that $\operatorname{CSS}^{=}(\mathcal{F})$ is also finitely bounded: we can simply expand the universal sentence $\phi$ defining Age $(\mathfrak{B})$ by an additional conjunct that ensures the the binary relation symbol $R_{=}$in the signature of $\operatorname{CSS}^{=}(\mathcal{F})$, which should be interpreted as the equality predicate, indeed is interpreted in this way; e.g., we can append $\forall x, y .(R(x, y) \Leftrightarrow x=y)$ to $\phi$.

Since $\operatorname{CSS}^{=}(\mathcal{F})$ is convex and finitely bounded, its p-admissibility follows by Theorem 6
This proposition actually provides us with infinitely many examples of countable p-admissible concrete domains, which all yield a different extension of $\mathcal{E} \mathcal{L}$ : the so-called Henson digraphs [24] (see Example 2 below). The usefulness of these concrete domains for defining interesting concepts is, however, unclear.

Example 2. A directed graph is a tournament if every two distinct vertices in it are connected by exactly one directed edge. A Henson digraph is a homogeneous directed graph whose age equals $\operatorname{Forb}_{e}(\mathcal{N})$ for some set $\mathcal{N}$ consisting of finite tournaments plus the loop and the 2 -cycle such that no member of $\mathcal{N}$ is embeddable into any other member of $\mathcal{N}$.

We claim that $\operatorname{Forb}_{e}(\mathcal{N})=\operatorname{Forb}_{h}(\mathcal{N})$ holds for any such set $\mathcal{N}$. The inclusion $\operatorname{Forb}_{h}(\mathcal{N}) \subseteq$ $\operatorname{Forb}_{e}(\mathcal{N})$ is true simply because every embedding is a homomorphism. To show the other inclusion, suppose that $\mathfrak{A} \in \operatorname{Forb}_{e}(\mathcal{N})$. The loop clearly does not homomorphically map to $\mathfrak{A}$ because every homomorphism from the loop to $\mathfrak{A}$ is an embedding. Since the loop does not homomorphically map to $\mathfrak{A}$, every homomorphism from the 2 -cycle to $\mathfrak{A}$ is an embedding. Thus, the 2 -cycle does not homomorphically map to $\mathfrak{A}$. Since the loop and the 2 -cycle do not
homomorphically map to $\mathfrak{A}$, every homomorphism from a tournament to $\mathfrak{A}$ is an embedding. Thus, $\mathfrak{A}$ does not admit any homomorphic image of a structure from $\mathcal{N}$. We conclude that $\operatorname{Forb}_{e}(\mathcal{N}) \subseteq \operatorname{Forb}_{h}(\mathcal{N})$.

For every selection $\mathcal{N}$ of finitely many tournaments that do not embed into each other, the set $\mathcal{N}$ consists of connected structures since tournaments as well as the loop and the 2-cycle are connected. Moreover, if $\mathcal{N}_{1}, \mathcal{N}_{2}$ are two distinct such sets, then $\operatorname{Forb}_{h}\left(\mathcal{N}_{1}\right) \neq \operatorname{Forb}_{h}\left(\mathcal{N}_{2}\right)$ [35]. Since there are infinitely many such families $\mathcal{N}$, Theorem 7 yields infinitely many non-isomorphic p-admissible and finitely bounded concrete domains that have different ages. Consequently, the ages of these structures are defined by conjunctions of Horn implications that are not equivalent. This implies that, in the extension of $\mathcal{E} \mathcal{L}$ with these concrete domains, different subsumptions hold.

To make this more precise, assume that $\forall \bar{x} .(\phi \Rightarrow \psi)$ is a Horn implication that is satisfied by all elements of $\operatorname{Forb}_{h}\left(\mathcal{N}_{1}\right)$, but for which there is an element $\mathfrak{G}$ of $\operatorname{Forb}_{h}\left(\mathcal{N}_{1}\right)$ that does not satisfy it. We can easily turn the conjunction of atoms $\phi$ and the atom $\psi$ into concepts $C_{\phi}$ and $C_{\psi}$ of the $\operatorname{DLs} \mathcal{E} \mathcal{L}\left[\operatorname{CSS}^{=}\left(\mathcal{N}_{1}\right)\right]$ and $\mathcal{E} \mathcal{L}\left[\operatorname{CSS}^{=}\left(\mathcal{N}_{2}\right)\right]$ by viewing the variables in $\bar{x}$ as features and replacing the conjunct operators $\wedge$ in $\phi$ by DL conjunction $\sqcap$. If we additionally ensure that all these features are defined (using GCIs $T \sqsubseteq=(x, x)$ for all $x$ occurring in $\bar{x}$ ), then $C_{\phi}$ is subsumed by $C_{\psi}$ w.r.t. these GCIs in $\mathcal{E} \mathcal{L}\left[\operatorname{CSS}^{=}=\left(\overline{\mathcal{N}}_{1}\right)\right]$, but not in $\mathcal{E} \mathcal{L}\left[\operatorname{CSS}^{=}\left(\mathcal{N}_{2}\right)\right]$.

A more general class of p-admissible structures can be obtained from connected MMSNP sentences. A connected MMSNP sentence $\Phi$ in a finite relational signature $\tau$ is of the form $\exists P_{1}, \ldots, P_{n} . \forall . \bar{x} \bigwedge_{i} \neg\left(\alpha_{i} \wedge \beta_{i}\right)$ where
$-P_{1}, \ldots, P_{n}$ are unary relation symbols not in $\tau$,

- each $\alpha_{i}$ is a conjunction of $\tau$-atoms,
- each $\beta_{i}$ is a conjunction of atoms and/or negated atoms involving relation symbols from $\left\{P_{1}, \ldots, P_{n}\right\}$,
- the canonical database $\operatorname{DB}\left(\exists \bar{x}_{i} . \alpha_{i}\right)$ is connected for every $i$ where $\bar{x}_{i}$ represents all free variables in $\alpha_{i}$; this is the $\tau$-structure whose domain consists of the quantified variables $\bar{x}_{i}$ and whose relations are specified by the quantifier-free part $\alpha_{i}$.

Note that, for every family $\mathfrak{F}$ as in Theorem 7, the class Age $(\operatorname{CSS}(\mathcal{F}))$ consists of all finite models of a particular MMSNP sentence of the form $\forall \bar{x} . \bigwedge_{i} \neg \alpha_{i}$ where each $\alpha_{i}$ encodes a single structure $\mathfrak{F} \in \mathcal{F}$ up to homomorphic equivalence using a conjunctive query. The following proposition can be viewed as a generalization of Theorem 7 to more complicated forbidden patterns involving existentially quantified unary predicates.

Theorem 8 (Theorem 7 in [11]). For every connected MMSNP sentence $\Phi$ in a finite signature $\tau$, there exists an $\omega$-categorical $\tau$-structure $\mathfrak{B}_{\Phi}$ that is a reduct of a finitely bounded homogeneous structure and such that Age $\left(\mathfrak{B}_{\Phi}\right)$ consists of all finite models of $\Phi$.

Similarly as in the case of Theorem 7 this theorem can be used to produce p-admissible concrete domains. However, in contrast to Theorem 7 connected MMSNP is known to exhibit a complexity dichotomy between P and NP-complete [15]. It follows from Proposition 2 below that already within the class of reducts of finitely bounded homogeneous structures, p-admissibility does not only depend on the convexity requirement, in contrast to what one might expect when coming from Theorem 6 .

Proposition 2. Let $\Phi$ be a connected MMSNP sentence in a finite signature $\tau$. Then the expansion of $\mathfrak{B}_{\Phi}$ by the equality predicate is convex, and it is p-admissible if, and only if, satisfiability of $\Phi$ in finite $\tau$-structures can be tested in polynomial time.

Proof. We start with convexity. Let $\mathfrak{A}$ be an arbitrary finite substructure of $\mathfrak{B}_{\Phi}$. Then $\mathfrak{A} \models \Phi$ and this is witnessed by some $P_{1}, \ldots, P_{n} \subseteq A$. Suppose that $\mathfrak{A}^{2} \mid \neq \Phi$. For every $i \in[n]$, we set $P_{i}^{\prime}:=P_{i} \times A$. Since $\mathfrak{A}^{2} \mid \neq \Phi$, there exists a tuple $\bar{s}$ over $A^{2}$ such that $\left(\mathfrak{A}^{2}, P_{1}^{\prime}, \ldots, P_{n}^{\prime}\right) \models\left(\alpha_{i} \wedge \beta_{i}\right)(\bar{s})$ for some $i$. Let $\bar{r}$ be the tuple over $A$ obtained from $\bar{s}$ by taking the projection of each entry in
$\bar{s}$ to the first coordinate. By the definition of the product of structures and by the definition of $P_{i}^{\prime}$, we have $\left(\mathfrak{A}, P_{1}, \ldots, P_{n}\right) \models\left(\alpha_{i} \wedge \beta_{i}\right)(\bar{r})$ which contradicts $\mathfrak{A} \models \Phi$. Thus $\mathfrak{A}^{2} \vDash \Phi$, which implies Age $\left(\mathfrak{B}_{\Phi}^{2}\right) \subseteq \operatorname{Age}\left(\mathfrak{B}_{\Phi}\right)$ and we trivially also get Age $\left(\left(\mathfrak{B}_{\Phi},=\right)^{2}\right) \subseteq$ Age $\left(\left(\mathfrak{B}_{\Phi},=\right)\right)$. By Corollary 2 , the expansion of $\mathfrak{B}_{\Phi}$ by the equality predicate is convex.

It remains to determine in which cases we can test validity of Horn implications in the expansion of $\mathfrak{B}_{\Phi}$ by the equality predicate in polynomial time. Let $\forall \bar{x}$. $(\phi \Rightarrow \psi)$ be an arbitrary Horn implication. Since $\operatorname{CSP}\left(\mathfrak{B}_{\Phi}\right)=\operatorname{Age}\left(\mathfrak{B}_{\Phi}\right)$ by the proof of Theorem 7 in [11, we have $\mathfrak{B}_{\Phi} \models \exists \bar{x} .(\phi \wedge \neg \psi)$ if and only if $\mathfrak{B}_{\Phi} \models \exists \bar{x}$. $\phi$ and $\phi$ does not contain $\psi$ as a conjunct $\underbrace{3}$ We can assume that $\phi$ contains no occurrence of the equality predicate; otherwise we remove them by repeated identification of variables. By a standard result in database theory, $\mathfrak{B}_{\Phi} \models \exists \bar{x}$. $\phi$ iff the canonical database $\operatorname{DB}(\exists \bar{x} . \phi)$ homomorphically maps to $\mathfrak{B}_{\Phi}$ [20]. We conclude that $\mathfrak{B}_{\Phi} \mid=\forall \bar{x}(\phi \Rightarrow \psi)$ iff $\phi$ contains $\psi$ as a conjunct or $\operatorname{DB}(\exists \bar{x} \cdot \phi(\bar{x})) \not \vDash \Phi$. This can be tested in polynomial time iff testing satisfiability of $\Phi$ in finite structures can be done in polynomial time.

### 5.3 Convex Numerical Structures

We exhibit two new p-admissible concrete domain that are respectively based on the real and the rational numbers, and whose predicates are defined by linear equations. Let $\mathfrak{D}_{\mathbb{R}, \text { lin }}$ be the relational structure over $\mathbb{R}$ that has, for every linear equation system $A \bar{x}=\bar{b}$ over $\mathbb{Q}$, a relation consisting of all its solutions in $\mathbb{R}$. We define $\mathfrak{D}_{\mathbb{Q}}$,lin as the substructure of $\mathfrak{D}_{\mathbb{R}}$, lin on $\mathbb{Q}$. For example, using the matrix $A=(21-1)$ and the vector $\bar{b}=(0)$ one obtains the ternary relation $\left\{(p, q, r) \in \mathbb{Q}^{3} \mid 2 p+q=r\right\}$ in $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$.

Theorem 9. The relational structures $\mathfrak{D}_{\mathbb{R}, \text { lin }}$ and $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ are p-admissible.
Our proof of Theorem 9 uses the following simple observation about first-order definable relations. Let $\mathfrak{D}$ be a relational $\tau$-structure. A relation $R \subseteq D^{k}$ is defined by a $\tau$-formula $\phi$ in $\mathfrak{D}$ if it is of the form $R=\left\{\bar{t} \in D^{k} \mid \mathfrak{D} \models \phi(\bar{t})\right\}$. We say that $R$ is first-order definable in $\mathfrak{D}$ if there exists a first-order formula that defines $R$ in $\mathfrak{D}$.

Lemma 2. Let $\mathfrak{D}$ be a structure for which there exists an isomorphism $f$ from $\mathfrak{D}^{2}$ to $\mathfrak{D}$.

1. If $R$ is a relation definable in $\mathfrak{D}$ using a conjunctive query, then $f$ is an isomorphism from $(\mathfrak{D}, R)^{2}$ to $(\mathfrak{D}, R)$.
2. If $R$ is the complement of a relation of $\mathfrak{D}$, then $f$ is a homomorphism from $(\mathfrak{D}, R)^{2}$ to $(\mathfrak{D}, R)$.

Proof. 11) By a standard result in model theory, $f$ is also a homomorphism from $(\mathfrak{D}, R)^{2}$ to $(\mathfrak{D}, R)$ (see, e.g., Proposition 5.2.2 in [10]). Since $f$ is bijective, it only remains to show that $f$ is even a strong homomorphism from $(\mathfrak{D}, R)^{2}$ to $(\mathfrak{D}, R)$. Let $\phi\left(x_{1}, \ldots, x_{k}\right):=\exists x_{k+1}, \ldots, x_{\ell} . \psi\left(x_{1}, \ldots, x_{\ell}\right)$ be the conjunctive query that defines $R$ in $\mathfrak{D}$, where $\psi$ is the quantifier-free part of $\phi$. Let $\bar{r} \in R$ be an arbitrary tuple of the form $\bar{r}=f\left(\bar{r}_{1}, \bar{r}_{2}\right)$ for some $\bar{r}_{1}, \bar{r}_{2} \in D^{k}$. Then there exists $\bar{s} \in D^{\ell-k}$ such that $\mathfrak{D} \models \psi(\bar{r}[1], \ldots, \bar{r}[k], \bar{s}[1], \ldots, \bar{s}[\ell-k])$. Since $f$ is surjective, there exist $\bar{s}_{1}, \bar{s}_{2} \in D^{\ell-k}$ such that $\bar{s}=f\left(\bar{s}_{1}, \bar{s}_{2}\right)$. Since $f$ is a strong homomorphism from $\mathfrak{D}^{2}$ to $\mathfrak{D}$, we have $\mathfrak{D} \models \psi\left(\bar{r}_{i}[1], \ldots, \bar{r}_{i}[k], \bar{s}_{i}[1], \ldots, \bar{s}_{i}[\ell-k]\right)$ for both $i \in\{1,2\}$. This means that $\bar{r}_{1}, \bar{r}_{2} \in R$, which confirms our claim.
(2) This is an immediate consequence of the fact that an isomorphism is a strong homomorphism, and thus does not only preserve the relations from the signature, but also the complements of these relations.

Proof of Theorem 9: To prove this theorem for $\mathbb{R}$, we start with the well-known fact that $(\mathbb{R},+, 0)^{2}$ and $(\mathbb{R},+, 0)$ are isomorphic [31], and show that this property can be extended to

[^2]$\mathfrak{D}_{\mathbb{R}, \text { lin }}$. The first isomorphism exists because $(\mathbb{R},+, 0)^{2}$ and $(\mathbb{R},+, 0)$ are both vector spaces over $\mathbb{Q}$ whose dimensions are uncountably infinite and of the same cardinality. Thus every bijective map from a basis of $(\mathbb{R},+, 0)^{2}$ to a basis of $(\mathbb{R},+, 0)$ extends to an isomorphism. Now we simply choose any two bases of $(\mathbb{R},+, 0)^{2}$ and $(\mathbb{R},+, 0)$, respectively, such that the first basis contains $(1,1)$ and the second basis contains 1 . Then we choose an arbitrary bijection from the first basis to the second basis that sends $(1,1)$ to 1 . This bijection extends to an isomorphism $f:(\mathbb{R},+, 0,1)^{2} \rightarrow(\mathbb{R},+, 0,1)$. It is easy to see that every relation of $\mathfrak{D}_{\mathbb{R}}$ lin can be defined in $(\mathbb{R},+, 0,1)$ using a conjunctive query. By Item 1 of Lemma $2 f$ is an isomorphism from $\mathfrak{D}_{\mathbb{R}, \text { lin }}^{2}$ to $\mathfrak{D}_{\mathbb{R}, \text { lin }}$. By Corollary 2 , this yields convexity.

Regarding tractability, recall that validity of Horn implications in $\mathfrak{D}_{\mathbb{R}, \text { lin }}$ can be tested in polynomial time if the CSP for $\mathfrak{D}_{\mathbb{R}}$,lin can be tested in polynomial time. By Item 2 of Lemma 2 $f$ is a homomorphism from $\left(\mathfrak{D}_{\mathbb{R}, \text { lin }}\right)^{2}$ to $\mathfrak{D}_{\mathbb{R}, l i n}$. It follows from Corollary 5.10 in [13] that the CSP for $\mathfrak{D}_{\mathbb{R}}$, lin 1 is decidable in polynomial time. We conclude that $\mathfrak{D}_{\mathbb{R}}$,lin is p-admissible.

For $\mathbb{Q}$, we cannot employ the same argument since $(\mathbb{Q},+, 0)^{2}$ does not even admit a strong homomorphism to $(\mathbb{Q},+, 0)$. Instead, we use the well-known fact that the structures $(\mathbb{Q},+, 0)$ and $(\mathbb{R},+, 0)$ satisfy the same first-order-sentences 31 to show that convexity of $\mathfrak{D}_{\mathbb{R}}$, lin implies convexity of $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$. We claim that a stronger statement is true, namely, that $\operatorname{Th}(\mathbb{Q},+, 0,1)=$ $\operatorname{Th}(\mathbb{R},+, 0,1)$. Let $\phi$ be an arbitrary first-order sentence in the signature of $(\mathbb{R},+, 0,1)$. We obtain the formula $\psi(x)$ in the signature of $(\mathbb{R},+, 0)$ by replacing the constant 1 in $\phi$ by a fresh free variable $x$, i.e., $(\mathbb{R},+, 0,1) \models \phi$ iff $(\mathbb{R},+, 0) \models \psi(1)$. For every $c \in \mathbb{R} \backslash\{0\}$, the map $x \mapsto c x$ is an automorphism of $(\mathbb{R},+, 0)$ that sends 1 to $c$. Since $\{x \in \mathbb{R} \mid(\mathbb{R},+, 0) \models \psi(x)\}$ has a first-order definition in $(\mathbb{R},+, 0)$, it is preserved by all automorphisms of $(\mathbb{R},+, 0)$ [26]. Now we distinguish the following two cases. If $(\mathbb{R},+, 0) \models \psi(0)$, then $(\mathbb{R},+, 0,1) \models \phi$ iff $(\mathbb{R},+, 0) \models \exists x . \psi(x)$. Otherwise $(\mathbb{R},+, 0,1) \models \phi$ iff $(\mathbb{R},+, 0) \models \exists x .(\neg(x=0) \wedge \psi(x))$. Using an analogous argument we have either $(\mathbb{Q},+, 0,1) \models \phi$ iff $(\mathbb{Q},+, 0) \models \exists x \cdot \psi(x)$ in the case where $(\mathbb{Q},+, 0) \models \psi(0)$, or $(\mathbb{Q},+, 0,1) \models \phi$ iff $(\mathbb{Q},+, 0) \models \exists x .(\neg(x=0) \wedge \psi(x))$. Since $\phi$ was chosen arbitrarily and $\operatorname{Th}(\mathbb{Q},+, 0)=\operatorname{Th}(\mathbb{R},+, 0)$, we conclude that indeed $\operatorname{Th}(\mathbb{Q},+, 0,1)=\operatorname{Th}(\mathbb{R},+, 0,1)$.

Since the relations of $\mathfrak{D}_{\mathbb{Q}}$,lin are definable in $(\mathbb{Q},+, 0,1)$ using the same conjunctive queries as their counterparts in $\mathfrak{D}_{\mathbb{R}, l i n}$ and $\operatorname{Th}(\mathbb{Q},+, 0,1)=\operatorname{Th}(\mathbb{R},+, 0,1)$, we conclude that p-admissibility of $\mathfrak{D}_{\mathbb{R} \text {,lin }}$ implies p-admissibility of $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$. In fact, a counterexample to convexity in $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ would then yield a counterexample to convexity in $\mathfrak{D}_{\mathbb{R}}$,lin since it depends on the validity status of certain first-order sentences in $(\mathbb{Q},+, 0,1)$. Similarly, the CSPs in $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ and $\mathfrak{D}_{\mathbb{R}, \text { lin }}$ are determined by the validity status of certain first-order sentences in $(\mathbb{Q},+, 0,1)$ and $(\mathbb{R},+, 0,1)$, repectively

It is tempting to claim that $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ is considerably more expressive than the p-admissible concrete domain $\mathfrak{D}_{\mathbb{Q} \text {, dist }}$ with domain $\mathbb{Q}$, unary predicates $={ }_{p},>_{p}$, and binary predicates $+_{p},=$ exhibited in [2]. However, formally speaking, this is not true since the relations $>_{p}$ cannot be expressed in $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$. In fact, adding such a relation to $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ would destroy convexity: $x+y>0$ implies $x>0 \vee y>0$, but neither $x>0$ nor $y>0$. This example also works the other way round, i.e., it shows that adding the ternary relation $R_{+}=\left\{(x, y, z) \in \mathbb{Q}^{3} \mid x+y=z\right\}$ of $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ to $\mathfrak{D}_{\mathbb{Q}, \text { dist }}$ destroys convexity. In particular, it shows that the concrete domain $\left(\mathbb{Q}, R_{+},>_{0}\right)$ is not convex.

Theorem 10. TBoxes of the DLs $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text { dist }}\right]$ and $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text { lin }}\right]$ have incomparable expressive power, i.e., there is an $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \mathrm{dist}}\right]$ TBox $\mathcal{T}_{1}$ that cannot be expressed by an $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}}\right.$,in $]$ TBox and there is an $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \mathrm{lin}}\right]$ TBox $\mathcal{T}_{2}$ that cannot be expressed by an $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text { dist }}\right]$ TBox.

Proof. We define

$$
\mathcal{T}_{1}:=\left\{A \sqsubseteq>_{0}(f),>_{0}(f) \sqsubseteq A\right\} \text { and } \mathcal{T}_{2}:=\left\{A \sqsubseteq R_{+}\left(f_{1}, f_{2}, f_{3}\right), R_{+}\left(f_{1}, f_{2}, f_{3}\right) \sqsubseteq A\right\}
$$

Assume that there is an $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text { lin }}\right]$ TBox $\mathcal{T}_{1}^{\prime}$ that is a conservative extension of $\mathcal{T}_{1}$, i.e., restricted to $A, f$, its models coincide with the ones of $\mathcal{T}_{1}$. Using $\mathcal{T}_{1}^{\prime}$ (possibly in renamed variants) and the expressiveness of $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text { lin }}\right]$, we can the express TBoxes of $\mathcal{E} \mathcal{L}\left[\left(\mathbb{Q}, R_{+},>_{0}\right)\right]$ by
polynomially large TBoxes of $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text { lin }}\right]$. However, by Theorem 1 reasoning in $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text {,in }}\right]$ is polynomial, whereas it is ExpTime-hard in $\mathcal{E} \mathcal{L}\left[\left(\mathbb{Q}, R_{+},>_{0}\right)\right]$, which yields a contradiction.

The assumption that there is an $\mathcal{E} \mathcal{L}^{++}\left[\mathfrak{D}_{\mathbb{Q}, \text { dist }}\right] \operatorname{TBox} \mathcal{T}_{2}^{\prime}$ that is a conservative extension of $\mathcal{T}_{2}$ can similarly be shown to lead to a contradiction.

We expect, however, that $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ will turn out to be more useful than $\mathfrak{D}_{\mathbb{Q}, \text { dist }}$ in practice.

## $6 \omega$-Admissibility versus p-Admissibility

The notion of $\omega$-admissibility was introduced in [34] as a condition on concrete domains $\mathfrak{D}$ that ensures that the subsumption problem in $\mathcal{A L C}(\mathfrak{D})$ w.r.t. TBoxes remains decidable. This is a rather complicated condition, but for our purposes it is sufficient to know that, according to 34], an $\omega$-admissible concrete domain $\mathfrak{D}$ has finitely many binary relations, which are jointly exhaustive (i.e., their union yields $D \times D$ ) and pairwise disjoint (i.e., for two different relation symbols $R_{i}, R_{j}$ we have $\left.R_{i}^{\mathfrak{D}} \cap R_{j}^{\mathfrak{D}}=\emptyset\right)$.

Only very simple structures can be at the same time jointly exhaustive, pairwise disjoint, and guarded convex.

Proposition 3. Let $\mathfrak{D}$ be a structure with a finite binary relational signature. Then the following are equivalent:

1. $\mathfrak{D}$ is guarded convex and its relations are jointly exhaustive and pairwise disjoint.
2. There exists a partition $V_{1}, \ldots, V_{m}$ of $D$ such that the non-empty relations of $\mathfrak{D}$ are exactly the ones of the form $V_{j} \times V_{k}$ for every $(j, k) \in[m]^{2}$.

Proof. ' $11 \Rightarrow 2$ ': Let $R_{1}, \ldots, R_{\ell}$ be an enumeration of those symbols from $\tau$ that are interpreted in $\mathfrak{D}$ as a non-empty relation. For every $i \in[\ell]$, we have $\mathfrak{D} \models \forall x, y .\left(R_{i}(x, y) \Rightarrow\left(\bigvee_{j \in[\ell]} R_{j}(x, x)\right) \wedge\right.$ $\left.\left(\bigvee_{k \in[\ell]} R_{k}(y, y)\right)\right)$ because the relations of $\mathfrak{D}$ are jointly exhaustive. Using the distributive law and the guarded convexity of $\mathfrak{D}$ we conclude that, for every $i \in[\ell]$, there exists a pair $(j, k) \in[\ell]^{2}$ such that $\mathfrak{D} \mid=\forall x, y \cdot\left(R_{i}(x, y) \Rightarrow\left(R_{j}(x, x) \wedge R_{k}(y, y)\right)\right)$. Since the relations of $\mathfrak{D}$ are pairwise disjoint and each $R_{i}$ is non-empty, there can only be one such pair $(j, k)$ for every $i \in[\ell]$. Also, for every such pair $(j, k)$ corresponding to a fixed $i \in[\ell]$, we have $\mathfrak{D} \equiv \forall x, y .\left(\left(R_{j}(x, x) \wedge R_{k}(y, y)\right) \Rightarrow\left(R_{1}(x, y) \vee \cdots \vee R_{\ell}(x, y)\right)\right)$ because the relations of $\mathfrak{D}$ are jointly exhaustive. Using the guarded convexity of $\mathfrak{D}$ we conclude that there exists an $i^{\prime} \in[\ell]$ such that $\mathfrak{D} \models \forall x, y \cdot\left(\left(R_{j}(x, x) \wedge R_{k}(y, y)\right) \Rightarrow R_{i^{\prime}}(x, y)\right)$. Since the relations of $\mathfrak{D}$ are pairwise disjoint, the index $i^{\prime}$ must be the original $i$ we started with. In sum, we have schown that
for every $i \in[\ell]$, there exists precisely one pair $(j, k) \in[\ell]^{2}$ such that

$$
\begin{equation*}
\mathfrak{D} \models \forall x, y \cdot\left(R_{i}(x, y) \Leftrightarrow\left(R_{j}(x, x) \wedge R_{k}(y, y)\right)\right) \tag{*}
\end{equation*}
$$

For a given $i \in[\ell]$, we distinguish the following two cases:

1. If there exists $x \in D$ such that $(x, x) \in R_{i}$, then $*$ implies $i=j=k$ and $R_{i}=V_{i}^{2}$ where $V_{i}:=\left\{x \in D \mid(x, x) \in R_{i}\right\}$.
2. If there exists no $x \in D$ such that $(x, x) \in R_{i}$, then * implies the existence of $j, k \in[\ell]$ such that $i, j, k$ are all pairwise distinct and $R_{i}=V_{j} \times V_{k}$.

Without loss of generality, $R_{1}, \ldots, R_{m}$ are the relations of the first kind, and $R_{m+1}, \ldots, R_{\ell}$ are the relations of the second kind. Since the relations of $\mathfrak{D}$ are jointly exhaustive, $V_{1}, \ldots, V_{m}$ form a partition of $D$.
‘ $22 \Rightarrow 1]$ : Clearly, the relations of $\mathfrak{D}$ are jointly exhaustive and pairwise disjoint. We use Theorem 2 to show that $\mathfrak{D}$ is guarded convex. Thus, let $\mathfrak{A}$ be an arbitrary guarded structure in Age $\left(\mathfrak{D}^{2}\right)$. Observe that no pair $(x, y) \in D^{2}$ such that $x \in V_{j}$ and $y \in V_{k}$ for $j \neq k$ can be an component of a tuple from a relation of $\mathfrak{D}^{2}$. This is a direct consequence of our assumptions
about the relations of $\mathfrak{D}$ and the definition of the product of structures. Thus, since $\mathfrak{A}$ is guarded and embeds into $\mathfrak{D}^{2}$, for every $(x, y) \in A$, we have $x, y \in V_{i}$ for some $i \in[m]$. It is easy to see that, in this particular case, the projection map $(x, y) \mapsto x$ is a strong homomorphism from $\mathfrak{A}$ to $\mathfrak{D}$. Since $\mathfrak{A}$ was chosen arbitrarily, it follows from Theorem 2 that $\mathfrak{D}$ is guarded convex.

In the presence of equality, only trivial structures can be jointly exhaustive, pairwise disjoint, and guarded convex (which in the presence of equality is the same as convex).

Proposition 4. Let $\mathfrak{D}$ be a structure with a finite binary relational signature $\tau$ that includes equality. If $\mathfrak{D}$ is convex, jointly exhaustive, and pairwise disjoint, then its domain $D$ satisfies $|D| \leq 1$.

Proof. If $|D|=0$, then we are done. Thus, assume that $|D| \geq 1$ and let $\tau=\left\{R_{1}, \ldots, R_{\ell}\right\}$. Then $\mathfrak{D} \models \forall x, y \cdot\left(x=x \wedge y=y \Rightarrow R_{1}(x, y) \vee \cdots \vee R_{\ell}(x, y)\right)$ since $\mathfrak{D}$ is jointly exhaustive. Convexity implies that there is an $i \in[\ell]$ such that

$$
\begin{equation*}
\mathfrak{D} \mid=\forall x, y \cdot R_{i}(x, y) \tag{1}
\end{equation*}
$$

Since the equality predicate is non-empty, pairwise disjointness implies that $R_{i}$ must be equality. But then (1) yields $|D|=1$.

This proposition shows that there are no non-trivial concrete domains with equality that are at the same time p-admissible and $\omega$-admissible. Nevertheless, by combining the results of Section 5.2 with Corollary 2 in [6], we obtain non-trivial p-admissible concrete domains with equality for which subsumption in $\operatorname{ALC}(\mathfrak{D})$ is decidable.

Corollary 4. Let $\mathfrak{D}$ be a finitely bounded convex structure with equality that is a reduct of a finitely bounded homogeneous structure. Then subsumption w.r.t. TBoxes is tractable in $\mathcal{E} \mathcal{L}[\mathfrak{D}]$ and decidable in $\mathcal{A L C}(\mathfrak{D})$.

The Henson digraphs already mentioned in Section 5.2 provide us with infinitely many examples of structures that satisfy the conditions of this corollary. In general, however, p-admissibility of $\mathfrak{D}$ does not guarantee decidability of subsumption in $\mathcal{A L C}(\mathfrak{D})$. For example, subsumption w.r.t. TBoxes is undecidable in $\mathcal{A L C}\left(\mathfrak{D}_{\mathbb{Q}, \text { dist }}\right)$ and $\mathcal{A L C}\left(\mathfrak{D}_{\mathbb{Q}, \text { lin }}\right)$ since this is already true for their common reduct $\left(\mathbb{Q},+_{1}\right)$ [6].

Even for $\mathcal{E} \mathcal{L}$, integrating a p-admissible concrete domain may cause undecidability if we allow for role paths of length 2 . To show this, we consider the relational structure $\mathfrak{D}_{\mathbb{Q}^{2}}$,aff over $\mathbb{Q}^{2}$, which has, for every affine transformation $\mathbb{Q}^{2} \rightarrow \mathbb{Q}^{2}: \bar{x} \mapsto A \bar{x}+\bar{b}$, the binary relation $R_{A, \bar{b}}:=\left\{(\bar{x}, \bar{y}) \in\left(\mathbb{Q}^{2}\right)^{2} \mid \bar{y}=A \bar{x}+\bar{b}\right\}$.
Theorem 11. The relational structure $\mathfrak{D}_{\mathbb{Q}^{2}}$,aff is p-admissible, which implies that subsumption w.r.t. TBoxes is tractable in $\mathcal{E} \mathcal{L}\left[\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}\right]$. However, subsumption w.r.t. TBoxes is undecidable in $\mathcal{E} \mathcal{L}\left(\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}\right)$.

We show p-admissibility of $\mathfrak{D}_{\mathbb{Q}^{2}}$,aff using the fact that $\mathfrak{D}_{\mathbb{Q} \text {,lin }}$ is p-admissible. Tractability of subsumption in $\mathcal{E} \mathcal{L}\left[\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}\right]$ is then an immediate consequence of Theorem 1 Undecidability of subsumption w.r.t. TBoxes in $\mathcal{E} \mathcal{L}\left(\mathfrak{D}_{\mathbb{Q}^{2}}\right.$,aff $)$ can be shown by a reduction from 2-Dimensional Affine Reachability, which is undecidable by Corollary 4 in 9 . For this problem, one is given vectors $\bar{v}, \bar{w} \in \mathbb{Q}^{2}$ and a finite set $S$ of affine transformations from $\mathbb{Q}^{2}$ to $\mathbb{Q}^{2}$. The question is then whether $\bar{w}$ can be obtained from $\bar{v}$ by repeated application of transformations from $S$. It is not hard to show that 2-Dimensional Affine Reachability can effectively be reduced to subsumption w.r.t. TBoxes in $\mathcal{E} \mathcal{L}\left(\mathfrak{D}_{\mathbb{Q}^{2}}\right.$,aff $)$.

Lemma 3. The relational structure $\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}$ is p-admissible.
Proof. First, note that validity of Horn implications in $\mathfrak{D}_{\mathbb{Q}^{2}}$,aff can be reduced in linear time to satisfiability of conjunctive queries and Horn implications in $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$.

It thus remains to show that $\mathfrak{D}_{\mathbb{Q}^{2} \text {,aff }}$ is convex. Let $\sigma$ be a finite subset of the signature of $\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}$ and $\mathfrak{A}$ a finite substructure of $\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}^{2}$. We claim that the $\sigma$-reduct of $\mathfrak{A}$ embeds into the $\sigma$-reduct of $\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}$. For every binary relation $R_{M, \bar{v}}$ of $\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}$ we consider the 4 -ary relation $\left\{(\bar{x}[1], \bar{x}[2], \bar{y}[1], \bar{y}[2]) \in \mathbb{Q}^{4} \mid \bar{y}=M \bar{x}+\bar{v}\right\}$ of $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$, which we denote by $R_{M, \bar{v}}^{\prime}$. Consider the substructure $\mathfrak{A}^{\prime}$ of $\mathfrak{D}_{\mathbb{Q}, \text { lin }}^{2}$ on the set of all pairs $\left(x_{1}, x_{2}\right) \in \mathbb{Q}^{2}$ for which there exists $\left(\bar{x}_{1}, \bar{x}_{2}\right) \in A$ such that $\left(x_{1}, x_{2}\right)=\left(\bar{x}_{1}[1], \bar{x}_{2}[1]\right)$ or $\left(x_{1}, x_{2}\right)=\left(\bar{x}_{1}[2], \bar{x}_{2}[2]\right)$. Let $\sigma^{\prime}$ be a finite subset of the signature of $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ which contains a symbol for every relation $R_{M, \bar{v}}^{\prime}$ for which there exists a symbol in $\sigma$ which interprets as $R_{M, \bar{v}}$ in $\mathfrak{D}_{\mathbb{Q}^{2}}$,aff . Since $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$ is convex, by Corollary 2 there exists an embedding $f^{\prime}$ from the $\sigma^{\prime}$-reduct of $\mathfrak{A}^{\prime}$ to the $\sigma^{\prime}$-reduct of $\mathfrak{D}_{\mathbb{Q}, \text { lin }}$. Let $f$ be the map from $A$ to $\mathbb{Q}^{2}$ defined by $f\left(\bar{x}_{1}, \bar{x}_{2}\right):=\left(f^{\prime}\left(\bar{x}_{1}[1], \bar{x}_{2}[1]\right), f^{\prime}\left(\bar{x}_{1}[2], \bar{x}_{2}[2]\right)\right)$. It is well-defined by the definition of $\mathfrak{A}^{\prime}$. Let $\left(\bar{x}_{1}, \bar{x}_{2}\right),\left(\bar{y}_{1}, \bar{y}_{2}\right) \in A$ be arbitrary. Then $\left(\bar{x}_{1}[1], \bar{x}_{2}[1]\right),\left(\bar{x}_{1}[2], \bar{x}_{2}[2]\right),\left(\bar{y}_{1}[1], \bar{y}_{2}[1]\right),\left(\bar{y}_{1}[2], \bar{y}_{2}[2]\right) \in$ $A^{\prime}$ and, for every affine transformation $\bar{x} \mapsto M \bar{x}+\bar{v}$, we have the following chain of equivalent statements.

$$
\underbrace{\binom{\bar{x}_{1}}{\bar{y}_{1}}\binom{\bar{x}_{2}}{\bar{y}_{2}}}_{\in R_{M, \bar{v}}} \stackrel{\text { def. } R_{M, \bar{v}}^{\prime}}{\Longleftrightarrow} \underbrace{\Longleftrightarrow}_{\in R_{M, \bar{v}}^{\prime}}\left(\begin{array}{l}
\bar{x}_{1}[1] \\
\bar{x}_{1}[2] \\
\bar{y}_{1}[1] \\
\bar{y}_{1}[2]
\end{array}\right)\left(\begin{array}{l}
\bar{x}_{2}[1] \\
\bar{x}_{2}[2] \\
\bar{y}_{2}[1] \\
\bar{y}_{2}[2]
\end{array}\right) \quad \stackrel{y}{f^{\prime} \text { emb. }} \Longleftrightarrow \begin{array}{l}
f^{\prime}\left(\bar{x}_{1}[1], \bar{x}_{2}[1]\right) \\
f^{\prime}\left(\bar{x}_{1}[2], \bar{x}_{2}[2]\right) \\
f^{\prime}\left(\bar{y}_{1}[1], \bar{y}_{2}[1]\right) \\
f^{\prime}\left(\bar{y}_{1}[2], \bar{y}_{2}[2]\right)
\end{array}) \stackrel{\text { def.f }}{\Longleftrightarrow} \underbrace{\binom{f\left(\bar{x}_{1}, \bar{x}_{2}\right)}{f\left(\bar{y}_{1}, \bar{y}_{2}\right)}}_{\in R_{M, \bar{v}}}
$$

This chain also holds for the equality predicate which can be written as $R_{E, \bar{z}}$ for $E$ the $2 \times 2$ identity matrix and $\bar{z}=(0,0)$. It follows that $f$ is an embedding from $\mathfrak{A}$ to $\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}$. By Corollary 2 $\mathfrak{D}_{\mathbb{Q}^{2}, \text { aff }}$ is convex.

Lemma 4. Subsumption w.r.t. TBoxes is undecidable in $\mathcal{E} \mathcal{L}\left(\mathfrak{D}_{\mathbb{Q}^{2}}\right.$,aff $)$.
Proof. We give a computable reduction of 2-dimensional Affine Reachability to subsumption w.r.t. general TBoxes in $\mathcal{E} \mathcal{L}\left(\mathfrak{D}_{\mathbb{Q}^{2}}\right.$,aff $)$. For given vectors $\bar{v}, \bar{w} \in \mathbb{Q}^{2}$ and affine transformations $S=\left\{\bar{x} \mapsto M_{1} \bar{x}+\bar{v}_{1}, \ldots, \bar{x} \mapsto M_{k} \bar{x}+\bar{v}_{k}\right\}$, we define the TBox $\mathcal{T}$ as follows:

- for every $i \in[k], \mathcal{T}$ contains the GCI $\top \sqsubseteq \exists f, g f . R_{M_{i}, \bar{v}_{i}}$,
$-\mathcal{T}$ contains the GCI $\exists g . L \sqsubseteq L$, and
$-\mathcal{T}$ contains the GCI $\exists f, f . R_{Z, \bar{w}} \sqsubseteq L$, where $Z$ is the $2 \times 2$ matrix consisting of zeros only.
Note that $(\bar{x}, \bar{x}) \in R_{Z, \bar{w}}$ if and only if $\bar{x}=\bar{w}$.
We claim that $\exists f, f . R_{Z, \bar{v}}$ is subsumed by $L$ w.r.t. $\mathcal{T}$ iff $\bar{w}$ can be obtained from $\bar{v}$ through repeated application of affine transformations from $S$.
" $\Leftarrow$ ": Suppose that there is a sequence of applications of affine transformations from $S$ to $\bar{v}$ that yields $\bar{w}$. Let $\mathcal{I}$ be a model of $\mathcal{T}$ and let $a$ be an arbitrary element of $\Delta^{\mathcal{I}}$ with $a \in \exists f, f . R_{Z, \bar{v}}$, i.e., $f^{\mathcal{I}}(a)=\bar{v}$. Since $\mathcal{T}$ contains $\top \sqsubseteq \exists f, g f . R_{M_{i}, \bar{v}_{i}}$ for every $i \in[k]$ and $\bar{w}$ is reachable from $\bar{v}$ through repeated application of affine transformations from $S$, there exists a role path $a \rightarrow_{g^{\mathcal{I}}} \cdots \rightarrow_{g^{\mathcal{I}}} b$ to some individual $b$ with $f^{\mathcal{I}}(b)=\bar{w}$. Since $\mathcal{T}$ contains the GCI $\exists f, f . R_{Z, \bar{w}} \sqsubseteq L$, we have that $b$ is contained in $L^{\mathcal{I}}$. Since $\mathcal{T}$ contains the GCI $\exists g . L \sqsubseteq L$, we have that $a$ is contained in $L^{\mathcal{I}}$. This finishes the proof of this direction since $a$ was chosen arbitrarily.
$" \Rightarrow$ ": Suppose that $\exists f, f . R_{Z, \bar{v}}$ is subsumed by $L$ w.r.t. $\mathcal{T}$. We construct the following interpretation $\mathcal{I}$ :
- the domain of $\mathcal{I}$ is $\mathbb{Q}^{2}$,
- we define $f^{\mathcal{I}}$ as the identity map on $\mathbb{Q}^{2}$,
- we set $g^{\mathcal{I}}:=\left\{(\bar{x}, \bar{y}) \in\left(\mathbb{Q}^{2}\right)^{2} \mid \exists i \in[k]\right.$ such that $\left.\bar{y}=M_{i} \bar{x}+\bar{v}_{i}\right\}$,
- we set $L^{\mathcal{I}}:=\{\bar{w}\} \cup\left\{\bar{x} \in \mathbb{Q}^{2} \mid\right.$ there exists a role path $\left.\bar{x} \rightarrow_{g^{\mathcal{I}}} \cdots \rightarrow_{g^{\mathcal{I}}} \bar{w}\right\}$.

It is easy to check that $\mathcal{I}$ is a model of $\mathcal{T}$. Since $\bar{v} \in\left(\exists f, f . R_{Z, \bar{v}}\right)^{\mathcal{I}}$ and this concept is subsumed by $L$ w.r.t. $\mathcal{T}$, we have $\bar{v} \in L^{\mathcal{I}}$. It follows from the definition of $L^{\mathcal{I}}$ that $\bar{v}=\bar{w}$ or that $\bar{w}$ is must be reachable from $\bar{v}$ through a role path for the role $g$. In both cases, $\bar{w}$ is reachable from $\bar{v}$ by a sequence of applications of affine transformations from $S$.

It is not clear whether undecidability also holds for $\mathcal{E L}\left(\mathfrak{D}_{\mathbb{Q}, \text { aff }}\right)$, where $\mathfrak{D}_{\mathbb{Q}, \text { aff }}$ has domain $\mathbb{Q}$ and the relations are defined by 1-dimensional affine transformations. However, Proposition 2 in [30] at least yields an NP lower bound for the subsumption problem in $\mathcal{E} \mathcal{L}\left(\mathfrak{D}_{\mathbb{Q}, \text { aff }}\right)$.

## 7 Conclusion

The notion of p-admissible concrete domains was introduced in [2], where it was shown that integrating such concrete domains into the lightweight DL $\mathcal{E L}$ (and even the more expressive DL $\mathcal{E} \mathcal{L}^{++}$) leaves the subsumption problem tractable. The paper [2] contains two examples of p -admissible concrete domains, and since then no new examples have been exhibited in the literature. This appears to be mainly due to the fact that it is not easy to show the convexity condition required by p-admissibility "by hand". The main contribution of the present paper is that it provides us with a useful algebraic tool for showing convexity: the square embedding condition. We have shown that this tool can indeed be used to exhibit new p-admissible concrete domains, such as countably infinite vector spaces over finite field, the countable homogeneous partial order, and numerical concrete domains over $\mathbb{R}$ and $\mathbb{Q}$ whose relations are defined by linear equations. The usefulness of these numerical concrete domains for defining concepts should be evident. For the other two we have indicated their potential usefulness by small examples.

We have also shown that, for finitely bounded structures, convexity is equivalent to padmissibility, and that this corresponds to the finite substructures being definable by a conjunction of Horn implications. Interestingly, this provides us with infinitely many examples of countable p-admissible concrete domains, which all yield a different extension of $\mathcal{E L}$ : the Henson digraphs. From a theoretical point of view, this is quite a feat, given that before only two p-admissible concrete domains were known. It is less clear whether these concrete domains will turn out to be useful for defining concepts in practice.

Finitely bounded structures also provide us with examples of structures $\mathfrak{D}$ that can be used both in the context of $\mathcal{E L}$ and $\mathcal{A L C}$, in the sense that subsumption is tractable in $\mathcal{E L}[\mathfrak{D}]$ and decidable in $\mathcal{A L C}(\mathfrak{D})$. Finally, we have shown that, when embedding p -admissible concrete domains into $\mathcal{E L}$, the restriction to paths of length 1 in concrete domain restrictions (indicated by the square brackets) is needed since there is a p-admissible concrete domains $\mathfrak{D}$ such that subsumption in $\mathcal{E L}(\mathfrak{D})$ is undecidable.

## References

1. Allen, J.F.: Maintaining knowledge about temporal intervals. Communications of the ACM 26(11), 832-843 (1983)
2. Baader, F., Brandt, S., Lutz, C.: Pushing the $\mathcal{E L}$ envelope. In: Kaelbling, L.P., Saffiotti, A. (eds.) Proc. of the 19th Int. Joint Conf. on Artificial Intelligence (IJCAI 2005). pp. 364-369. Morgan Kaufmann, Los Altos, Edinburgh (UK) (2005)
3. Baader, F., Calvanese, D., McGuinness, D., Nardi, D., Patel-Schneider, P.F. (eds.): The Description Logic Handbook: Theory, Implementation, and Applications. Cambridge University Press (2003)
4. Baader, F., Hanschke, P.: A schema for integrating concrete domains into concept languages. In: Proc. of the 12th Int. Joint Conf. on Artificial Intelligence (IJCAI'91). pp. 452-457 (1991)
5. Baader, F., Horrocks, I., Lutz, C., Sattler, U.: An Introduction to Description Logic. Cambridge University Press (2017)
6. Baader, F., Rydval, J.: Description logics with concrete domains and general concept inclusions revisited. In: Sofronie-Stokkermans, V., Peltier, N. (eds.) Proceedings of the International Joint Conference on Automated Reasoning (IJCAR 2020). Lecture Notes in Computer Science, vol. 12166, pp. 413-431. Springer (2020)
7. Baader, F., Rydval, J.: Using model-theory to find $\omega$-admissible concrete domains. LTCS-Report 20-01, Chair of Automata Theory, Institute of Theoretical Computer Science, Technische Universität Dresden, Dresden, Germany (2020), https://tu-dresden.de/inf/lat/reports\#BaRy-LTCS-20-01
8. Barto, L., Kompatscher, M., Olšák, M., Van Pham, T., Pinsker, M.: Equations in oligomorphic clones and the Constraint Satisfaction Problem for $\omega$-categorical structures. Journal of Mathematical Logic 19(2) (2019)
9. Bell, P., Potapov, I.: On undecidability bounds for matrix decision problems. Theoretical Computer Science 391(1-2), 3-13 (2008)
10. Bodirsky, M.: Complexity Classification in Infinite-Domain Constraint Satisfaction (2012), Mémoire d'Habilitation à Diriger des Recherches, Université Diderot - Paris 7. Available at https://arxiv. org/abs/1201.0856
11. Bodirsky, M., Dalmau, V.: Datalog and constraint satisfaction with infinite templates. Journal of Computer and System Sciences 79(1), 79-100 (2013)
12. Bodirsky, M., Chen, H., Kára, J., von Oertzen, T.: Maximal infinite-valued constraint languages. Theoretical Computer Science 410(18), 1684-1693 (2009)
13. Bodirsky, M., Hils, M., Martin, B.: On the scope of the universal-algebraic approach to constraint satisfaction. In: 2010 25th Annual IEEE Symposium on Logic in Computer Science. pp. 90-99. IEEE (2010)
14. Bodirsky, M., Kára, J.: The complexity of temporal constraint satisfaction problems. J. of the ACM (JACM) 57(2), 1-41 (2010)
15. Bodirsky, M., Madelaine, F., Mottet, A.: A universal-algebraic proof of the complexity dichotomy for monotone monadic SNP. In: Proc. of the 33rd Annual ACM/IEEE Symposium on Logic in Computer Sciencei (LICS 2018). pp. 105-114 (2018)
16. Bodirsky, M., Pinsker, M., Pongrácz, A.: Projective clone homomorphisms. The Journal of Symbolic Logic p. 1-13 (2019). https://doi.org/10.1017/jsl.2019.23
17. Brandt, S.: Polynomial time reasoning in a description logic with existential restrictions, GCI axioms, and-what else? In: de Mántaras, R.L., Saitta, L. (eds.) Proc. of the 16th Eur. Conf. on Artificial Intelligence (ECAI 2004). pp. 298-302 (2004)
18. Bulatov, A.A.: A dichotomy theorem for nonuniform CSPs. In: Proc. of the 58th Annual Symposium on Foundations of Computer Science (FOCS 2017). pp. 319-330. IEEE (2017)
19. Carapelle, C., Turhan, A.: Description logics reasoning w.r.t. general TBoxes is decidable for concrete domains with the EHD-property. In: Kaminka, G.A., Fox, M., Bouquet, P., Hüllermeier, E., Dignum, V., Dignum, F., van Harmelen, F. (eds.) Proc. of the 22nd European Conference on Artificial Intelligence (ECAI 2016). Frontiers in Artificial Intelligence and Applications, vol. 285, pp. 1440-1448. IOS Press (2016)
20. Chandra, A.K., Merlin, P.M.: Optimal implementation of conjunctive queries in relational data bases. In: Proceedings of the ninth annual ACM symposium on Theory of computing. pp. 77-90 (1977)
21. Cherlin, G., Shelah, S., Shi, N.: Universal graphs with forbidden subgraphs and algebraic closure. Advances in Applied Mathematics 22(4), 454-491 (1999)
22. Dowling, W.F., Gallier, J.H.: Linear-time algorithms for testing the satisfiability of propositional horn formulae. Journal of Logic Programming 1(3), 267-284 (1984)
23. Feder, T., Vardi, M.Y.: Homomorphism closed vs. existential positive. In: Proc. of the 18th Annual IEEE Symposium of Logic in Computer Science (LICS 2003). pp. 311-320. IEEE (2003)
24. Henson, C.W.: A family of countable homogeneous graphs. Pacific Journal of Mathematics 38(1), 69-83 (1971)
25. Hodges, W.: Model Theory. Cambridge University Press (1993)
26. Hodges, W.: A Shorter Model Theory. Cambridge University Press (1997)
27. Hoehndorf, R., Schofield, P.N., Gkoutos, G.V.: The role of ontologies in biological and biomedical research: A functional perspective. Brief. Bioinform. 16(6), 1069-1080 (2015)
28. Horrocks, I., Patel-Schneider, P.F., van Harmelen, F.: From SHIQ and RDF to OWL: The making of a web ontology language. Journal of Web Semantics 1(1), 7-26 (2003)
29. Hubička, J., Nešetřil, J.: Homomorphism and Embedding Universal Structures for Restricted Classes. Journal of Multiple-Valued Logic \& Soft Computing 27, 229-253 (2016), available at https://arxiv.org/abs/0909.4939
30. Jaax, S., Kiefer, S.: On Affine Reachability Problems. In: Esparza, J., Král', D. (eds.) Proc. of the 45th International Symposium on Mathematical Foundations of Computer Science (MFCS 2020). Leibniz International Proceedings in Informatics (LIPIcs), vol. 170, pp. 48:1-48:14. Schloss Dagstuhl-Leibniz-Zentrum für Informatik, Dagstuhl, Germany (2020)
31. Kegel, O.H., Wehrfritz, B.A.: Locally finite groups. Elsevier (2000)
32. Labai, N., Ortiz, M., Simkus, M.: An ExpTime upper bound for $\mathcal{A} \mathcal{L C}$ with integers. In: Calvanese, D., Erdem, E., Thielscher, M. (eds.) Proc. of the 17th International Conference on Principles of Knowledge Representation and Reasoning (KR 2020). pp. 614-623 (2020)
33. Lutz, C.: Combining interval-based temporal reasoning with general TBoxes. Artificial Intelligence 152(2), 235-274 (2004)
34. Lutz, C., Milicic, M.: A tableau algorithm for description logics with concrete domains and general TBoxes. J. of Automated Reasoning 38(1-3), 227-259 (2007)
35. Macpherson, D.: A survey of homogeneous structures. Discrete Mathematics 311(15), 1599-1634 (2011)
36. Pach, P.P., Pinsker, M., Pluhár, G., Pongrácz, A., Szabó, C.: Reducts of the random partial order. Advances in Mathematics 267, 94-120 (2014)
37. Randell, D.A., Cui, Z., Cohn, A.G.: A spatial logic based on regions and connection. In: Proc. of the 3rd Int. Conf. on the Principles of Knowledge Representation and Reasoning (KR'92). pp. 165-176. Morgan Kaufmann, Los Altos (1992)
38. Zhuk, D.: A proof of CSP dichotomy conjecture. In: Proc. of the 58th Annual Symposium on Foundations of Computer Science (FOCS 2017). pp. 331-342. IEEE (2017)
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[^1]:    ${ }^{1}$ Here "with equality" means that the sentence may use equality even if the signature $\tau$ does not contain it.
    ${ }^{2}$ A structure is homogeneous if every isomorphism between its finite substructures extends to an automorphism of the whole structure.

[^2]:    ${ }^{3}$ Recall that, for a given structure $\mathfrak{B}, \operatorname{CSP}(\mathfrak{B})$ consists of the finite structures that can homomorphically be mapped to $\mathfrak{B}$.

