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Abstract

Computing least common subsumers (lcs) and most speci�c concepts (msc) are inference

tasks that can be used to support the \bottom up" construction of knowledge bases for KR

systems based on description logic. For the description logic ALN , the msc need not always

exist if one restricts the attention to acyclic concept descriptions. In this paper, we extend

the notions lcs and msc to cyclic descriptions, and show how they can be computed. Our

approach is based on the automata-theoretic characterizations of �xed-point semantics for

cyclic terminologies developed in previous papers.

1 Introduction

Knowledge representation systems based on description logics (DL) can be used to describe the

terminological knowledge of an application domain in a structured and formally well-understood

way [3, 13]. Traditionally, the knowledge base of a DL system is built by �rst formalizing the rel-

evant concepts of the domain (its terminology, stored in the so-called TBox) by concept descrip-

tions, i.e., expressions that are built from atomic concepts (unary predicates) and atomic roles

(binary predicates) using the concept constructors provided by the DL language. In a second

step, the concept descriptions are used to specify properties of objects and individuals occurring

in the domain (the world description, stored in the so-called ABox). DL systems provide their

users with inference services that support both steps: classi�cation of concepts and individuals

and testing for consistency. Classi�cation of concepts determines subconcept/superconcept re-

lationships (called subsumption relationships) between the concepts of a given terminology, and

thus allows one to structure the terminology in the form of a subsumption hierarchy. This hier-

archy provides useful information on (implicit) connections between di�erent concepts, and can

thus be used to check (at least partially) whether the formal descriptions capture the intuitive

meaning of the concepts. Classi�cation of individuals (or objects) determines whether a given

individual is always an instance of a certain concept (i.e., whether this instance relationship is

implied by the descriptions of the individual and the concept). It thus provides useful informa-

tion on the properties of an individual, and can again be used for checking the adequacy of the

knowledge base with respect to the application domain it is supposed to describe. Finally, if

a knowledge base is inconsistent (i.e., self-contradictory), then it is clear that a modeling error

has occurred, and the knowledge base must be changed.

This traditional \top down" approach for constructing a DL knowledge base is not always

adequate, though. On the one hand, it need not be clear from the outset which are the relevant

concepts in a particular application. On the other hand, even if it is clear which (intuitive)

concepts should be introduced, it is in general not easy to come up with formal de�nitions of

these concepts within the available description language. For example, in one of our applications

in chemical process engineering [4], the process engineers prefer to construct the knowledge base

(which consists of descriptions of standard building blocks of process models, such as reactors)

in the following \bottom up" fashion: �rst, they introduce several \typical" examples of the
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standard building block as individuals in the ABox, and then they generalize (the descriptions

of) these individuals into a concept description that (a) has all the individuals as instances, and

(b) is the most speci�c description satisfying property (a).

The present paper is concerned with developing inference services that can support this

\bottom up" approach of building knowledge bases. We split the task of computing descriptions

satisfying (a) and (b) from above into two subtasks: computing the most speci�c concept of

a single ABox individual, and computing the least common subsumer of two concepts. The

most speci�c concept (msc) of an individual b (the least common subsumer (lcs) of two concept

descriptions A;B) is the most speci�c concept description C (expressible in the given description

language) that has b as an instance (that subsumes both A and B). For sub-languages of the

DL used by the system classic [5], both tasks have already been considered in the literature

[6, 8, 7]. However, the algorithms described in these papers only compute approximations of

the msc of an individual. In fact, for ABoxes with cyclic dependencies between individuals, the

msc of a given individual need not exist, unless one allows for cyclic concept descriptions (i.e.,

concepts de�ned by cyclic TBoxes, interpreted with greatest �xed-point semantics). Once one

allows for cyclic concept descriptions, the algorithm for computing the lcs must also be able to

deal with these descriptions.

As a �rst solution to these problems, we consider cyclic concept descriptions in the language

ALN (which allows for conjunctions, value restrictions, number restrictions, and atomic nega-

tions), and show how (1) the lcs of two such descriptions and (2) the msc of an ABox individual

can be computed. In (2) we allow for cyclic descriptions in the ABox, and the msc may also be

a cyclic description. Our approach is based on the known automata-theoretic characterizations

of subsumption w.r.t. cyclic terminologies with greatest �xed-point semantics [2, 11].

2 De�nitions and notations

In this section, we introduce the description language ALN as well as the notions msc and lcs

more formally, and show how they can be generalized to cyclic concept descriptions.

De�nition 1 (ALN -concept descriptions).

ALN -concept descriptions are formed from concept names and role names by means of the

following syntax rules:

C;D �! A j :A j C u D j 8R:C j (� m R) j (� n R)

where A denotes a concept name, R a role name, C, D concept descriptions,m a positive integer,

and n a non-negative integer. 3

The semantics of ALN -concept descriptions is de�ned by introducing the notion of an inter-

pretation. An interpretation I consists of a domain dom(I) and a mapping assigning a subset A

I

2



of dom(I) (the extension of A) to every concept name A, and a binary relation R

I

over dom(I)

(the extension of R) to every role name R. This interpretation is extended to ALN -concepts

as de�ned in Table 1, where R

I

(d) := fe 2 dom(I) j (d; e) 2 R

I

g denotes the set of R-successors

of d in I.

syntax semantics name of construct

:A dom(I) nA

I

atomic negation

C uD C

I

\D

I

conjunction

8R:C fd 2 dom(I);R

I

(d) � C

I

g value restriction

(� m R) fd 2 dom(I); jR

I

(d)j � mg at-least restriction

(� n R) fd 2 dom(I); jR

I

(d)j � ng at-most restriction

Table 1: Semantics of ALN -concepts

In the following, we use ? to denote a concept description that is always interpreted by the

empty set, such as (� 2 R) u (� 1 R). In addition, we restrict our attention to the sub-language

FLN of ALN , which disallows atomic negation. In fact, as shown in [1], atomic negation can

be simulated within FLN , by using (� 0 R

A

) in place of A and (� 1 R

A

) in place of :A, where

R

A

is a new role name only used for this purpose.

De�nition 2 (subsumption, lcs).

Let C;D;E be FLN -concept descriptions.

1. C is subsumed by D (C v D) i� C

I

� D

I

holds for all interpretations I.

2. E is a least common subsumer (lcs) of C;D i� it satis�es

� C v E and D v E, and

� E is the least FLN -concept description with this property, i.e., if E

0

is an FLN -

concept description satisfying C v E

0

and D v E

0

, then E v E

0

.

3

As shown in [6], the lcs of two FLN -concept descriptions always exists, and it can be

computed in polynomial time. Things become less rosy, however, if we consider the most speci�c

concept of ABox individuals.

De�nition 3 (FLN -ABoxes).

An FLN -ABox is a �nite set of assertions of the form R(a; b) (role assertion) or C(a) (con-

cept assertion), where a; b are individual names, R is a role name, and C is an FLN -concept

description. 3
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In the presence of an ABox, an interpretation additionally assigns an element a

I

of dom(I)

to each individual name a such that a 6= b implies a

I

6= b

I

(unique name assumption). It is a

model of the ABox A i� it satis�es (a

I

; b

I

) 2 R

I

for all role assertions R(a; b) 2 A and a

I

2 C

I

for all concept assertions C(a) 2 A. An Abox is consistent if it has a model.

De�nition 4 (instance, msc).

Let A be an FLN -ABox, a an individual name in A, and C an FLN -concept description.

1. a is an instance of C w.r.t. A (a 2

A

C) i� a

I

2 C

I

for all models I of A.

2. C is the most speci�c concept for a in A i� a 2

A

C and C is the least concept with this

property, i.e., if C

0

is an FLN -concept description satisfying a 2

A

C

0

, then C v C

0

.

3

The following example demonstrates that the msc need not exist if the ABox contains cyclic

role assertions: in the ABox A := fR(a; a); (� 1 R)(a)g, the individual a does not have a most

speci�c concept. In fact, it is easy to see that a is an instance of 8R: � � � 8R:((� 1 R)u (� 1 R))

for chains of value restrictions of arbitrary length. Consequently, the msc cannot be expressed

by a �nite FLN -concept description. However, the msc of a can be described by the recursively

de�ned concept A

:

= (� 1 R) u (� 1 R) u 8R:A, provided that this recursive de�nition is

interpreted with greatest �xed-point semantics.

De�nition 5 (cyclic FLN -TBoxes).

An FLN -concept de�nition is of the form A

:

= C, where A is a concept name and C an FLN -

concept description. An FLN -TBox is a �nite set of FLN -concept de�nitions such that every

concept name occurs at most once as left-hand side of a de�nition.

1

The concept name A is a de�ned concept in the TBox T i� it occurs on the left-hand side

of a de�nition in T . Otherwise, A is called primitive concept . 3

The interpretation I is a model of the TBox T i� it satis�es A

I

= C

I

for all concept def-

initions A

:

= C 2 T . It is well-known [12] that in the presence of cycles in the TBox, a given

interpretation of the primitive concepts and roles (primitive interpretation) can have di�erent

extensions to a model of the TBox. An interpretation I is an extension of a primitive inter-

pretation J if I coincide with J on the primitive concepts and roles. Additionally, I interprets

the de�ned concepts of T . The extensions of the de�ned concepts can be arranged in a tuple.

These tuple can be ordered componentwise by set inclusion. The extensions of J to models of

T are ordered by this ordering. The gfp-semantics chooses the greatest of the possible models

as the gfp-model of the TBox.

2

Because this gfp-model is uniquely determined by the primitive

1

Note that we do not prohibit cyclic dependencies between de�nitions.

2

See [12, 2] for a more formal de�nition of the gfp-semantics, and for a discussion of other choices for the

semantics of cyclic terminologies.

4



interpretation, the following de�nition of cyclic FLN -concept descriptions and their semantics

makes sense.

De�nition 6 (cyclic FLN -concept descriptions).

Assume that sets of primitive concept names N

P

and of role names N

R

are �xed. A cyclic

FLN -concept description C = (A;T ) is given by a de�ned concept A in a (possibly cyclic)

FLN -TBox T such that all the primitive concepts in T are elements of N

P

and none of the

de�ned concepts in T belongs to N

P

. 3

In this context, an interpretation I assigns subsets of dom(I) to elements of N

P

and binary

relations on dom(I) to elements of N

R

. For a given cyclic concept description C = (A;T ), the

interpretation C

I

of C in I is the set assigned to A by the unique extension of I to a gfp-model of

T . This shows that, from a semantic point of view, cyclic concept descriptions C behave just like

ordinary concept descriptions, i.e., a given interpretation I assigns a unique set C

I

� dom(I)

to C. For this reason, the de�nition of subsumption and of the least common subsumer can

be generalized to cyclic concept descriptions in the obvious way: just replace \FLN -concept

description" by \cyclic FLN -concept description" in De�nition 2. The same is true for the

de�nitions of ABoxes, the instance relationship, and the most speci�c concept.

3 Computing the lcs of cyclic FLN -concept descriptions

Both subsumption and the lcs of cyclic FLN -concept descriptions can be computed using

automata-theoretic characterizations of so-called value-restriction sets. For convenience, we

abbreviate the concept description 8R

1

:8R

2

� � � 8R

n

:C (n � 0) by 8R

1

� � �R

n

:C, where R

1

: : : R

n

is a word over the alphabet N

R

of all role names (i.e., R

1

: : : R

n

2 N

�

R

). For an interpretation I

and a word W = R

1

: : : R

n

, we de�ne W

I

:= R

I

1

� � � � � R

I

n

, where � denotes the composition of

binary relations.

De�nition 7.

Let C be a cyclic FLN -concept description and P a primitive concept name or a number

restriction. Then the set V

C

(P ) := fW 2 N

�

R

j C v 8W:Pg is called the value-restriction set of

C for P . 3

Even for acyclic descriptions, these value-restriction sets may be in�nite. For example, for

the (acyclic) description ? := (� 2 R) u (� 1 R) and an arbitrary primitive concept name P we

have V

?

(P ) = N

�

R

. The value-restriction sets can, however, be represented by regular languages

over the alphabet N

R

. To obtain these languages, the TBox T

C

of a given cyclic FLN -concept

description C is translated into a semi-automaton A

T

C

.

A semi-automaton is a triple (�; Q;�) where � is a �nite alphabet, Q is a �nite set of states,

and � � Q� �

�

�Q is a �nite set of word-transitions.
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A

� 1S

� 2S

� 1S

D

R

S

S

R

BQ

� 1R

P

RS

S

"

Figure 1: The automata corresponding to T

A

and T

B

.

In order to de�ne the semi-automaton A

T

C

of T

C

we �rst have to normalize T

C

: T

C

is called

normalized if every right-hand side of a concept de�nition is a �nite conjunction of concepts of

the form 8W:A where W is a �nite word over N

�

R

and A is an atomic concept or a number-

restriction.

Since 8R:(A u B) is equivalent to 8R:A u 8R:B, we can w.l.o.g. assume that a terminology

is normalized.

De�nition 8 (the semi-automaton of T

C

).

Let T

C

be normalized. Then A

T

C

= (N

R

; Q;�) is the (non-deterministic) semi-automaton

corresponding to T

C

where the atomic concepts and number-restrictions of T

C

are the states

q 2 Q of A

T

C

; a concept de�nition A = 8W

1

:A

1

u� � �u 8W

k

:A

k

gives rise to k word-transitions

where the transition from A to A

i

is labeled by the word W

i

. 3

Note that in a semi-automaton, word-transitions can easily be eliminated by replacing each of

these transitions by a sequence of new introduced transitions (labeled with letters) using new

states. Therefore, if needed, A

T

C

is (w.l.o.g.) supposed to be a semi-automaton without word-

transitions, i.e., � � Q� (N

R

[ f"g) �Q (see [2, 11] for details). For example, the TBoxes T

A

and T

B

de�ning the descriptions C

A

:= (A;T

A

) and C

B

:= (B;T

B

)

T

A

: A

:

= 8R:D u 8R:(� 1S) T

B

: B

:

= (� 1R) u 8R:P u 8S:Q

D

:

= 8S:D u 8S:(� 2S) u 8S:(� 1S)

give rise to the automata of Fig. 1. For a cyclic FLN -concept description C = (A;T ) and a

primitive concept or number restriction P , the language L

C

(P ) is the set of all words labeling

paths in the corresponding automaton from A to P . By de�nition, these languages are regular.

In the example, we have, e.g., L

C

A

(� 2 S) = RS

�

S and L

C

B

(P ) = fRg.

It is easy to see that the inclusion L

C

(P ) � V

C

(P ) always holds. However, since con
icting

number restrictions can create inconsistencies (i.e., unsatis�able sub-concepts), the inclusion in

the other direction need not hold. Additionally, the set V

C

(P ) may contain so-called C-excluding

words:
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De�nition 9.

Let C be a cyclic FLN -concept description. Then the set E

C

:= fW 2 N

�

R

j C v 8W:?g is

called the set of C-excluding words. 3

Obviously, if W 2 L

C

(� m R) \ L

C

(� n R) for m < n, then W must belong to E

C

. Also,

since (� 0 R) is equivalent to 8R:?, we know that W 2 L

C

(� 0 R) implies WR 2 E

C

. In

addition, if W belongs to E

C

, then WU 2 E

C

for all words U . Finally, for W 2 E

C

, at-least

restrictions can also force pre�xes of W to belong to E

C

. In our example (see Fig. 1), the word

R belongs to E

C

A

since RS 2 E

C

A

and R 2 L

C

A

(� 1 S). Consequently, E

C

A

= RfR;Sg

�

and

it is easy to see that E

C

B

= ;

A more formal characterization of E

C

, which also shows that E

C

is a regular language, can

be found in [11]. To be more precise, a �nite automaton that accepts E

C

and is exponential in

the size of the automaton corresponding to C can be constructed. The following characterization

of value-restriction sets is an easy consequence of the results in [11]:

Theorem 10.

Let C be a cyclic FLN -concept description. Then

1. V

C

(P ) = L

C

(P ) [E

C

for all primitive concepts P ;

2. V

C

(� m R) =

S

`�m

L

C

(� ` R) [E

C

for all at-least restrictions (� m R);

3. V

C

(� n R) =

S

`�n

L

C

(� ` R) [E

C

R

�1

for all at-most restrictions (� n R).

3

2

Consequently, these sets are regular, and �nite automata accepting them can be constructed

in time exponential in the size of the automaton corresponding to C.

Using the notion of value-restriction sets, the automata-theoretic characterization of sub-

sumption of cyclic FLN -concept descriptions provided in [11] can be formulated as follows:

Proposition 11.

Let C, D be cyclic FLN -concept descriptions. Then C v D i� L

D

(P ) � V

C

(P ) for all primitive

concept names and number restrictions P . 2

As an easy consequence, we obtain the following characterization of the lcs of such descriptions:

Corollary 12.

Let C;D be cyclic FLN -concept descriptions. Then the cyclic FLN -concept description E

is the lcs of C and D if L

E

(P ) = V

C

(P ) \ V

D

(P ) for all primitive concept names or number

restrictions P . 2

3

For a language L and a letter R, we de�ne LR

�1

:= fW jWR 2 Lg.
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Given automata for the (non-empty) value-restriction sets V

C

(P ) and V

D

(P ), it is easy to

construct a cyclic FLN -concept description E that satis�es this property (by simply translating

the automata back into TBoxes). This shows that the lcs of two cyclic FLN -concept descriptions

can be computed in exponential time, and its size is at most exponential in the size of the input

descriptions.

4 Inconsistency of an ABox

The aim of this section is to prove an automata theoretic characterization of inconsistency of an

FLN -ABox A with cyclic descriptions. From this characterization we derive decision algorithms

and complexity results for inconsistency. First, we have to introduce some basic notions, which

will be used even in the subsequent sections.

In the following, we let A be an arbitrary but �xed FLN -ABox with cyclic concept descrip-

tions, I

A

the set of individuals in A, a; b 2 I

A

individuals in A and P a primitive concept or

a number-restriction. If I is a model of A, d; e 2 dom(I), V 2 N

�

R

where dV

I

e, then e is a

V -successor of d and we refer to dV

I

e as path in I from d to e with label V .

In addition to the automata corresponding to the cyclic concept descriptions in A, we need

an semi-automaton corresponding to A: the states of this automaton are the individual names

occurring in A, and the transitions are just the role assertions of A, i.e., there is a transition

with label R from a to b i� R(a; b) 2 A. For individual names a; b occurring in A, the (regular)

language L

a

(b) is the set of all words labeling paths from a to b in this automaton. We say that

there is a role chain in A from the individual a to b with label U (aUb for short) i� U 2 L

a

(b).

Note, that a"a is also a role chain in A. The set R

A

(a) := fb j R(a; b) 2 Ag denotes the set of

R-successors of a in A.

In the following we introduce the notions \predecessor restriction set" and \number con-

ditions" which represent value-restrictions and number-restrictions that must be satis�ed by

individuals of A.

De�nition 13 (predecessor restriction sets).

The following sets are predecessor restriction sets for a (w.r.t. A and P ):

L

a

(P ) := fW 2 N

�

R

j there is a concept assertion C(b) 2 A, a word U 2 L

b

(a)

such that UW 2 L

F

(P )g

3

The meaning of these sets is stated in

Lemma 14.

Let W 2 N

�

R

. Then W 2 L

a

(P ) implies a 2

A

8W:P .

Proof. If W 2 L

a

(P ), then there is a concept assertion F (f) 2 A and a word U 2 L

f

(a) such

that UW 2 L

F

(P ). Let d 2 dom(I) be an W -successor of a

I

, i.e., a

I

W

I

d. Since I is an model

8



of A, it follows f

I

Ua

I

W

I

d and f

I

2 F

I

. Now, UW 2 L

F

(P ) implies d 2 P

I

(see Theorem 22,

[10]). This shows a

I

2 (8W:P )

I

. 2

For number restrictions we are, in addition, interested in the maximum and minimum number

restrictions which an individual and its successors has to satisfy.

De�nition 15 (number conditions).

For V 2 N

�

R

and R 2 N

R

we de�ne:

c

�R

a;V

:= maxfn j V 2 L

a

(� nR)g (max(;) := 0),

c

�R

a;V

:= minfn j V 2 L

a

(� nR)g (min(;) :=1).

the R-number conditions for V -successors of a. 3

In every model of A the number of R-successors of V -successors of a has to satisfy these number

conditions. Formally, this means:

Lemma 16.

Let I be a model of A, V 2 N

�

R

, d 2 dom(I) where a

I

V

I

d. Then c

�R

a;V

� jR

I

(d)j � c

�R

a;V

.

Proof. First we show c

�R

a;V

� jR

I

(d)j. We have to distinguish two cases:

� There is a non-negative integer n such that V 2 L

a

(� nR) and n = c

�R

a;V

. According to

Lemma 14 it follows a

I

2 (8V:(� n R))

I

. But then, a

I

V

I

d implies d 2 (� n R)

I

. This

shows c

�R

a;V

� jR

I

(d)j.

� If c

�R

a;V

= 0, then there is nothing to show.

The statement c

�R

a;V

� jR

I

(d)j can be proved analogously. 2

Finally, we have to capture the fact that certain successors are required by an individual.

De�nition 17 (require).

Let V; V

0

(= R

1

� � �R

n

) 2 N

�

R

. Then, we say V V

0

is required by the individual a starting from V

if c

�R

i

a;V R

1

���R

i�1

� 1 for all 1 � i � n. If V = ", then we say V

0

is directly required by the individual

a. We say that a word W is required by the individual a if there is V; V

0

and an individual b in

A such that W = V V

0

, aV b is a role chain in A, and V

0

is directly required by b. 3

The meaning of this de�nition is presented in the following lemma and can easily be proved

using Lemma 16.

Lemma 18.

Let I be a model of A, d 2 dom(I), V; V

0

2 N

�

R

, and a

I

V d. Then it holds: If V V

0

is required

by a starting from V , then there is a V

0

-successor of d. If V is required by a, then there is a

V -successor of a. 2

9



Now we are equipped to characterize inconsistency of an ABox. Intuitively, A is inconsistent if A

requires at least one individual in every possible model for which con
icting number-restrictions

are stated. In the sequel, we formally prove the following

Theorem 19 (Characterization of inconsistency).

The ABox A is inconsistent i�

1. there is an individual a in A, R 2 N

R

such that jR

A

(a)j > c

�R

a;"

, or

2. there is an individual a in A, V 2 N

�

R

, and R 2 N

R

such that V is directly required by a

and c

�R

a;V

> c

�R

a;V

.

2

It is not hard to prove that this characterization is su�cient for the inconsistency of A: Let I be

a model of A. Let a be an individual in A and R 2 N

R

. By Lemma 16 it follows jR

I

(a)j � c

�R

a;"

.

Thus, by the unique name assumption we have jR

A

(a)j � c

�R

a;"

. Furthermore, assuming that

there is an individual a in A and a V directly required by a it follows by Lemma 18 that a has

a V -successor d in I. By Lemma 16 it follows c

�R

a;V

� R

I

(d) � c

�R

a;V

, and thus c

�R

a;V

� c

�R

a;V

.

If the right-hand side of the equivalence in Theorem 19 does not hold, then it is possible to

construct a model of A.

For this purpose we have to introduce some generalizations of predecessor restriction sets and

number conditions. The predecessor restriction sets state (universal) value-restrictions which

must hold for all models of A. We will also need such sets for given role interpretations. A role

interpretation of the ABox A consists of the domain dom(J) and a mapping assigning a binary

relation R

I

to every role name R 2 N

�

R

as well as an element a

I

to every individual name in A

such that (a

I

; b

I

) 2 R

I

for every role assertion R(a; b) 2 A.

De�nition 20 (predecessor restriction sets w.r.t. role interpretations).

Let J be a role interpretation and d 2 dom(J). The following set is called predecessor restriction

set for d and P w.r.t. J (and A):

L

d;J

(P ) := fW 2 N

�

R

j there is concept assertion F (f) 2 A, a word U 2 N

�

R

such that UW 2 L

F

(P ) and f

J

U

J

dg,

3

Analogously to Lemma 14 we can show

Lemma 21.

Let J be a role interpretation for A, I a model of A such that I and J have the same domain and

coincide on the interpretation of the roles. Finally, let d 2 dom(J). Then, for every W 2 N

�

R

and every primitive interpretation or number-restriction P : W 2 L

d;J

(P ) implies d

I

2 (8W:P )

I

,

2

10



As above we are interested in number restrictions of individuals; now, not only individuals in

A, but more generally individuals of a role interpretation are considered.

De�nition 22 (number conditions w.r.t. role interpretations).

Let J be a role interpretation, d 2 dom(J), and R 2 N

R

. Then, we de�ne:

c

�R

d;J

:= maxfn j " 2 L

d;J

(� nR)g (max(;) := 0),

c

�R

d;J

:= minfn j " 2 L

d;J

(� nR)g (min(;) :=1).

the R-number conditions of d w.r.t. J . 3

Using Lemma 21 the following lemma, which is an generalization of Lemma 16, can easily be

veri�ed.

Lemma 23.

Let J be a role interpretation for A, I be a model of A such that I and J coincide on the

interpretations of the roles, and let d 2 dom(J). Then: c

�R

d;J

� jR

I

(d)j � c

�R

d;J

. 2

Since every role interpretation J of A satis�es the role assertions in A, we get the following

relation of the notions \predecessor restriction sets" and \number conditions" on the one hand

side and \predecessor restriction sets" and \number conditions" w.r.t. a role interpretation on

the other hand side.

Lemma 24.

Let J be a role interpretation for A, V 2 N

�

R

, and n � 0. Then:

� L

a

(� nR) � L

a;J

(� nR);

� if a

J

V

J

d, then c

�R

a;V

� c

�R

d;J

;

� if a

J

V

J

d, then c

�R

a;V

� c

�R

d;J

.

2

With this de�nitions at hand we can specify the canonical model of A.

De�nition 25 (canonical model of A).

We �rst de�ne the canonical role interpretation J of A inductively.

J

0

: dom(J

0

) := I

A

; for all R 2 N

R

let R

J

0

:= f(a; b) j R(a; b) 2 Ag.

J

i+1

: For all R 2 N

R

and d 2 dom(J

i

) where (c

�R

d;J

i

� jR

J

i

(d)j) > 0 the domain of J

i

is extended

by the new introduced, pairwise distinct individuals d

1

; : : : ; d

c

�R

d;J

i

�jR

J

i

(d)j

. Furthermore, these

new individuals are added to the set of R-successors of d.

11



Now, the primitive interpretation J of A is de�ned by

dom(J) :=

[

i�0

dom(J

i

)

R

J

:=

[

i�0

R

J

i

P

J

:= fd 2 dom(J) j " 2 L

d;J

(P )g:

The canonical model I of A is induced by J . 3

The individuals in dom(J) ndom(J

0

) are called new elements of J ; the others are called old. An

individual e 2 dom(J) is generated in J

k

if k = 0 and e 2 dom(J

k

) or if e 2 dom(J

k

)ndom(J

k�1

)

for k � 1. Note that there is exactly one k � 0 such that e is generated in J

k

. If i < j, then

we say that the individuals generated in J

j

are generated later than the individuals in J

i

. Let

d; e 2 dom(J) and W 2 N

�

R

. Then, we refer to dW

J

e as new role chain if apart from d this role

chain contains only new elements. We summarize important properties of the canonical model

in

Lemma 26.

Using the denotations in De�nition 25 it holds:

1. Every new element d in J has only successors in J which are generated later than d.

2. For every d 2 dom(J) and R 2 N

R

there is at most one k � 1 such that new generated

elements in J

k

are R-successors of d. More precise, if d is generated in J

i

, i � 0, then

k = i+ 1.

3. Let a be an old individual, d be a new individual, and W 2 N

�

R

such that a

J

W

J

d is a new

role chain. Then, if b is an old individual, V 2 N

�

R

where b

J

V

J

d is a new role chain, it

follows a = b, V =W and the role chains a

J

W

J

d and b

J

V

J

d are equal.

4. Let a be an old individual and W 2 N

�

R

. Then, we have: There is a d 2 dom(J) where

a

J

W

J

d i� W is required by a.

5. Let d 2 dom(J), R 2 N

R

. Then, it holds: If jR

J

0

(d)j � c

�R

d;J

, then jR

J

(d)j = c

�R

d;J

. The

premise can only be invalid if d is an old element.

6. If the right-hand side in Theorem 19 is not satis�ed, then I is a model of A.

Proof. 1.: If d is generated in J

i

, i � 1, then d has by de�nition no successors in J

i

, thus, all

successors of d are generated later.

2.: Let d 2 dom(J

i

), i � 0, be generated in J

i

and R 2 N

R

.

12



Claim: c

�R

d;J

i

= c

�R

d;J

j

for all j � i

Proof of the claim: \� ": Since J

j

is an extension of J

i

, it follows L

d;J

i

(� nR) � L

d;J

j

(� nR).

As an easy consequence we can conclude c

�R

d;J

i

� c

�R

d;J

j

.

\� ": Let n = c

�R

d;J

j

. This means, " 2 L

d;J

j

(� nR). According to the de�nition of L

d;J

j

(� nR)

there is a concept assertion F (f) 2 A, and a word U 2 N

�

R

such that U 2 L

F

((� n R)) and

f

J

j

U

J

j

d. The role chain f

J

j

U

J

j

d can only contain individuals in J

i

; otherwise d is a successor

of an individual which is generated later than d, which would be a contradiction to 1. Thus,

" 2 L

d;J

i

(� nR), and hence, c

�R

d;J

i

� c

�R

d;J

j

. This completes the proof of the claim.

Now, we distinguish two cases:

� It holds (c

�R

d;J

i

�jR

J

i

(d)j) > 0. Then by construction, in J

i+1

(c

�R

d;J

i

�jR

J

i

(d)j) R-successors

are generated for d such that c

�R

d;J

i

= jR

J

i+1

(d)j. By the claim it holds c

�R

d;J

i

= c

�R

d;J

j

for all

j � i. Consequently, in J

j

, j > i+ 1, no new R-successors of d are generated.

� It holds (c

�R

d;J

i

� jR

J

i

(d)j) � 0. The claim implies (c

�R

d;J

j

� jR

J

j

(d)j) � 0 for all j � i. Thus,

by construction no R-successors of d are generated.

3.: By construction of J , every new element has exactly one predecessor. This implies the claim

in 3.

4.: \(" If W is required by a, then there are V; V

0

2 N

�

R

as well as an old element b such that

aV b is a role chain in A and V

0

is directly required by b. Let V

0

= R

1

� � �R

n

. By induction over

the length of V

0

the existence of an d

i

2 dom(J

i

), 0 � i � n, such that b

J

i

(R

1

� � �R

i

)

J

i

d

i

can

easily be proved. As a consequence we have a

J

V

J

b

J

V

0J

d where d = d

n

.

\)" If d is an old element, then by 1 it follows that aWd is a role chain in A, and thus, d

is required by a.

Now, let d be a new element. Then, there are V; V

0

2 N

�

R

, and an old element b such that

W = V V

0

, aV b is a role chain in A, and b

J

V

0J

d is a new role chain. Let V

0

= R

1

� � �R

n

as well

as d

1

; : : : ; d

n�1

new elements in J , d

0

:= b

J

, and d

n

:= d such that d

0

R

J

1

d

1

R

J

2

� � �R

J

n

d

n

is the

new role chain from d

0

to d

n

. By the construction and 2. it holds (c

�R

i+1

d

i

;J

i

� jR

J

i

i+1

(d

i

)j) > 0 for

all 0 � i < n. This implies c

�R

i+1

d

i

;J

i

� 1 for all 0 � i < n. Thus, for every 0 � i < n there is a

concept assertion F

i

(f

i

) 2 A and a word U

i

2 N

�

R

such that U

i

2 L

F

i

((� n

i+1

R

i+1

)), n

i+1

� 1,

and f

J

i

i

U

J

i

i

d

i

. By 3, there exists V

i

; V

0

i

2 N

�

R

such that U

i

= V

i

V

0

i

and f

J

i

i

V

J

i

i

d

0

V

0J

i

i

d

i

where

d

0

V

0J

i

i

d

i

is the new role chain in J from d

0

to d

i

with label R

1

� � �R

i

and f

i

V

i

D

0

is a role chain

in A. This implies c

�R

i+1

b;R

1

���R

i

� 1 for all 0 � i < n. Thus, V

0

is directly required by b. This shows,

that W = V V

0

is required by a.

5.: Let d be an element generated in J

i

, i � 0.

� Let d be an old element in J such that jR

J

0

(d)j � c

�R

d;J

. According to the claim in

the proof of 2, it holds c

�R

d;J

0

= c

�R

d;J

. We know (c

�R

d;J

0

� jR

J

0

(d)j) � 0. In the case of
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(c

�R

d;J

0

� jR

J

0

(d)j) = 0 by 2 no R-successors for d are generated. Thus, jR

J

(d)j = c

�R

d;J

.

In the case of (c

�R

d;J

0

� jR

J

0

(d)j) > 0 R-successors of d are generated in J

1

such that

c

�R

d;J

0

= jR

J

1

(d)j. By 2 and the claim in 2 it follows jR

J

1

(d)j = jR

J

(d)j = c

�R

d;J

.

� Let d be a new element in J . By construction d has no successors in J

i

, i =� 1, thus

0 = jR

J

0

(d)j � c

�R

d;J

. By 2 only in J

i+1

R-successor are generated for d. By the claim in

the proof of 2, we have c

�R

d;J

i

= c

�R

d;J

, and thus, 0 = jR

J

i

(d)j � c

�R

d;J

i

. Now, analogously to 1

we can show jR

J

(d)j = c

�R

d;J

.

6.: Assume that the right-hand side of Theorem 19 does not hold. Let C(a) 2 A. It is to show:

a

I

2 C

I

. We use Theorem 22, [10] and distinguish the following cases:

(P1) Let W 2 N

�

R

, d 2 dom(I), P a primitive concept such that a

I

W

I

d and W 2 L

C

(P ).

Thus, " 2 L

d;J

(P ). This means d 2 P

I

.

(P2) Let W 2 N

�

R

, d 2 dom(I), (� n R) an at-least restriction such that a

I

W

I

d and

W 2 L

C

((� n R)). By 5 it follows jR

J

(d)j � c

�R

d;J

. Since C(a) 2 A, a

I

W

I

d, and

W 2 L

C

((� n R)), we know " 2 L

d;J

(� nR). Hence, c

�R

d;J

� n, and thus jR

I

(d)j � n.

(P3) Let W 2 N

�

R

, d 2 dom(I), (� n R) a at-most restriction such that a

I

W

I

d and W 2

L

C

((� n R)). Assume: d =2 (� n R)

I

. Then, jR

I

(d)j > n. We distinguish two cases:

� It holds d 2 dom(J

0

) and jR

J

0

(d)j > n. By 1. we know that aWd is a role chain

in A. Consequently, it follows c

�R

d;"

� n. This is a contradiction to the assumption

that 1. in Theorem 19 does not hold.

� It holds d 2 dom(J) and jR

J

0

(d)j � n. Since jR

J

(d)j > n, we know m := c

�R

d;J

=

jR

J

(d)j > n. Further by 4., W is required by a. Consequently, there is an old

individual b as well as V; V

0

2 N

�

R

such that W = V V

0

, aV b is a role chain in A,

b

I

V

0I

d is a new role chain in J , and V

0

is directly required by b. Because of m > 0

there is a concept assertion F (f) 2 A and a word U 2 L

F

((� m R)) such that f

J

U

J

d.

If d is an old individual it follows b = d, V

0

= ", and fUd is a role chain in A (3).

Thus, c

�R

b;V

0

� m > n. If d is a new individual, then by 3 there is an U

0

such that

U = U

0

V

0

and f

J

U

0J

b

J

V

0J

d. Thus, we have c

�R

b;V

0

� m > n as well. On the other

hand aV b role chain in A, b

J

V

0J

d, and W 2 L

C

(� n R) imply c

�R

b;V

0

� n < m. This

yields c

�R

b;V

0

< c

�R

b;V

0

where V

0

is directly required by b. This is a contradiction to the

assumption that 2 in Theorem 19 does not hold.

Thus, we have shown d 2 (� n R)

I

.

2
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The only-if direction of Theorem 19 is an immediate consequence of Lemma 26, 6.

Finally, we prove the complexity upper and lower bound of inconsistency using Theorem 19.

In [10] it has been shown that inconsistency of concepts w.r.t. cyclic FLN -terminologies

is PSPACE-complete. Let T be a cyclic FLN -terminology and C be an atomic concept in T .

If the ABox A only consists of the concept assertion C(a) where C is a cyclic FLN -concept

description de�ned by T , then C is consistent w.r.t. T i� A is consistent. This reduction

shows that inconsistency of Aboxes with cyclic FLN -concept descriptions is PSPACE-hard. In

order to proof the complexity upper bound, we introduce the notion p-exclusion set. Therefore,

additional de�nitions are necessary.

Every (cyclic) FLN -concept description C(a) 2 A can be de�ned by a (cyclic) FLN -TBox.

4

W.l.o.g. we assume that the concept descriptions occurring on the right-hand side of concept

de�nitions are conjunctions of concepts of the form A or 8R::A where A denotes a atomic

concepts or a number-restriction, i.e., we do not allow for nested value-restrictions. We refer to

the set of all atomic concepts and number-restrictions occurring in these TBoxes as C. The next

notion represents a set of all atomic concepts and number-restrictions that must be satis�ed by

W -successors of instances of concepts in F � C:

next

"

(F;W ) := fA 2 C j there is a B 2 F such that W 2 L

B

(A)g:

Similar to the de�nition in [10], p-exclusion sets contain atomic concepts and number-restrictions

that require successors leading to con
icting number-restrictions.

De�nition 27 (p-exclusion set).

The set F

0

� C is called p-exclusion set if the following holds: There is a word R

1

� � �R

n

2 N

�

R

,

con
icting number-restrictions (� l R) and (� r R), l > r, and for all 1 � i � n there are integers

m

i

� 1 such that for F

i

:= next

"

(F

0

; R

1

� � �R

i

), 1 � i � n, it holds that (� m

i

R

i

) 2 F

i�1

for

all 1 � i � n and (� l R), (� r R) 2 F

n

. We denote the set of all p-exclusion sets E. 3

As shown in [10], for a given set F � C it is decidable if F is an p-exclusion set using polynomial

space. So as to apply this result for deciding inconsistency of ABoxes we have to collect the set

of atomic concepts and number-restriction in C that has to be satis�ed by an individual.

De�nition 28 (initial state of an individual).

The set

q

a

:=

[

F (f)2A

A2C

L

f

(a)\L

F

(A)6=;

fAg

is called the initial set of the individual a in A. 3

4

In fact, all such concept descriptions can be presented in one TBox.
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It can easily be veri�ed that q

a

is computable using polynomial space. In the following \algo-

rithmic" characterization of inconsistency the initial set q

a

of a takes the place of "-closure(A)

in the characterization of inconsistency for the atomic concept A in a terminology T (see [10]).

Proposition 29.

The ABox A with cyclic FLN -concept descriptions is inconsistent i�

1. there is an individual a in A, R 2 �, and (� n R) 2 q

a

such that jR

A

(a)j > n, or

2. there is an individual a such that q

a

2 E.

Proof. \)" If A is inconsistent, then by Theorem 19 we have to distinguish two cases:

1. There is an individual a in A, R 2 � such that jR

A

(a)j > c

�R

a;"

. Thus, there is an concept

assertion F (f) 2 A, a word X 2 L

f

(a), and an at-most restriction (� n R) such that

X 2 L

F

((� n R)) and jR

A

(a)j > n. Consequently, (� n R) 2 q

a

. This, implies 1. of the

claim.

2. There is an individual a in A, V 2 N

�

R

, and R 2 N

R

such that V is directly required by

a and c

�R

a;V

> c

�R

a;V

. Let V = R

1

� � �R

n

. Thus, there are a concept assertion F

i

(f

i

) 2 A,

words W

i

2 L

f

i

(a), and numbers n

i

� 1 such that W

i

R

1

� � �R

i�1

2 L

F

i

((� n

i

R

i

)) for

all 1 � i � n. Consequently, since we do not allow for nested value-restrictions in the

TBoxes corresponding to cyclic concept descriptions, there are A

i

2 C such that W

i

2

L

F

i

(A

i

) and R

1

� � �R

i�1

2 L

A

i

((� n

i

R

i

)) for all 1 � i � n. Hence, A

1

; : : : ; A

n

2 q

a

and

(� n

i

R

i

) 2 next

"

(q

a

; R

1

� � �R

i�1

). Additionally, there is a concept assertion F (f) 2 A, a

wordW 2 L

f

(a), and a number l = c

�R

a;V

such thatWV 2 L

F

((� l R)). As above there is a

atomic concept or a number-restriction A 2 C such thatW 2 L

F

(A) and V 2 L

A

((� l R)).

Hence, A 2 q

a

and (� l R) 2 next

"

(q

a

; V ). Analogously for r = c

�R

a;V

(< l) it can be shown

(� r R) 2 next

"

(q

a

; V ). This shows 2. of the claim, i.e., q

a

is an p-exclusion set.

\(" We distinguish two cases.

3. There is an individual a in A, R 2 �, and (� n R) 2 q

a

such that jR

A

(a)j > n. By

de�nition of q

a

there is a concept assertion F (f) 2 A, a word W 2 L

f

(a) such that

W 2 L

F

((� n R)). This implies c

�R

a;"

� n, thus, jR

A

(a)j > c

�R

a;"

. By Theorem 19, 1. this

means that A is inconsistent.

4. There is an individual a such that q

a

2 E. By de�nition of E there is a word V = R

1

� � �R

n

2

N

�

R

, con
icting number-restrictions (� l R) and (� r R), l > r, and for all 1 � i � n there

are integersm

i

� 1 such that for F

0

:= q

a

and F

i

:= next

"

(F

0

; R

1

� � �R

i

), 1 � i � n, it holds

that (� m

i

R

i

) 2 F

i�1

for all 1 � i � n and (� l R), (� r R) 2 F

n

. Consequently, there are

A

1

; : : : ; A

n

as well as A

l

; A

r

in F

0

such that R

1

� � �R

i�1

2 L

A

i

((� m

i

R

i

)) for all 1 � i � n

as well as V 2 L

A

l

((� l R)) and V 2 L

A

r

((� r R)). By de�nition of q

a

there are concept

16



assertions F

i

(f

i

), and words W

i

2 L

f

i

(a) for all 1 � i � n as well as concept assertions

F

l

(f

l

), F

r

(f

r

), and words W

l

2 L

f

l

(a), W

r

2 L

f

r

(a) such that, and W

i

2 L

F

i

(A

i

) as well

as W

l

2 L

F

l

(A

l

) and W

r

2 L

F

r

(q

r

). This means, W

i

R

1

� � �R

i�1

2 L

F

i

((� m

i

R

i

)) for all

1 � i � n as well as W

l

V 2 L

F

l

((� l R)) and W

r

V 2 L

F

r

((� r R)). Consequently, V is

directly required by a and c

�R

a;V

� l > r � c

�R

a;V

. By Theorem 19, 2. it follows that A is

inconsistent.

2

Since q

a

is computable using polynomial space and since q

a

?

2 E can be decided using polynomial

space, by Proposition 29 it is not hard to see that inconsistency can be decided using polynomial

space. To sum up, we have shown the following complexity result:

Corollary 30 (complexity of inconsistency).

Inconsistency of ABoxes with cyclic FLN -concept descriptions is PSPACE-complete. 2

5 Instance and most speci�c concept

In this section, we characterize instance and the msc of an individual speci�ed in a cyclic ABox

A with cyclic FLN -concept descriptions. The key of these characterizations is to describe the

set of universal value-restrictions which are satis�ed by an individual. For that purpose, we �rst

describe such sets.

5.1 Value-restriction sets of individuals

In this section, we answer the question which value-restrictions of the form 8W:P are satis�ed

by an individual name a occurring A where P is a primitive concept or a number-restriction. As

main result it is shown that value-restriction sets are regular. Formally, these sets are de�ned

as follows:

De�nition 31 (value-restriction sets).

For a primitive concept P or a number-restriction P value-restrictions sets are de�ned as follows:

V

a

(P ) := fW 2 N

�

R

j a 2

A

8W:Pg:

3

By Lemma 14 it follows L

a

(P ) � V

a

(P ). The language L

a

(P ) corresponds to L

C

(P ) in Section 3.

Furthermore, as in Section 3 the inclusion relationship of L

a

(P ) and V

a

(P ) may be strict since

there may exist a-excluding words W , i.e., a 2

A

8W:?, and thus, a 2

A

8W:P . We say that an

a-excluding word that is induced by predecessors of a, i.e., by predecessor restriction sets of a,

p-excludes a. Formally, p-exclusion is de�ned as follows:

17



De�nition 32 (p-exclusion).

The word W 2 N

�

R

p-excludes the individual a if

1. there exist V; V

0

2 N

�

R

, R 2 N

R

such that V is a pre�x of W , V V

0

is required by a starting

from V , and c

�R

a;V V

0

> c

�R

a;V V

0

; or

2. there is a pre�x V R of W , V 2 N

�

R

, R 2 N

R

, such that c

�R

a;V

= 0.

We refer to the set of p-exclusion words of a as E

a

. 3

The next lemma shows that these words are in fact a-excluding words.

Lemma 33.

If W 2 E

a

, then a 2

A

(8W:?).

Proof. Let W 2 E

a

and V; V

0

2 N

�

R

speci�ed as in De�nition 32, 1. Assume that I is a model

of A, d 2 dom(I) such that a

I

W

I

d. Consequently, there is an individual e such that a

I

V

I

e. By

Lemma 18 we know that there exists an V

0

-successor f of e. According to Lemma 16 it follows

c

�R

a;V V

0

� R

I

(e) � c

�R

a;V V

0

. This is a contradiction to c

�R

a;V V

0

> c

�R

a;V V

0

.

Now let W 2 E

a

, V R pre�x of W where V 2 N

�

R

, R 2 N

R

, and c

�R

a;V

= 0. Assume that I is

a model of A, d 2 dom(I) such that A

I

W

I

d. Consequently, there are individuals e, f such that

A

I

V

I

eR

I

f . Now Lemma 16 yields the contradiction 1 � R

I

(f) � c

�R

a;V

= 0. 2

Using that W 2 (E

a

�R

�1

) implies a 2

A

8W:(� 0 R) we have as an easy consequence of Lemma

33 and Lemma 14 the following

Lemma 34.

For all primitive concepts P , at-least restrictions (� n R), at-most restrictions (� n R), indi-

viduals a in A, and words W 2 N

�

R

it holds that:

� if W 2 L

a

(P ) [E

a

, then a 2

A

8W:P ;

� if W 2 L

a

(� nR) [E

a

, then a 2

A

8W:(� n R); and

� if W 2 L

a

(� nR) [ (E

a

�R

�1

), then a 2

A

8W:(� n R).

2

In general, the only-if directions in Lemma 34 are not true. Intuitively, this can be explained as

follows: The de�nition of predecessor restriction sets L

a

(P ) and thus of the p-exclusion set only

takes into account value restrictions that come from predecessors of a. At-most restrictions in

the ABox can, however, also require the propagation of value restrictions from successors of a

back to a.
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Let us �rst illustrate this phenomenon by a simple example. Assume that the ABox A

consists of the following assertions:

R(a; b); (� 1 R)(a); (8S:P )(b):

It is easy to see that RS 62 L

a

(P )[E

a

. However, (� 1 R)(a) ensures that, in any model I of A,

b

I

is the only R

I

-successor of a

I

. Consequently, all (RS)

I

-successors of a

I

are S

I

-successors of

b

I

, and thus b

I

2 (8S:P )

I

implies a

I

2 (8RS:P )

I

. This shows that RS 2 V

a

(P ).

More generally, this problem occurs if concept assertions involving at-most restrictions in

the ABox force role chains to use role assertions explicitly present in the ABox. In the example,

we were forced to use the assertion R(a; b) when going from a

I

to an (RS)

I

-successor of a

I

. As

a slightly more complex example, we assume that the ABox A contains the assertions

R(a; b); R(a; c); S(b; d); (� 2 R)(a); (8R:(� 1 S))(a);

and that S 2 L

c

(P ) and " 2 L

d

(P ), where " denotes the empty word. In a model I of A,

any (RS)

I

-successor x of a

I

is either equal to d

I

or an S

I

-successor of c

I

. In the �rst case,

" 2 L

d

(P ) implies x 2 P

I

, and in the second case S 2 L

c

(P ) does the same. Consequently,

we have RS 2 V

a

(P ), even though RS 62 L

a

(P ) [ E

a

. Here, we are forced to use either the

assertions R(a; b) and R(b; d) or the assertion R(a; c) when going from a

I

to one of its (RS)

I

-

successors. Since in both cases the obtained successor must belong to P

I

, a restriction on P

must be propagated back to a from the successors of a.

Unfortunately, it is not yet clear how to give a direct characterization (as a regular language)

of V

a

(P ) that is based on an appropriate characterization of the set of words in V

a

(P )n (L

a

(P )[

E

a

) that come from this \backward propagation." Instead, we will describe the complement of

V

a

(P ) as a regular language. Since the class of regular languages is closed under complement,

this also shows that V

a

(P ) is regular.

In the example we have had words (such as RS) with pre�xes (R in the examples) that must

follow role chains of A in every model of A. The words de�ned in the next sets do not have such

pre�xes.

N

a

:= f"g [

[

S2N

R

jS

A

(a)j<c

�S

a;"

S �N

�

R

;

N

a

(� n R) :=

(

N

a

n f"g ; jR

A

(a)j � n

N

a

; otherwise.

Intuitively, a word of the form SU belongs to N

a

if at-most restrictions in the ABox do not

force all S-successors of a to be reached using role assertions explicitly present in the ABox.

For at-least restrictions (� n R) it depends on the restriction if the empty word belongs to

N

a

(� n R).

Using these sets, value-restriction sets can be described as follows:
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Theorem 35 (value-restriction sets).

Let b be an individual name in the consistent ABox A, P a primitive concept, (� n R) an

at-least restriction, and (� n R) an at-most restriction. Then

V

b

(P ) =

[

c2I

A

L

b

(c) � (N

c

\ L

c

(P ) [E

c

)

V

b

(� n R) =

[

c2I

A

L

b

(c) � (N

c

(� n R) \

[

m�n

L

c

(� mR) [E

c

)

V

b

(� n R) =

[

c2I

A

L

b

(c) � (N

c

\

[

m�n

L

c

(� mR) [ (E

c

�R

�1

))

2

The hardest part of the proof of Theorem 35 is to show that value-restriction sets are contained

in the sets of the right-hand side of the equations. But �rst, we proof the reverse inclusion

relationship. We distinguish three cases:

1. Let W 2 V

b

(P ), I a model of A, d 2 dom(I) such that b

I

W

I

d. We have to show d

I

2 P

I

.

By the de�nition of V

b

(P ) it follows for every c 2 I

A

, V; V

0

2 N

�

R

where W = V V

0

,

bV c role chain in A, and V

0

2 N

c

that V

0

2 L

c

(P ) [ E

c

. Because of b

I

W

I

d there exist

c 2 I

A

, V; V

0

2 N

�

R

such that b

I

V

I

c

I

V

0I

d, and W = V V

0

, bV c is a role chain in A.

Furthermore, if V

0

2 S � N

�

R

we suppose that jS

I

(c)j > jS

A

(c)j. By Lemma 16 it follows

c

�S

c;"

� jS

I

(c

I

)j � c

�S

c;"

. Thus, jS

A

(c)j < c

�S

c;"

. This implies V

0

2 N

c

. If such an V

0

does not

exist, then we can assume V

0

to be the empty word. This yields V

0

2 N

c

as well. Now, by

the assumption it follows V

0

2 L

c

(P ) [E

c

, and Lemma 34 shows d 2 P

I

.

2. Let W 2 V

b

(� l R), I a model of A, d 2 dom(I) such that b

I

W

I

d. We have to show

d

I

2 (� l R)

I

. By de�nition of V

b

(� l R) it follows for every c 2 I

A

, V; V

0

2 N

�

R

where

W = V V

0

, bV c role chain in A, and V

0

2 N

c

(� l R) that V

0

2

S

r�l

L

c

(� rR) [ E

c

.

Because of b

I

W

I

d there exist c 2 I

A

, V; V

0

2 N

�

R

such that b

I

V

I

c

I

V

0I

d, and W = V V

0

,

bV c is a role chain in A. Furthermore, if V

0

2 S � N

�

R

for an S 2 N

R

we suppose that

jS

I

(c)j > jS

A

(c)j. By Lemma 16 it follows c

�S

c;"

� jS

I

(c

I

)j � c

�S

c;"

. Thus, jS

A

(c)j < c

�S

c;"

.

This implies V

0

2 N

c

(� l R), and thus, V

0

2

S

r�l

L

c

(� rR) [ E

c

. If such an V

0

does

not exist, then we can assume V

0

to be the empty word. If V

0

2 N

c

(� l R), then again

V

0

2

S

r�l

L

c

(� rR) [ E

c

and Lemma 34 shows d 2 (� l R)

I

. If V

0

=2 N

c

(� l R), then

by de�nition it follows jR

A

(d)j � l. Again, because of the unique name assumption this

implies d 2 (� l R)

I

.

3. Let W 2 V

b

(� l R), I a model of A, d 2 dom(I) such that b

I

W

I

d. Analogously to 1. one

can show V

0

2

S

r�l

L

c

(� rR) [ (E

c

�R

�1

). Thus, by Lemma 34 we have d 2 (� l R)

I

.
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This shows that the expressions on the right-hand side of the equations of Theorem 35 only

contain elements of the value-restriction sets.

In order to show the reverse inclusion relationship, we need a model of A such that if a word

is not an element of a value-restriction set, the individual b is not contained in the extension

of the corresponding value-restriction. The idea is to extend the canonical model I of A to

I(c; V

0

) (for c and V

0

see the above proof of the if-direction of Theorem 35) such that b has a

new role chain leading to c in A (labeled with V ) and then leading from c labeled with V

0

to a

new element which is, e.g., not contained in the extension of P . In case of at-most restrictions

(� l R) we further extend the path from c labeled with V

0

in I(c; V

0

) by l + 1 R-successors to

the model I(c; V

0

; R; l+1). Note that the path from c to the new element d labeled with V

0

is a

new role chain, i.e., it contains no individuals of A beside c. This is crucial since in this context

the value-restrictions that are satis�ed by d are determined only by the predecessor restriction

sets of c and E

c

, i.e., \backward propagation" is avoided.

De�nition 36 (extended canonical model).

Let a be an individual in A, W 2 N

�

R

, R 2 N

R

, and r a non-negative integer. Let J denote

the canonical primitive interpretation of A and I the canonical model of A. We �rst de�ne the

extended canonical primitive interpretation J

0

= J(a;W ) and J

0

= J(a;W;R; r), r > 0, of A.

This interpretation is de�ned inductively as follows where the interpretation of the primitive

concepts are speci�ed later on.

J

0

: Let U 2 N

�

R

be a maximal pre�x of W such that there is a d

1

2 dom(I) where a

I

U

I

d

1

is a new role chain in I. Let V = R

1

� � �R

n

2 N

�

R

, n � 0, with W = UV . Furthermore, let

d

2

; : : : ; d

n+1

=2 dom(I) be new individuals. If r � jR

I

(d

n+1

)j � 0, then let k := r � jR

I

(d

n+1

)j,

otherwise k := 0. Finally, also let f

1

; : : : ; f

k

=2 dom(I) [ fd

2

; : : : ; d

n+1

g be new individuals.

Now, J

0

is obtained by extending the domain of J by d

2

; : : : ; d

n+1

; f

1

; : : : ; f

k

as well as adding

(d

i

; d

i+1

) to the extension of R

i

for all 1 � i � n and adding (d

n+1

; f

1

); : : : ; (d

n+1

; f

k

) to the

extension of R.

J

i+1

: For all R 2 N

R

and d 2 dom(J

i

) where (c

�R

d;J

i

� jR

J

i

(d)j) > 0 the domain of J

i

is extended

by the new introduced, pairwise distinct individuals e

1

; : : : ; e

c

�R

d;J

i

�jR

J

i

(d)j

. Furthermore, these

new individuals are added to the set of R-successors of d.

Now, J

0

is de�ned by

dom(J

0

) :=

[

i�0

dom(J

i

)

R

J

0

:=

[

i�0

R

J

i

P

J

0

:= fd 2 dom(J

0

) j " 2 L

d;J

0

(P )g:

The extended canonical model I

0

of A is induced by J

0

. 3
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We call elements in dom(J

0

)ndom(J) extension elements. An individual e 2 dom(J

0

) is generated

in J

k

if k = 0 and e 2 dom(J

k

) or if e 2 dom(J

k

) n dom(J

k�1

) for k � 1. Note that there is

exactly one k � 0 such that e is generated in J

k

. If i < j, then we say that the individuals

generated in J

j

are generated later than the individuals in J

i

.

In order to show that I

0

is a model of A the following condition is necessary:

The knowledge base A is consistent; W =2 E

a

and if r > 0, then also WR =2

E

a

; c

�R

a;W

� r; if W 2 S �N

�

R

, then jS

A

(a)j < c

�S

a;"

.

(1)

We summarize the main properties of J

0

and I

0

in

Lemma 37.

Using the denotation in the above de�nition it holds that:

1. Extension elements only have extension elements as successors which in addition are gen-

erated later. (These successors form a tree.)

2. For all d 2 dom(J) it holds that

c

�S

d;J

= c

�S

d;J

0

= c

�S

d;J

i

for all i � 0,

c

�S

d;J

= c

�S

d;J

0

= c

�S

d;J

i

for all i � 0.

3. All paths in J

0

which lead from an individual in A to an extension element (or to d

1

) have

as su�x a path from a

I

0

to this extension element (or to d

1

). Furthermore, if this su�x is

of minimal length it has as pre�x the path a

I

0

U

I

0

d

1

.

4. The direct successors of d

1

are only individuals in dom(J) and d

2

or f

1

; : : : ; f

k

(if W = U).

5. For all d 2 dom(J

i

), i � 0, it holds that

c

�S

d;J

i

= c

�S

d;J

j

for all j � i,

c

�S

d;J

i

= c

�S

d;J

0

,

c

�S

d;J

i

= c

�S

d;J

j

for all j � i,

c

�S

d;J

i

= c

�S

d;J

0

.

6. For an individual generated in J

i

, i � 0, all later generated direct successors are generated

in J

i+1

. In particular, at most in one iteration step in the construction of J

0

direct

successors of an individual are generated.

7. Let d 2 dom(J

0

), S 2 N

R

. Then, if jS

J

0

(d)j � c

�S

d;J

0

, then jS

J

0

(d)j = c

�S

d;J

0

.
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8. If d 2 (dom(J

0

) n dom(J)) [ fd

1

g, then for all S 2 N

R

there is exactly one X 2 N

�

R

such

that a

J

0

X

J

0

d where a

J

0

only occurs as initial node in this path. Furthermore, for X it is

c

�S

d;J

0

� c

�S

a;X

and c

�S

d;J

0

� c

�S

a;X

.

9. There is an individual d 2 dom(I

0

) such that a

I

0

W

I

0

d and jR

I

0

(d)j � r.

10. If the conditions in (1) are satis�ed, then the extended canonical model I

0

is a model of

A.

Proof. 1.: This is an easy consequence of the construction of J

0

2.: Since J

i

, i � 0, and J

0

are extensions of J , every path from an individual in A to d in J is

also a path in J

i

, i � 0, and J

0

. Thus, c

�S

d;J

� c

�S

d;J

0

and c

�S

d;J

� c

�S

d;J

i

for all i � 0. On the other

hand, because of 1., every path from an individual in A to d in J

0

and J

i

is also a path in J .

Consequently, c

�S

d;J

� c

�S

d;J

0

and c

�S

d;J

� c

�S

d;J

i

for all i � 0. For at-most restrictions the claim can

be shown analogously.

3.: By Lemma 26, 5. for all d 2 dom(J) and S 2 N

R

we know jS

J

(d)j � c

�S

d;J

. Thus, using 2.,

no direct successors for d are generated, and consequently, all extension elements are successors

of d

1

, and every path from an element in dom(J) to an extension element contains d

1

. Lemma

26, 3. implies that every path in J

0

from an element in A to d

1

, which by 1. is also a path in J ,

contains a

J

0

. This shows the �rst part of 3. Consequently, a path in J

0

from a

J

0

to an extension

element contains d

1

. Furthermore, by 1. the path from a

J

0

to d

1

is also a path in J . If a

J

0

occurs only as initial node, then this path is a new role chain and by Lemma 26, 3. is uniquely

determined with label U (see the construction of J

0

in De�nition 36). By construction of J

0

the

path in J

0

from d

1

to the extension element is uniquely determined as well. Thus the path from

a

J

0

to the extension element or to d

1

is uniquely determined and has a

J

0

U

J

0

d

1

as pre�x.

4.: From 2. we can deduce that for d

1

no direct successors are generated since jS

J

(d

1

)j � c

�S

d

1

;J

=

c

�S

d

1

;J

i

for all i � 0. Thus, the only direct successors of d

1

which are extension elements are those

de�ned in J

0

, namely, d

2

or f

1

; : : : ; f

k

.

5.: Let b be an individual in A, V 2 N

�

R

, i � j, and d 2 dom(J

i

). Then,

Claim: b

J

i

V

J

i

d i� b

J

j

V

J

j

d.

Proof of the Claim: For i = j there is nothing to show. Assume that i < j. Since J

j

is an

extension of J

i

, the only-if direction of the claim is trivial. All elements generated in J

j

are, by

de�nition, generated later than those in J

i

. Thus, by 1. we can conclude that b

J

j

V

J

j

d contains

no elements generated in J

j

. This shows the if direction of the claim.

Using the claim, statement 5. can easily be shown.

6.: Let d be an individual generated in J

i

, i � 0. According to the construction we know

jS

J

i+1

(d)j � c

�S

d;J

i

. Now 5. implies that no direct successors for d are generated in J

j

, j > i+ 1.

7.: Let jS

J

0

(d)j � c

�S

d;J

0

and d 2 dom(J

0

). Then, there is a number i � 0 such that d is

generated in J

i

. Thus, jS

J

0

(d)j = jS

J

i

(d)j. Using 5., jS

J

0

(d)j � c

�S

d;J

0

implies jS

J

i

(d)j � c

�S

d;J

i

. By
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construction it follows jS

J

i+1

(d)j = c

�S

d;J

i

. By 6. we know jS

J

i+1

(d)j = jS

J

0

(d)j and by 5. we have

c

�S

d;J

i

= c

�S

d;J

0

. Consequently, jS

J

0

(d)j = c

�S

d;J

0

.

8.: By the construction of J

0

it is easy to see that for d there is a path from an individual in

A to d. By 3. this path contains a

I

0

. This shows that there is X 2 N

�

R

with a

J

0

X

J

0

d. We can

assume that X is of minimal length, i.e., a

J

0

only occurs as initial node of the path a

J

0

X

J

0

d. Let

m := c

�S

d;J

0

. If m =1, we know m � c

�S

a;X

. Assume m <1. Then by de�nition of c

�S

d;J

0

there is a

concept assertion F (f) 2 A and a word Y 2 N

�

R

such that Y 2 L

F

((� m R)) and f

J

0

Y

J

0

d. By

3. we know that f

J

0

Y

J

0

d contains a

J

0

and a

J

0

X

J

0

d is a su�x of f

J

0

Y

J

0

d. Consequently, there

is a Y

0

2 N

�

R

such that Y = Y

0

X and f

J

0

Y

0J

0

a

J

0

X

J

0

d. Using 1. and Lemma 26, 1. the path

f

J

0

Y

0J

0

a

J

0

is a path in A. Hence, we know m � c

�S

a;X

. Analogously, we can conclude c

�S

d;J

0

� c

�S

a;X

.

9.: This claim is an immediate consequence of the construction of J

0

.

10.: By de�nition of I

0

the role assertions in A are satis�ed. Now let B(b) 2 A. We have to

show that b

I

0

2 B

I

0

provided that the conditions in (1) hold. We use Theorem 22 in [10] and

distinguish the following cases:

(P1): Let P be a primitive concept, Y 2 L

B

(P ), d 2 dom(J

0

) where b

J

0

Y

J

0

d. By de�nition of

L

d;J

0

(P ) it follows " 2 L

d;J

0

(P ), and hence, d 2 P

I

0

.

(P2): Let (� m S) be a at-least restriction, Y 2 L

B

((� m S)), d 2 dom(J

0

) where b

J

0

Y

J

0

d.

This implies c

�S

d;J

0

� m. By 7. we can conclude jS

J

0

(d)j � c

�S

d;J

0

, and thus, d 2 (� m S)

I

0

.

(P3): Let (� m S) be a at-most restriction, Y 2 L

B

((� m S)), d 2 dom(J

0

) where b

J

0

Y

J

0

d.

Assume that d =2 (� m S)

I

0

, i.e., jS

I

0

(d)j > m. We distinguish the following cases:

(i) Assume d 2 dom(J) n fd

1

g. As a consequence of 1. the path b

I

0

Y

I

0

d is also a path in I.

Furthermore, 2. implies S

I

0

(d) = S

I

(d). But then we have b

I

=2 B

I

, and thus, I is no

model of A, which is a contradiction to the fact that A is consistent and the statement in

Lemma 26, 6., namely, I is a model of A.

(ii) Assume d = d

1

and n � 1. (For the case n = 0 see the case d = d

n+1

.) As shown in

4. for d

1

no direct successors are generated. Thus, if S 6= R

1

, then we have S

I

0

(d) = S

I

(d),

and consequently, d =2 (� m S)

I

. Furthermore, 1. implies that the path b

I

0

Y

I

0

d is also a

path in I. Again, this is a contradiction to the fact that I is a model of A. Now, assume

S = R

1

. We distinguish two cases:

(I) The word U in De�nition 36 is not the empty word. Then jS

I

(d)j = 0, because U

was chosen maximal. Further, by 2. we know c

�S

d

1

;J

= c

�S

d

1

;J

i

for all i � 0. Thus, no

S-successors are generated for d

1

, and by construction we can conclude jS

J

0

(d

1

)j = 1.

But then m = 0. By 3. the path b

J

0

Y

J

0

d

1

contains a

J

0

, say b

J

0

Y

0J

0

Y

00J

0

d

1

where

Y = Y

0

Y

00

, b

J

0

Y

0J

0

a

J

0

is a chain in A. We can assume Y

00

to be of minimal length.

But then, the path a

J

0

Y

00J

0

d

1

only contains a

J

0

as initial node. By 3. this implies
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Y

00

= U . Consequently, c

�S

a;U

= 0. Since US is a pre�x of W this is a contradiction to

W =2 E

a

.

(II) Assume U = ". Then by construction it is d

1

= a

J

0

. By de�nition of U we know

that for d no S-successors are generated in J , i.e., d has no S-successors in J which

are not individuals in A. This means jS

A

(a)j � c

�S

a;J

. By 2. we have c

�S

a;J

= c

�S

a;J

i

for

every i � 0. This implies that even in J

0

no S-successors are generated for d. Then,

we can conclude jS

J

0

(d)j = jS

J

0

(d)j = jS

A

(a)j + 1. By the assumption we know

jS

A

(a)j < c

�S

a;"

. Furthermore, by 8. we know c

�S

a;"

� c

�S

a;J

0

. This shows jS

J

0

(d)j � c

�S

a;J

0

.

Additionally, using b

J

0

Y

J

0

d (by 3. this path contains a

J

0

), Y 2 L

B

((� m S)), and

B(b) 2 A it follows c

�S

a;J

0

� m. But then, jS

J

0

(d)j � m. This is a contradiction to the

assumption.

(iii) Assume d 2 fd

2

; : : : ; d

n

g. We distinguish two cases:

(I) Assume S 6= R

i

and d = d

i

where 2 � i � n. By construction we know jS

J

0

(d)j = 0.

Now 7. implies jS

J

0

(d)j = c

�S

d;J

0

> m. On the other hand, as in (ii), (II) we can

conclude c

�S

d;J

0

� m. The path b

J

0

Y

J

0

d contains a

J

0

(3.). But then, by 8. there

is a word X such that a

J

0

X

J

0

d where a

J

0

occurs only as initial node in this path,

c

�S

a;X

� c

�S

d;J

0

and c

�S

a;X

� c

�S

d;J

0

. Consequently, we have c

�S

a;X

� m < c

�S

a;X

. Furthermore,

since X is uniquely determined, X is a pre�x of W . Thus, W 2 E

a

, in contradiction

to the assumption.

(II) Now, let S = R

i

and d = d

i

where 2 � i � n. If jS

J

0

(d)j � c

�S

d;J

0

, then we can proceed

as in (iii), (I). Now, assume jS

J

0

(d)j > c

�S

d;J

0

. Since jS

J

0

(d)j = 1, we know c

�S

d;J

0

= 0.

Because of c

�S

d;J

0

= 0, and thus, c

�S

d;J

i

= 0 for all i � 0, no direct S-successors of d are

generated. Hence, jS

J

0

(d)j = 1. Using jS

J

0

(d)j > m it follows m = 0. By 3. the path

b

J

0

Y

J

0

d

i

contains a

J

0

, say b

J

0

Y

0J

0

Y

00J

0

d

i

where Y = Y

0

Y

00

, b

J

0

Y

0J

0

a

J

0

is a chain in

A. Furthermore, by 3. we know Y

00

= UR

1

� � �R

i�1

. Consequently, c

�R

i

a;UR

1

���R

i�1

= 0.

Since UR

1

� � �R

i

is a pre�x of W this is a contradiction to W =2 E

a

.

(iv) Assume d = d

n+1

.

(I) We assume S 6= R. Then, we can show a contradiction as in (iii), (I).

(II) We assume S = R. We consider two cases.

(a) Let jR

J

0

(d)j � c

�R

d;J

0

. Then, by 7. we have jR

J

0

(d)j = c

�R

d;J

0

> m. On the other

hand, as in (ii), (II) we can conclude c

�S

d;J

0

� m. Analogously to (iii), (I), this

leads to an contradiction.

(b) Let jR

J

0

(d)j > c

�R

d;J

0

. Since c

�R

d;J

0

= c

�R

d;J

i

for all i � 0 (5.), no R-successors are

generated for d. Hence, jR

J

0

(d)j = jR

J

0

(d)j. We distinguish two cases.
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(A) Assume jR

J

0

(d)j = r > m. According to 8., we know c

�R

d;J

0

� c

�R

a;W

. Moreover,

as in (ii),(II) we can conclude c

�R

d;J

0

� m. On the other hand, by assumption

we have c

�R

a;W

� r. Thus, r > m � c

�R

d;J

0

� c

�R

a;W

� r which is a contradiction.

(B) Suppose jR

J

0

(d)j > r. By construction this implies R

J

(d) = R

J

0

(d), d = d

1

2

dom(J), and a

J

U

J

d. Since I is a model of A, we know by Lemma 16 that

(*) c

�R

a;U

� jR

J

(d)j � c

�R

a;U

. As above c

�R

d;J

0

� m. By 8. this implies c

�R

a;U

� m,

which is a contradiction to (*) and jR

J

(d)j > m.

(v) Assume d 2 ff

1

; : : : ; f

k

g. By construction we know jS

J

0

(d)j = 0. Thus, 7. implies

jS

J

0

(d)j = c

�S

d;J

0

(> m). As above we have c

�S

d;J

0

� m. According to 8. we know c

�S

a;WR

� c

�S

a;J

0

and c

�S

a;WR

� c

�S

a;J

0

. Hence, c

�S

a;WR

< c

�S

a;WR

. Consequently, WR 2 E

a

, which is a contradic-

tion to the assumption.

(vi) Suppose d 2 dom(J

0

) n (dom(J) [ fd

2

; : : : ; d

n+1

; f

1

; : : : ; f

k

g). By construction we know

jS

J

0

j = 0. Thus, by 7. jS

J

0

(d)j = c

�S

d;J

0

(> m). As above we have c

�S

d;J

0

� m. According to

8. there is a word Y

0

such that c

�S

a;Y

0

� c

�S

d;J

0

and c

�S

a;Y

0

� c

�S

d;J

0

. Consequently, c

�S

a;Y

0

> c

�S

a;Y

0

.

By construction of J

0

the word Y

0

is of the form Y

0

= V

0

V

00

where V

0

is a maximal

pre�x of W (in case of r = 0) or WR (in case of r > 0) and a

J

0

V

0J

0

gV

00J

0

d with g 2

fd

2

; : : : ; d

n+1

; f

1

; : : : ; f

k

g (The element d

1

is not contained in this set because of 4. Let

V

00

= Q

1

� � �Q

s

, s � 1, and e

1

; : : : ; e

s�1

elements with e

0

Q

J

0

1

e

1

� � �Q

J

0

s

e

s

where e

0

:= g and

e

s

:= d. By 6. the element e

j

, 0 � j � s, is generated in J

j

. Thus, for 0 � j � s � 1

we have (c

�Q

j+1

e

j

;J

j

� jQ

j+1

(e

j

)j) > 0. In particular, it follows c

�Q

j+1

e

j

;J

j

� 1, and by 8. this

implies c

�Q

j+1

a;V

0

Q

1

���Q

j

� 1 for all 0 � j � s� 1. Consequently, V

0

V

00

is required by a starting

from V

0

and c

�S

a;V

0

V

00

> c

�S

a;V

0

V

00

. This is a contradiction to the fact that W =2 E

a

(r = 0) or

WR =2 E

a

(r > 0).

2

Now, we can continue the proof of the only-if direction in Theorem 35. We consider three cases.

1. Assume W =2 V

b

(P ). Then, there is a c 2 I

A

, V; V

0

such that W = V V

0

, V 2 L(b; c),

and V

0

2 N

c

\ L

c

(P ) [E

c

. But then, by Lemma 37 I

0

= I(c; V

0

) is a model of A since

the conditions in (1) are satis�ed. Furthermore, there is an element d(= d

n+1

) such that

b

I

0

V

I

0

c

I

0

V

0I

0

d. Assume d 2 P

I

0

, thus, " 2 L

d;J

0

(P ). Hence, there is a concept assertion

F (f) 2 A and a word U 2 N

�

R

such that U 2 L

F

(P ) and f

I

0

U

I

0

d. Since d = d

n+1

, the

path f

I

0

U

I

0

d contains c

I

0

(Lemma 26, 3. and Lemma 37, 3.). This means, there are words

U

0

; U

00

such that U = U

0

U

00

and f

I

0

U

0J

0

c

I

0

U

00I

0

d where c

I

0

occurs in c

I

0

U

00I

0

d only as initial

node. The path fU

0

c is a role chain in A (Lemma 26, 1.). Thus, we have U

00

2 L

c

(P ).

Since the path from c

I

0

to d is uniquely determined if c

I

0

only occurs as initial node, it
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follows U

00

= V

0

. But then, V

0

2 L

c

(P ), which is a contradiction. This implies d =2 P

I

0

,

and thus, b

I

0

=2 (8W:P )

I

0

.

2. Assume W =2 V

b

(� l R), l > 0. Then, there is a c 2 I

A

, V; V

0

such that W = V V

0

,

V 2 L(b; c), and V

0

2 N

c

(� l R) \

S

r�l

L

c

(� rR) [E

c

. But then, by Lemma 37 I

0

=

I(c; V

0

) is a model of A since the conditions in (1) are satis�ed. Furthermore, there is an

element d(= d

n+1

) such that b

I

0

V

I

0

c

I

0

V

0I

0

d where c

I

0

occurs only as initial node in c

I

0

V

0I

0

d.

Assume d 2 (� l R)

I

0

, i.e., jR

I

0

(d)j � l. We consider two cases.

(a) Suppose jR

A

(d)j � l. Then, d 2 I

A

(Lemma 26, 1. and Lemma 37, 1.). Furthermore,

by construction of I

0

and since d = d

n+1

it follows d = c and V

0

= ". But then,

V

0

= " 2 N

c

(� l R) yields jR

A

(d)j < l, which is a contradiction to the assumption.

(b) Assume jR

J

0

(d)j � l and jR

A

(d)j < l. If d 2 dom(J), then no R-successors are

generated for d in J

0

(proof of Lemma 37, 3.), i.e. R

J

0

(d) = R

J

(d). On the other

hand, R-successors are generated for d in J because of jR

J

0

j � l and jR

A

(d)j < l. This

shows, jR

J

(d)j = c

�R

d;J

(Lemma 26, 5.). Using Lemma 37, 2. this yields jR

J

0

(d)j = c

�R

d;J

0

.

If d is an extension element in J

0

, then we have jR

J

0

(d)j = 0 since d = d

n+1

. Again, we

have jR

J

0

(d)j = c

�R

d;J

0

(Lemma 37, 7.). According to Lemma 37, 8. we have c

�R

c;V

0

� c

�R

d;J

0

.

Hence, c

�R

c;V

0

� l. Consequently, there is an r � l where V

0

2 L

c

(� rR), which is a

contradiction.

Thus, we have shown jR

I

0

(d)j < l, and b

I

0

=2 (8W:(� l R))

I

0

.

3. Assume W =2 V

b

(� l R). Then, there is a c 2 I

A

, V; V

0

such that W = V V

0

, V 2 L(b; c),

and V

0

2 N

c

\

S

r�l

L

c

(� rR) [ (E

c

�R

�1

). But then, by Lemma 37 I

0

= I(c; V

0

; R; l + 1)

is a model of A since the conditions in (1) are satis�ed. Furthermore, there is an element

d(= d

n+1

) such that b

I

0

V

I

0

c

I

0

V

0I

0

d and jR

I

0

(d)j � l + 1 (Lemma 37, 9.). This shows

d =2 (� l R)

I

0

. Hence, b

I

0

=2 (8W:(� l R))

I

0

.

This completes the proof of Theorem 35.

In the next section we use value-restriction sets to decide instance and to construct the most

speci�c concept of an individual. For that purpose, we have to show that value-restriction sets

are regular. Obviously, it is su�cient to show that the sets L

c

(P ), N

c

, and E

c

are regular.

Proposition 38.

Predecessor restriction sets are regular.

Proof. It is easy to see that predecessor restriction sets for primitive concepts or number-

restrictions P can be described as follows:

L

a

(P ) =

[

F (f)2A

A2C

L

f

(a)\L

F

(A)6=;

L

A

(P )
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where C is de�ned as in Section 4 (page 15). Thus, predecessor restriction sets are �nite union of

regular languages. Thus, they are regular. An automaton accepting L

a

(P ) can be constructed

as follows: Let T be a TBox containing equivalent de�ned concepts for all FLN -concept de-

scriptions occurring in A. Then the corresponding semi-automaton A

T

accepts the predecessor

restriction set L

a

(P ) if P is the �nite state of A

T

and the set of concepts A 2 C such that there

is an F (f) 2 A with L

f

(a)\L

F

(A) 6= ; is the initial set of A

T

. This automaton is linear in the

size of A and can be constructed using polynomial space. 2

Obviously, the sets N

c

and N

c

(� n R) are regular sets. In order to show that �nite automata

accepting these languages can be constructed using polynomial space we only have to show that

number conditions can be computed in space polynomial in the size of A.

Proposition 39.

Number conditions c

�R

c;V

and c

�R

c;V

are computable using polynomial space in the size of A and

V .

Proof. The �nite automaton accepting L

c

(� nR) can be constructed using polynomial space

(see the proof of Proposition 38). Thus, testing V 2 L

c

(� nR) can be done in time polynomial

in the size of V and A. Consequently, maxfn jV 2 L

c

(� nR)g is computable using polynomial

space. For c

�R

c;V

the claim can be veri�ed analogously. 2

Finally, we have to show that E

c

is regular. For this purpose, we construct a �nite automaton

accepting E

c

using the following notion.

De�nition 40 (reaching p-exclusion sets).

The word W reaches a p-exclusion set starting from c if there is a pre�x V of W such that

next

"

(q

c

; V ) 2 E. 3

Now we can characterize E

c

as follows:

Lemma 41 (characterizing E

c

).

E

c

= fW 2 N

�

R

j starting from c a p-exclusion set is reachable by W , or there is a

pre�x V R of W where V 2 N

�

R

, R 2 N

R

such that (� 0 R) 2 next

"

(q

c

; V )g

Proof. \�" Let W 2 E

c

. We distinguish two cases:

1. There exist V; V

0

2 N

�

R

, R 2 N

R

such that V is a pre�x of W , V V

0

is required by c

starting from V , and c

�R

c;V V

0

> c

�R

c;V V

0

. Similar to 2. in the proof of Proposition 29 one can

show that for F

i

:= next

"

(q

c

; V R

1

� � �R

i

), 0 � i � n it holds that (� n

i

R

i

) 2 F

i�1

for all

1 � i < n where n

i

� 1. Furthermore, for l := c

�R

c;V V

0

and r := c

�R

c;V V

0

we can conclude

(� l R); (� r R) 2 F

n

. Thus, F

0

is a p-exclusion set that is reachable by V starting from

c. This means, W reaches a p-exclusion set starting from c.

2. There is a pre�x V R of W , V 2 N

�

R

, R 2 N

R

, such that c

�R

c;V

= 0. As in 2. in the proof of

Proposition 29 it can be shown that (� 0 R) 2 next

"

(q

c

; V R).
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\�" Let W be a word in the right-hand side of the equation in the claim. We distinguish

two cases:

3. There is a pre�x V of W such that next

"

(q

c

; V ) 2 E. By de�nition of E there is a

word V

0

= R

1

� � �R

n

2 N

�

R

, con
icting number-restrictions (� l R) and (� r R), l > r,

and for all 1 � i � n there are integers m

i

� 1 such that for F

0

:= next

"

(q

c

; V ) and

F

i

:= next

"

(F

0

; R

1

� � �R

i

), 1 � i � n, it is (� m

i

R

i

) 2 F

i�1

for all 1 � i � n and

(� l R); (� r R) 2 F

n

. Consequently, there are A

1

; : : : ; A

n

as well as A

l

; A

r

in q

c

such

that V R

1

� � �R

i�1

2 L

A

i

((� m

i

R

i

)) for all 1 � i � n as well as V V

0

2 L

A

l

((� l R)) and

V V

0

2 L

A

r

((� r R)). By de�nition of q

c

there are atomic concepts F

i

, individuals f

i

, and

words W

i

for all 1 � i � n as well as atomic concepts F

l

, F

r

, individuals f

l

, f

r

, and

words W

l

, W

r

such that F

i

(f

i

) 2 A, f

i

W

i

c role chain in A, and W

i

2 L

F

i

(A

i

) as well as

F

l

(f

l

) 2 A, f

l

W

l

c role chain in A, W

l

2 L

F

l

(A

l

), and F

r

(f

r

) 2 A, f

r

W

r

c role chain in

A, W

r

2 L

F

r

(A

r

). This means, W

i

V R

1

� � �R

i�1

2 L

F

i

((� m

i

R

i

)) for all 1 � i � n as well

as W

l

V V

0

2 L

F

l

((� l R)) and W

r

V V

0

2 L

F

r

((� r R)). Consequently, V V

0

is required by

c starting from V and c

�R

a;V V

0

� l > r � c

�R

c;V V

0

. Thus, W 2 E

c

.

4. There is a pre�x V R of W where V 2 N

�

R

, R 2 N

R

such that (� 0 R) 2 next

"

(q

c

; V ).

Thus, there is a A 2 q

c

such that V 2 L

A

((� 0 R)). As in 3. by de�nition of q

c

it can be

shown c

�R

c;V

� 0, hence, c

�R

c;V

= 0. This means, W 2 E

c

.

2

Using the description of E

c

shown in the above Lemma we construct a �nite automaton accepting

E

c

. Therefore, we need the notion \powerset automaton" which is well-known from automata

theory. We introduce this notion for the semi-automaton A

T

and an individual c.

De�nition 42 (Powerset automaton of individuals).

Let A

T

= (N

R

; Q;E) denote the semi-automaton corresponding to the FLN -terminology T

(where T is de�ned as in the proof of Proposition 38). Let c be an individual in A. Then the

powerset automaton P(A

T

; c) of A

T

and c is de�ned by P(A

T

; c) := (N

R

;

b

Q;

b

q;

b

�) where

�

b

Q := fG � Q j next

"

(q

c

;W ) = G for a W 2 N

�

R

g (set of states), and

�

b

q := q

c

(initial state), and

�

b

�(I;R) := next

"

(I;R) 2

b

Q for I 2

b

Q, and R 2 N

R

(set of transitions).

5

3

By Lemma 41 it can easily be veri�ed that the �nite automaton B

c

, de�ned in the following

de�nition, accepts the language E

c

:

5

Note that we do not de�ne �nal states.
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De�nition 43 (a �nite automaton for E

c

).

The automaton B

c

is de�ned by the powerset automaton P(A

T

; c) of A

T

and c where a new

state q is added, which is the �nal state of B

c

. Furthermore, for every p-exclusion set F � Q in

B

c

we add a transition (F; "; q) and for every state F � Q in B

c

and at-most restriction (� 0 R)

in T such that (� 0 R) 2 F we add the transition (F;R; q). Finally, we add (q;R; q) for every

R 2 N

R

. 3

By this �nite automaton that accepts E

c

we have shown that E

c

is regular. Note that B

c

is exponential in the size of A and can be constructed in time exponential in the size of A.

Furthermore, it is not hard to see that a �nite automaton for E

c

R

�1

can be computed in time

exponential in the size of A as well. To sum up, we have shown

Proposition 44.

Value-restriction sets are regular and the corresponding �nite automata are e�ectively com-

putable. 2

5.2 Deciding instance

Using Theorem 35 it is not hard to characterize instance.

Theorem 45 (instance).

Let C be a cyclic FLN -concept description and b be an individual name in A, then b 2

A

C i�

for all primitive concepts and number restrictions P in A it holds that L

C

(P ) � V

b

(P ).

Proof. \(" Assume that L

C

(P ) � V

b

(P ) holds for all primitive concepts and number restric-

tions P . By the characterization of the gfp-semantics [10] we have to show that W 2 L

C

(P )

implies b 2

A

8W:P . Let W 2 L

C

(P ). By the assumption we know that W 2 V

b

(P ). By

Theorem 35 this yields b 2

A

8W:P .

\)" Assume that there is a primitive concept or a number restriction P and a word W 2

L

C

(P ) n V

b

(P ). By Theorem 35 this implies b =2

A

8W:P . Using the characterization of the

gfp-semantics [11], W 2 L

C

(P ) implies b =2

A

C. 2

In order to decide instance we only have to test the inclusions stated in Theorem 45. By Propo-

sition 44 we know that the languages in the inclusions are regular and that the corresponding

�nite automata are e�ectively computable. Thus, instance is decidable. In [2], it has been

shown that instance w.r.t. ABoxes disallowing number-restrictions is PSPACE-complete (by re-

ducing subsumption of atomic concepts de�ned in cyclic terminologies to instance). Thus, we

can conclude

Corollary 46 (complexity of instance).

Deciding instance w.r.t. Aboxes with cyclic FLN -concept descriptions is PSPACE-hard. 2
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5.3 Computing the msc

The msc of an individual must contain the maximal set of value-restrictions which are satis�ed

by the individual. Since we already have de�ned such sets, namely, the value-restriction sets, it

is easy to prove the following theorem using Theorem 45 and Proposition 11.

Theorem 47 (most speci�c concept).

Let A be consistent, C be a cyclic FLN -concept description, and b an individual occurring in

A. Then C is the msc of b in A if for all primitive concepts and number restrictions P we have

L

C

(P ) = V

b

(P ).

6

Proof. If for all primitive concepts and number restrictions P we have L

C

(P ) = V

b

(P ), then

by Theorem 45 it follows b 2

A

C. Furthermore, if b 2

A

D, then L

D

(P ) � V

b

(P ), thus,

L

D

(P ) � L

C

(P ). Now, L

C

(P ) � V

C

(P ) implies L

D

(P ) � V

C

(P ), thus, by Proposition 11 we

have C v D. 2

As an immediate consequence of this Theorem and Proposition 44 we have

Corollary 48.

Most speci�c concepts for individuals de�ned in Aboxes with cyclic FLN -concept descriptions

are e�ectively computable. 2

6 Related and future work

An important topic for future work is to determine the exact worst-case complexities for com-

puting the lcs and the msc, and for deciding the instance problem for FLN -ABoxes with cyclic

concept descriptions. Our algorithm for computing the lcs of two cyclic FLN -concept descrip-

tions is exponential, and we conjecture that this complexity cannot be avoided, i.e., there is no

polynomial algorithm for computing the lcs in this case. One point supporting this conjecture is

that subsumption for cyclic FLN -concept descriptions is already PSPACE-complete (see [11]).

It is, however, not clear how to reduce the subsumption problem (in polynomial time) to the

problem of computing the lcs. In fact, if C v D, then the lcs of C and D is equivalent to D,

but testing for this equivalence may be as hard as testing for subsumption.

A naive analysis of the algorithms for deciding the instance problem and for computing the

msc derived from our characterization of value-restriction sets would yield a triply exponential

upper bound. In fact, the �rst exponential step is due to the fact that an automaton for E

a

may already be exponential in the size of the input. The other two exponential steps are due

to the two complements occurring in the characterization of the value-restriction sets.

7

We

conjecture, however, that the instance problem can be decided in PSPACE, and that the msc

can be computed in exponential time.

6

If A is inconsistent, then C = ? is the most speci�c concept of b w.r.t. A.

7

since computing the complement of a regular language requires a powerset construction.
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To the best of our knowledge, all the existing work on computing the lcs of description

logic concepts [6, 8, 7] can only handle acyclic concept descriptions. In addition, the approach

for computing the msc proposed by Cohen and Hirsh [8] yields only an approximation of the

msc. In fact, since they allow for acyclic descriptions only, they cannot always derive an exact

description for the msc. The pragmatic solution proposed in [8] is to restrict the length of value

restriction chains occurring in the computed description by some arbitrary but �xed number.

This way, one obtains an acyclic description, which may, however, be less speci�c than the real

msc.

Kietz and Morik [9] consider the problem of inductively learning concept descriptions from

ABoxes. On the one hand, this work is more restrictive than ours since it does not allow for

complex descriptions (not even acyclic ones) in the ABoxes. On the other hand, it tries to solve

a more ambitious problem since it tries to learn completely new descriptions from known ABox

facts. To this purpose, several heuristic steps are employed. In contrast, computing the lcs and

the msc is a purely deductive problem that does not invent new descriptions: it just detects and

collects commonalities of given descriptions in an appropriate way.
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