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Abstract 

Optoelectronics is quickly becoming a fast emerging technology field.  It refers to detect or 

emit electromagnetic radiation, and convert it into a form that can be read by an integrated 

measuring device. These devices can be a part of many applications like photodiodes, solar 

cells, light emitting diode (LED), telecommunications, medical equipment, and more. Due to 

their different applications, the semiconductor optoelectronic devices can be divided by their 

operating wavelength and working mechanisms. 

In this work, I have focused on semiconductor plasmonic systems operating in the mid-

infrared and on the optical detectors made of 2D materials operating in the UV-visible spectral 

range. Mid-infrared plasmonic devices are very attractive for chemical sensing. Our results 

show that ultra-doped n-type GaAs is ideal for mid-infrared plasmonics, where the plasmon 

wavelength is controlled by electron concentration and can be as short as 4 m. Ultra-doped n-

type GaAs is achieved using ion implantation of chalcogenides like S and Te followed by 

nonequillibrium thermal annealing, namely ns-range pulsed laser melting or ms-range flash 

lamp annealing. I have shown that the maximum electron concentration in our GaAs layer can 

be as high as 7×1019 cm-3, which is a few times higher than that obtained by alternative 

techniques. In addition to plasmonic applications, the ultra-doped n-type GaAs shows negative 

magnetoresistance, making GaAs potential material for quantum devices and spintronic 

applications. 

UV-visible optical detectors are made of 2D materials based on van der Waals 

heterostructures, i.e. transition metal dichalcogenides (TMDCs) e.g. MoSe2 and transition metal 

chalcogenophosphates (TMCPs) with a general formula MPX3 where M=Fe, Ni, Mn and X=S, 

Se, Te. The external quantum efficiency of a self-driven broadband photodetector made of a 

few layers of MoSe2/FePS3 van der Waals heterojunctions is as high as 12 % at 532 nm. 

Moreover, it is shown that multilayer MoSe2 on FePS3 forms a type-II band alignment, while 

monolayer MoSe2 on FePS3 forms a type-I heterojunction. Due to the type-I band alignment, 

the PL emission from the monolayer MoSe2 is strongly enhanced. 
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Zusammenfassung 

Zügig entwickelte sich die Optoelektronik zu einem rasant wachsenden Technologiesektor. 

In der Optoelektronik werden elektromagnetische Strahlungen ausgesendet oder detektieren 

und in eine von integrierten Messgeräten lesbare Form umgewandelt. Solche Bauteile sind 

unteranderem der essenziellen Bestandteile von vielen Anwendungen im Bereich der 

Telekommunikation, der medizinischen Gerätetechnik, Fotodioden, Solarzellen oder 

Leuchtdioden (LED). Aufgrund ihrer vielfältigen Anwendungsgebiete können die 

optoelektronischen Halbleiterbauelemente anhand ihrer Betriebswellenlänge oder ihren 

Arbeitsmechanismen unterteilt werden. 

Diese Arbeit konzentriert sich auf plasmonische Halbleitersysteme im mittleren Infrarot-

Spektralbereich und auf 2D-Materialien basierende optische Detektoren, die im UV-und 

sichtbaren Spektralbereich arbeiten. Plasmonische Bauteile, die mittleren Infrarot Bereich 

arbeiten, sind für die chemische Sensorik sehr attraktiv. Die nachfolgenden Ergebnisse zeigen, 

dass extrem hoch dotiertes (ultra-dotiertes) n-Typ GaAs sehr gut für die Mittelinfrarot-

Plasmonik geeignet ist, weil die Plasmonen-Wellenlänge durch die Elektronenkonzentration 

gesteuert werden kann.  Damit ist es möglich Wellenlängen im Bereich von 4 µm zu erreichen. 

Ultra-dotiertes n-Typ-GaAs wird durch Ionenimplantation von Chalkogen-Elementen wie S 

oder Te und einer nachfolgenden Nichtgleichgewichts-Wärmebehandlung, wie 

Pulslaserschmelzen im ns-Bereich oder Blitzlampentemperung im ms-Bereichs, erreicht. Es 

wurde gezeigt, dass die maximale Elektronenkonzentration der ultra-dotierten GaAs-Schicht 

bis zu 7×1019 cm-3 betragen kann. Dies liegt deutlich über den erreichbaren 

Elektronenkonzentrationen bei konventionellen Wärmebehandlungsmethoden wie Ofenglühen. 

Zusätzlich zu den plasmonischen Anwendungen zeigt das ultra-dotierte n-Typ GaAs einen 

negativen Magnetowiderstand, was GaAs zu einem potentiellen Material für 

Quantenbauelemente und spintronische Anwendungen macht. 

UV-visuelle optische Detektoren werden aus 2D-Materialien, die auf Van-der-Waals-

Heterostrukturen basieren, hergestellt. 2D-Materialien bestehen aus Übergangsmetall-

Dichalkogeniden (TMDCs), wie zum Beispiel MoSe2, und Übergangsmetall-

Chalcogenophosphaten (TMCPs) mit der allgemeinen Formel MPX3, wobei M für Fe, Ni oder 

Mn und X für S, Se oder Te stehen. Die externe Quanteneffizienz eines selbstgesteuerten 

Breitband-Photodetektors aus wenigen MoSe2/FePS3 Schichten mit Van-der-Waals-

Heteroübergängen beträgt bis zu 12 % bei 532 nm. Außerdem wird gezeigt, dass 

mehrschichtiges MoSe2 auf FePS3 eine Typ-II-Bandausrichtung ausbildet, während sich bei 

einem einlagigen MoSe2 auf FePS3 ein Typ-I-Heteroübergang ausbildet. Aufgrund der Typ-I-

Bandausrichtung ist die PL-Emission von der Monoschicht MoSe2 stark erhöht. 
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Chapter 1 Introduction 

1.1 Motivation 

Light detection in the spectral range from UV to infrared has important applications, e.g. 

spectroscopic biosensing, infrared thermal imaging, photodetector, etc. For spectroscopic 

sensing, molecular vibrations in the mid-infrared enable the identification of biomolecules. 

Gases and biomolecules can be detected via their characteristic absorption spectra. 

Photoemissive metal-semiconductor hot-electron photodetectors, whose metal electrodes are 

shaped as metallic nanoantennas, have recently attracted interest in the context of plasmon-

enhanced photodetection. In metallic nanoparticles, collective electronic oscillations, so-called 

particle plasmons, can be excited by light and are detectable as a pronounced optical resonance. 

At the resonance wavelength, the metallic nanoparticle acts as an antenna for light, with a strong 

near-field enhancement of electric fields in the vicinity of the nanoparticle surface. Incident 

light with the resonance frequency of the metallic nanoantennas can excite particle plasmons 

and the resulting local field enhancement can also serve to boost the internal photoemission if 

the metallic nanoantenna is placed on the top of a semiconductor. Since the probability of 

photon absorption is proportional to the square of the amplitude of the local electric field, the 

enhancement of the electric fields at the metal-semiconductor interface leads to an increase in 

the hot carrier generation (plasmon-induced hot electrons) and, consequently to an 

improvement in the photodetection performance.  

In this work, we propose the use of plasmonic resonances in highly doped GaAs to enhance 

the light absorption. The advantage of using GaAs compared to noble metals for the plasmonic 

application is that, i) the carrier concentration in GaAs suitable for mid-infrared operation is 

several orders of magnitude lower than in metals; ii) the high quality of the material; iii) the 

advanced manufacturing technology. Moreover, compared to other group IV semiconductors, 

e.g. Si or Ge, GaAs has a higher electron mobility, which means lower plasmonic losses. Those 

superior features make GaAs an excellent candidate for mid-infrared plasmonic applications. 

However, the key challenge of this project is to achieve ultra-high doping levels in GaAs. It has 

already been shown that the maximum electron concentration in GaAs is of the order of 1019 

cm-3 for both in-situ doped samples grown by molecular beam epitaxy and ex-situ doped 

samples followed by conventional thermal annealing. In order to overcome the doping limit in 

III-V compound semiconductors, we propose to use ion implantation of chalcogenides for n-

type doping or Zn for p-type doping followed by sub-second annealing, namely ms-range flash 
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lamp annealing or ns-range pulsed laser annealing. By applying the proposed procedure, the 

hyperdoped GaAs with carrier concentration up to 7×1019 cm-3 can be fabricated. 

The continuous scaling down in nanoelectronics has pushed the technology to its limits and 

inspired scientist to develop a new class of materials consisting of one or a few atomic layers. 

The great success of graphene has motivated the development of other 2D materials. Transition 

metal dichalcogenides (TMDCs) are one of these versatile materials due to their interesting 

properties, e.g. the existence of neutral and charged excitons, spin-valley coupling [1], and 

transitions from indirect-to-direct bandgap when reducing the thickness to a single monolayer 

[2-4]. Those exceptional features make them attractive candidates for applications in next 

generation nanoelectronics, photonics, and optoelectronics. In addition, van der Waals 

heterostructures (vdWHs) with atomically sharp and near-defect-free interfaces exhibit novel 

physics and possess versatile properties [5-7]. TMDCs based vdWHs have excellent 

optoelectronic properties and can be used, for example, in solar cells [8], light emitting diodes 

[9], and photodetectors [10]. Inspired by this, I have investigated the optoelectronic properties 

of MoSe2 and FePS3 which are naturally n- and p-type semiconductors, respectively. MoSe2 

exhibits efficient valley polarization when excited with circularly polarized light, while FePS3 

is an antiferromagnetic wide-band gap semiconductor. Taking into account the unique 

properties of both 2D materials, it is expected that heterostructures made of MoSe2 and FePS3 

may reveal previously unknown phenomena in the field of optoelectronics.  

1.2 Organization of this thesis 

This dissertation presents optical and optoelectronic studies of heavily doped GaAs and 

the van der Waals heterostructure MoSe2/FePS3. The thesis is organized as follows: 

In Chapter 2, I give a brief introduction on heavily doped GaAs: why GaAs is attractive for 

mid-infrared plasmonics and why it is difficult to achieve high doping level in GaAs; the 

feasibility of using ion implantation followed by subsecond annealing to prepare heavily doped 

GaAs; and the effects of high doping in GaAs. In addition, a general introduction about the 

optical and electrical properties of transition metal dichalcogenides and metal phosphorus 

trisulfide is given.  

In chapter 3, sample fabrication techniques and characteristic setups, i.e. ion implantation, 

flash lamp, pulsed laser annealing and the theory about Hall effect are presented. Moreover, the 

preparation processes for the fabrication of the van der Waals heterostructures for optoelectrical 

study are also given. 
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Chapter 4 presents the optoelectronic and magneto-transport properties of hyperdoped 

GaAs. The samples are fabricated by Zn, S or Te implantation followed by sub-second flash 

lamp annealing. The electron concentration in implanted and annealed GaAs is as high as 

5×1019 cm-3, while the hole concentration in Zn doped GaAs is as high as 1×1020 cm-3. The 

plasma frequency of GaAs can be tuned from 1400 and 2700 cm-1 by increasing the carrier 

concentration from 7×1018 to 7×1019. In addition, n++-GaAs exhibits negative 

magnetoresistance up to 80 K, which is attributed to the weak localization suppressed by the 

magnetic field. It is found that at low temperature, the phase coherence length increases with 

increasing carrier concentration and it is as large as 540 nm at 3 K. 

In chapter 5, the fabrication of MoSe2/FePS3 van der Waals heterostructures is presented. 

Using the mechanical exfoliation process, monolayer or bilayer MoSe2 is transferred on top of 

FePS3. The fabricated heterojunctions show type-I band alignment, which was verified by 

photoluminescence (PL) measurements. At room temperature, PL shows 20-fold enhancement 

of the emission from the MoSe2 monolayer in MoSe2/FePS3 van der Waals heterostructures 

(vdWH), which is due to the carrier injection from p-type FePS3 to n-type MoSe2. Furthermore, 

at low temperatures the intensity ratio between trion and exciton emission increases from 0.44 

to about 20. In addition, the heterojunctions exhibit polarization of the trion emission, which 

makes them attractive for valleytronics. 

Chapter 6 presents the fabrication process and characterization of a broadband 

photodetector made of multilayer MoSe2/FePS3. The operation range of the photodetector 

ranges from 350 to 900 nm. In contrast to monolayer MoSe2 on FePS3, heterojunctions made 

of thicker flakes show type-II band alignment. The presented photodetector, operating at zero 

bias and at room temperature under ambient conditions, exhibits the maximum responsivity 

(Rmax) of 52 mA W-1 and an external quantum efficiency (EQEmax) of 12% at 522 nm, which 

are better than the characteristics of its individual constituents and many other photodetectors 

made of 2D heterostructures. 

Chapter 7 summarizes the thesis and an outlook for future work on heavily doped GaAs and 

MoSe2/FePS3 heterostructures is given. 
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Chapter 2 Fundamentals 

2.1 Heavily doped GaAs 

2.1.1 GaAs aiming for infrared Plasmonics 

Plasmonics exploits a new field in photonics, whereby the features of photonics and 

electronics are combined by coupling the energy and momentum of a photon to a free electron 

gas in the form of surface plasmons [11]. It manifests a resonance between photons and 

electrons, which enables light coupling with collective oscillations of free carriers in the 

subwavelength structure and overcome the diffraction limit of light. Fig. 2-1 shows two 

classical examples of coupling between photons and electron plasma: (a) localized surface 

plasmon resonances (LSPR) in metallic nanostructures (usually Ag or Au nanoparticles) with 

the size of the particle comparable to or smaller than the wavelength of incident light. In 

resonance, the electron cloud in a metallic nanoparticle oscillates under the forces of the electric 

field generated by incident light and the restoring force arising from the Columbic attraction 

between electrons and nuclei. This introduces two important effects: i) a significant 

enhancement of the electric fields near the particle's surface; ii) the maximum optical absorption 

at the plasmon resonant frequency for metallic nanoparticles. Note that the oscillation frequency 

can be tuned by the change of the electron density, the effective electron mass, size and shape 

of the charge distribution [12]. Fig. 2-1(b) shows surface plasmon polaritons (SPPs) 

propagating along dielectric/metal interfaces. The surface plasmon propagates back and forth 

between the ends of the structure, which is of great interest for plasmonic waveguides and 

nanoscale light sources [13, 14]. Moreover, due to this increased light-matter interaction, it 

provides a constructive platform for biosensing [15, 16], surface enhanced spectroscopy [17-

19], immunoassays [20], and subwavelength imaging [21].  
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Fig. 2-1. (a) and (b) schematics of localized surface plasmon resonance (LSPR) and surface plasmon 

polariton (SPPs) modes at the metal/dielectric interfaces. From ref. [22].  

Metals like Ag and Au are the most commonly used materials in plasmonics and optical 

metamaterial devices because of their small ohmic losses or high DC conductivity [23]. Fig. 2-

2 shows commonly used plasmonic materials from the UV to infrared spectral range. Their 

plasmonic properties can be affected by carrier concentration, carrier mobility and interband 

losses in the samples. Note that the spherical bubbles in this figure represent materials with low 

interband losses, and the elliptical bubbles represent those with larger interband losses in their 

working electromagnetic spectrum. This clearly indicates that the carrier concentration in the 

target sample determines the resonant frequencies of the plasmons.  

The plasmon theory is briefly introduced here. The interaction between free-electron and 

photons can be understood in terms of classical coupled harmonic oscillators [22, 24, 25]. The 

plasmon with one dimension movement can be considered as a driven damped harmonic 

oscillator, which can described as [22]: 

𝑚
𝑑2𝑥

𝑑𝑡2
+ 𝑚𝛾

𝑑𝑥

𝑑𝑡
= 𝑒𝐸0 exp(−𝑖𝜔𝑡)                                (2 − 1) 

where 𝑚 is the mass of particle, 𝑥 is the effective movement of particle, 𝛾 is the scattering rate 

for electrons, 𝜔 is the angular frequency of the incident periodic optical field, 𝐸0 is the 

amplitude of the electric field of the light. Assuming that the deflection of the electron from its 

equilibrium position can be written in the form 𝑥(𝑡) = 𝐴𝑒𝑥𝑝(−𝑖𝜔𝑡), the amplitude of the 

electron’s oscillation is given by 𝐴 = −
𝑒

𝑚

1

𝜔2+𝑖𝛾𝜔
. The polarization can be calculated as 𝑃 =

𝑒𝑛𝑥 = 𝜀0𝜒𝐸 with n being the density of the free-electron gas, 𝜀0 is the permittivity of free space 

and 𝜒 is the polarizability. Then the relative permittivity of the plasmonic material 𝜀𝑚 is given 

by: 
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𝜀𝑚 = 𝜀𝑏 + 𝜒 = 𝜀𝑏 −
𝜔𝑝

2

𝜔(𝜔 + 𝑖𝛾)
                                   (2 − 2) 

with the plasma frequency 𝜔𝑝
2 =

𝜀2𝑛

𝜀0𝑚
, 𝜀𝑏 is the materials background permittivity. Since √𝜔𝑝 ∝

𝑛, the noble metals with the carrier concentration in the order of 1022 cm-3 have the pronounced 

plasmonic properties in visible range. However, extending the LSPR to infrared (IR) becomes 

a challenge. That is because the permittivity of most noble metals at IR become extremely large, 

and the large imaginary permittivity means a strong extinction coefficient. It results in weak, 

nonresonant scattering from the metal nanoparticle, preventing strong field enhancement or 

subwavelength localization [19]. Sensors operated in IR made of such metallic nanoparticles 

will have low sensitivity. Thus, the discovery of suitable plasmonic materials with low-losses 

and low magnitude of negative real part of permittivity in the IR region is required. Transparent 

conducting oxides (TCO) such as indium tin oxide, zinc oxide doped with aluminum or gallium 

with carrier concentrations below1020 to 1021 cm-3 are favorable materials to operate in near-IR 

range [26].  

Moreover, the applications in the mid-IR wavelength range is attracting immense attentions 

of research groups and industries due to potential applications in thermal detection, imaging 

applications and sensors for explosive gases. Since a large number of molecules with 

fundamental vibrational absorption resonances or named ‘molecular fingerprint’ is in the mid-

IR range [22], mid-IR plasmonics is of great interest for the molecular sensor applications. 

Plasmonics can greatly facilitate the enhancement coupling between long wavelength light and 

molecular species. This can improve the efficiency and responsivity of these devices and aim 

for the miniaturization of devices. Heavily doped semiconductors such as silicon, germanium, 

and III-V compounds are very promising as low-losses plasmonic materials in the mid-IR range 

(Fig. 2-2). These semiconductors can be tuned from dielectric to metallic by increasing the 

dopant concentration up to several orders of magnitude. In addition, they also have other 

advantages, such as high material quality and mature manufacturing technology, which opens 

up exciting possibilities for novel device concepts. Ginn et al. predicted the existence of 

plasmons at 6 µm in Si with a doping level of 1020 cm-3, which is a 10 times longer wavelength 

than that of Au at long-IR [27]. Baldassarre et al. demonstrated that heavily doped germanium 

with a doping level of 2.3 ×1019 cm-3 sustains plasmons at 13 µm [28]. Moreover, the fabricated 

Ge based nanoantennas show a significant spectral signal enhancement for a polymer thin film.  
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Fig. 2-2. Common plasmonic materials specified according to their carrier concentration, carrier mobility, 

and interband losses. Spherical bubbles represent materials with low interband losses, and elliptical bubbles 

represent those with larger interband losses in the electromagnetic spectrum. From ref. [11]. 

Group III-V compound semiconductors, like InAs and GaAs, are more desirable for mid-

IR plasmonics applications than group-IV materials (e.g. Si and Ge), due to the low plasmonic 

losses originating from a higher mobility [11]. Heavily doped InAs is reported to show 

broadband plasmons in the spectral range from 5.5 to 15 µm by tuning the carrier concentration 

from 7.5 ×1019 to 2.7 ×1018 cm-3 [29]. In addition, patterned InAs nanoantennas with the length 

scale smaller than λ0/20 are capable to detect very weak absorption resonances [19]. Fig. 2-3 

shows detailed computational and experimental results for InAs nanoantennas. The simulation 

results for the near-field electric field distribution shown in Fig. 2-3(a) and (b) reveal the 

existence of two related longitudinal resonances propagating along the antenna arms, an air-

like mode at the top position of the InAs/air interface and a substrate-like mode located at the 

InAs/substrate interface. These two resonant modes correspond to those two 

reflection/absorption peaks in Fig. 2-3(c). It also exhibits a resonance peak blue-shifted by 

increasing the doping concentrations. Furthermore, by coating PMMA on the top of antenna, 

the reflection spectrum redshifts by 71 cm-1 due to the change of the local refraction index of 

the surrounding of the nanoantenna, indicating the high sensitivity of heavily doped InAs. 

GaAs, the other III-V semiconductor, with a direct bandgap of Eg =1.42 eV and high electron 

mobility, is widely used in the manufacture of optoelectronic devices. Even though with the 
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superior properties, GaAs is usually reported to be challenging for IR plasmonics because of 

the difficulty in achieving a high electron concentration (limited at ~1019 cm-3) [23, 30]. It 

should be noted that p-type GaAs has a larger effective mass and lower hole mobility, which 

means a high plasmonic loss and is undesirable in plasmonic applications. However, GaAs still 

holds the possibility as a superior mid-IR plasmonics material once its electron concentration 

exceed the ~1019 cm-3 doping limit. 

 

Fig. 2-3. (a) and (b) The simulated two electric field intensity configurations for InAs nanoantenna at two 

resonant wavelengths of 6 µm and 9.8 µm; (c) shows modeled reflection (solid lines) and absorption (dotted 

lines) for two heavily doped InAs layer with plasma wavelengths at 5.5 and 6.2 µm. From ref. [19].  

2.1.2 Doping limitation in GaAs 

Fig. 2-4(a) shows electron concentrations as a function of donor concentration in GaAs 

doped with S, Se, Te and Si [31]. It indicates that the activation efficiency of donors decreases 

as the donor concentration increases above the level of 3×1018 cm-3, and the maximum carrier 

concentration saturates at the level of 1×1019 cm-3. More specifically, for GaAs doped with Si 

(group IV), the highest electron concentration is in the range of 5×1018 cm-3. Group IV dopants 

in GaAs are amphoteric, which means that they can act as donors or acceptors depending on 

the substitutional position. At low doping regime, Si replaces Ga donating into the system 

electrons while at high doping level (above 1018 cm-3) Si substitutes As acting as a shallow 

acceptor. Thus, Si can compensate itself at high doping level, resulting in a low electron 

concentration [23]. Group VI elements such as S, Se or Te are donors in III-V semiconductors 
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and do not belong to amphoteric dopants. Nevertheless, the maximum achieved electron 

concentration is also limited to around 1×1019 cm-3. 

The physical origin of the doping limitations can be well explained by the compensating 

defect model [32]. The native defects in GaAs like vacancies, interstitials and antisite defects 

can be responsible for the reduction of the carrier concentration. Fig. 2-4(b) shows the formation 

energy of an acceptor (gallium vacancy (VGa)) and a donor defect as function of the Fermi 

energy in the GaAs band gap. VGa is reported to be a triple acceptor for EF˃EV+0.6 eV, which 

trap electrons. Calculations of the electron concentration as a function of doping levels suggests 

that triple negatively charged gallium vacancies (𝑉𝐺𝑎
3−) are responsible for the electron 

compensation (see  Fig. 2-4(a)) [33], which gives a good fit to the experimental results. This 

shows the sublinear relation between the electron concentration n and the donor concentration 

Nd, and it follows 𝑛 ∝ √𝑁𝑑
3

 at the donor concentration above 1×1019 cm-3. The abundance of 

such kind of defects can increase with increasing dopant concentration and leads to a reduction 

in electron concentration. While for the low Fermi energies, 𝑉𝐺𝑎
3− is not stable and undergoes a 

transformation (Eq. 2-3) with the first neighbor As atoms moving towards the vacant Ga site. 

Such defect can trap holes instead of electrons. 

𝑉𝐺𝑎 ⇔ (𝑉𝐴𝑠 + 𝐴𝑠𝐺𝑎)                                  (2 − 3) 

A similar amphoteric behavior is also predicated for 𝑉𝐴𝑠, where the transition is given by 

[34]:  

𝑉𝐴𝑠 ⇔ (𝑉𝐺𝑎 + 𝐺𝑎𝐴𝑠)                                 (2 − 4) 

𝑉𝐴𝑠 is stable in GaAs when  EF<EV+0.8 eV and transforms to an acceptor-like 𝑉𝐺𝑎 + 𝐺𝑎𝐴𝑠 

when EF is larger than EV+0.8 eV.  

Another important feature about the native defects is that the total defect formation energy 

continuously decreases with increasing either n-type or p-type conductivity. This means that 

the defect concentration increases dramatically with increasing dopant concentration, where 

EF≅ EC or EF≅ EV. This simultaneously decreases the effective electron concentration. Note 

that the EFS in Fig. 2-4 (b), called the stabilized Fermi level, is close to the middle of the band 

gap in GaAs that is in agreement with the Fermi level pinning position observed at 

metal/semiconductor interfaces [35]. For Fermi energy EF˃EFS (EF<EFS) acceptor-like (donor-

like) defects are predominantly formed resulting in a shift of the Fermi energy towards EFS. The 

condition EF=EFS is defined as the situation where the donor and acceptor-like defects are 
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incorporated at such rates that they perfectly compensate each other leaving the Fermi energy 

unchanged.  

 

Fig. 2-4. (a) Electron concentration as a function of donor doping in GaAs for different dopants; (b) 

Formation energy of a gallium vacancy and the related donor defect as a function of the Fermi energy in 

GaAs band gap [31, 33, 34, 36]. From ref. [31]. 

In addition to native defects, the diffusion coefficient of dopants in the host crystal also 

plays an important role for carrier limitation. For p-type GaAs, the highest hole concentration 

is reported to be 1.5×1021 cm-3 in GaAs:C, because C possess the lowest diffusion coefficient 

in GaAs compared to different acceptors [32, 37]. Since the atom concentration in GaAs is 

4.4×1022 cm-3, the electrically active C concentration accounts approximately 3% of the total 

number of atoms in the host. Using beryllium doping, the maximum hole concentration is in 

the range of  ≅ 1020 cm-3. Be is a moderately fast diffuser in contrast to C. Zinc doping allows 

a hole concentration in the order of ≅ 1019 cm-3. Zinc in GaAs is known to be a fast diffuser.  

2.1.3 Sub-second annealing for hyperdoping semiconductors 

 Even if the carrier concentration is strongly limited by the solid solubility of dopants in 

semiconductors, the sub-second annealing performed after ion implantation or on the in-situ 

doped samples can overcome the solid solubility limit of dopants in semiconductors. This is not 

possible by using conventional annealing methods such as furnace annealing (FA) or rapid 

thermal annealing (RTA). Prucnal et al. reported an electron concentration for P doped Ge as 

high as 2.2×1020 cm-3 after ion implantation followed by ms-range flash lamp annealing (FLA) 

[38]. Wang et al. showed that the Te implanted in Si followed by nanoseconds pulsed laser 

annealing (PLA) causes a ultrahigh electron concentration up to 1×1021 cm-3 [39]. The 

reportedelectron concentrations are much above the solid solubility of dopants in Ge or in Si. 
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This method inspires us to apply sub-second annealing methods to GaAs in order to obtain an 

electron concentration beyond 1019 cm-3, which can fulfill the requirements of heavily doped n-

type GaAs as a plasmonic material.  

The reasons why using sub-second annealing methods (FLA or PLA) hyperdoping in 

semiconductors is possible, can be explained by two aspects. One is by comparing the solute 

trapping or regrowth (τG) and diffusion time (τD) for impurity atoms over a semiconductor 

monolayer. If τD is larger than τG, it means that the dopants are able to be trapped at the moving 

amorphous/crystalline interface, instead of diffusing and forming precipitates. Zhou et al. have 

reported Se hyperdoped Si realized by ion implantation and FLA. The maximum electron 

concentration was in the order of 1020 cm-3, which is about four orders of magnitude higher than 

the Se solubility in Si. They also compared the regrowth (τG) and diffusion (τD) times of Se 

elements in Si as a function of reciprocal temperature (see Fig. 2-5(a)) [40]. They show that τD 

is generally larger than τG especially in solid phase. That means that in solid phase processing 

selenium impurities can be trapped in the Si matrix if an optimized thermal treatment is applied. 

The author also pointed out that the short annealing time typical for FLA or PLA decreases 

significantly the diffusion length of impurity elements according to   𝐿 = (2𝐷𝑡)1 2⁄ , where D is 

the diffusion coefficient. It means that, if the mean diffusion length of impurities at a certain 

annealing temperature is shorter than the average distance between impurities, the formation of 

precipitation/clustering is suppressed, that will increase the active carrier concentration. Fig. 2-

5(b) presents the selenium diffusion length (L) in Si at different temperatures for different time 

duration. The three boxes indicate the working regime of different thermal process in solid 

phase including FLA, RTA and FA. This shows that an annealing processes performed in 

millisecond or microsecond time scale, while keeping the system in solid phase, could result in 

a minimized diffusion length. 
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Fig. 2-5. (a) Competition between the Si solid phase (FLA) or liquid phase (PLA) recrystallization and 

selenium diffusion characterized by the time needed to regrowth (τG) or diffuse (τD) one monolayer. (b) 

Selenium diffusion length (L) in Si at different temperature vs. time duration. The three boxes indicate the 

working regime of different thermal process in solid phase: low temperature furnace annealing (FA) for more 

than 1000 second, rapid thermal annealing (RTA) for seconds and flash lamp annealing (FLA) for 

milliseconds at high temperature. From ref. [40]. 

On the other hand, defect concentrations and type of defects in semiconductors can also be 

modified by the sub-second annealing process. Prucnal et al. reported that 20 ms FLA at 1050 

K can dissolve pre-existing phosphorus-vacancy clusters in in-situ P doped Ge [41]. Fig. 2-6 

shows the positron annihilation lifetime τ1 (a), and the intensities I1 (b) as a function of the 

positron energy obtained from as-grown in-situ P-doped Ge samples after FLA from rear/front 

side annealing and from P-implanted Ge after rear-side annealing using FLA for 20 ms. The 

defects responsible for the positron annihilation lifetime τ1 in the range of 260-290 ps is P4V 

donor-vacancy complex. Compared to as-grown Ge:P, τ1 decreases by 16 ps for P-implanted 

and FLA annealed Ge, which suggests that the main annihilation center in P-implanted and 

annealed sample is monovacancy bonded with P atoms. Additionally, FLA dissolves P4V into 

monovacancy and isolated P atoms, which are immobile, because the annealing time is too short 

for phosphorus diffusion. It results in the increase of the fraction of electrically active P atoms 

from about 3.5×1019 cm-3 to about 8.0×1019 cm-3 after r-FLA and to about 6.2×1019 cm-3 after 

f-FLA. Fig. 2-6(b) demonstrates that after annealing the I1 increases, implying a decrease of the 

concentration of the larger vacancy complexes.  
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Fig. 2-6. (a) The positron annihilation lifetimes τ1 (a), and the intensities I1 (b) as a function of the positron 

energy/annihilation depth obtained from as-grown and FLA samples and from P-implanted sample annealed 

from rear-side. The horizontal lines in (a) indicate the positron annihilation in Px-monovacancy (x≤4) and in 

V2. From ref. [41]. 

In heavily doped n-type GaAs:Te, the compensating species is the donor atom bonded with 

the nearest gallium vacancy forming an acceptor, e.g., TeAsVGa (for the case of group IV donors, 

both components of the complex are on the Ga sublattice, e.g., SnGaVGa) [42, 43]. Gebauer et 

al. identified Ga vacancy-donor complexes (VGa-TeAs), tellurium donors (TeAs) and Ga 

vacancies (VGa). They are responsible for the charge carrier compensation mechanism in Te-

doped GaAs by atomically resolved scanning tunneling microscopy [44]. The concentration of 

the VGa-SiGa complex as a deep positron trap in GaAs increases with increasing Si concentration 

[45-47]. It starts to be more and more visible when the Si concentration exceeds 5×1018 cm-3. 

The compensation effect leads to a decrease of the electron concentration in n-type GaAs:Si. 

With the advanced functionality of the sub-second annealing method, it should be possible to 

achieve, in n-type GaAs, an electron concentration exceeding the solid solubility of donors by 

dissolving donor-vacancy complexes.  

2.1.4 High-doping effects in GaAs 

At high doping concentration, many properties of semiconductors are altered. These 

changes are due to either a high concentration of impurities or free carriers.  

 

 



14 
 

(i) The Mott transition 

The Mott transition refers to an insulator-to metal transition occurring in semiconductors at 

high dopant concentrations. At low temperature (T→0 K), the conductivity for a doped 

semiconductor with low doping concentration is expected to be negligible (zero in the ideal 

case), since free electrons freeze out onto localized donor states. Conductivity in this regime is 

commonly interpreted by hopping theory that electrons hop from neutral donors to ionized 

donors. The conductivity is referred to hopping conductivity and is described by the formula 

𝜎ℎ𝑜𝑝 = (𝛼
𝑇𝛽⁄ ) 𝑒𝑥𝑝 (−

𝐸ℎ𝑜𝑝

𝑘𝑇
)𝛾 [32], where α and β are constants, 𝐸ℎ𝑜𝑝 is the thermal activation 

energy for the hopping process and γ determine the functional dependence of the exponential 

factor. γ=1/4, 1/3, 1/2 or 1 corresponds to Mott-law of variable range hopping (VRH) for 3-

dimensional and 2-dimensional systems, the Efros-Shklovskii (ES) VRH (a Coulomb gap in 

the density of states (DOS)), and the nearest-neighbour hopping, respectively. As the doping 

concentration increases, the Coulomb potentials of impurities overlap, resulting in electrons 

transferring from one donor to another donor more easily by tunneling or by thermal emission 

over the barrier. The probability of both processes increases with decreasing donor separation. 

Consequently, the activation energy for electron transport is reduced and approaches zero in 

the extreme case leading to finite conductivity even at T→0 K. Then the semiconductor possess 

the metal-like property. Fig. 2-7 presents the resistivity of carbon-doped GaAs in the 

temperature range from 1.7 to 300 K with a transition from insulating to the metallic range by 

tuning the hole concentration from 1.30×1017 to 1.29×1019 cm-3 [48]. It shows that the acceptor 

impurity concentration Na =1×1018 cm-3 is a critical concentration for metal-insulator transition 

in p-type GaAs:C. Note that the critical concentration can also be estimated by the Mott 

criterion 𝑁𝑎

1

3𝑎B = 0.26 ± 0.05 [49], where 𝑎B is the effective Bohr radius. The critical donor 

concentration in GaAs with an effective Bohr radius 𝑟𝐵
∗=103 Å is calculated to be 

𝑁𝑐𝑟𝑖𝑡 =1.6×1016 cm-3 for n-type GaAs [50].  
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Fig. 2-7. Resistivity on a logarithmic scale versus inverse temperature for GaAs:C with different acceptor 

impurity concentrations. From ref. [48]. 

(ii) The Burstein-Moss shift vs. Bandgap narrowing 

The shift of the absorption edge towards higher energies occurring at high doping 

concentrations is referred to as the Burstein-Moss effect [51]. The up-shift of the absorption 

edge is related to band filling effect. The conduction band becomes significantly filled at high 

doping concentrations due to the finite density of states. Due to band filling, absorption 

transitions cannot occur from the top of the valence band to the bottom of the conduction band. 

As a result, the fundamental edge of absorption transition shifts from EC-EV=Eg in undoped 

semiconductors to EC-EV˃Eg in heavily doped n-type semiconductors. Quantitatively, the 

Burstein-Moss shift can be calculated from the filling of the conduction band or valence band 

in n-type and p-type semiconductors, respectively. The band filling for a single-valley, 

isotropic, and parabolic band is in the limit of extreme degeneracy given by 𝐸𝐹 − 𝐸𝐶 (𝐸𝑉) =

ℏ2

2𝑚𝑒
∗ (3𝜋2𝑛)2/3, where 𝑛 is the free carrier density and 𝑚𝑒

∗  is the electron effective mass. Note 

that the Burstein-Moss shift is inversely proportional to the effective mass. This means that the 

Burstein-Moss effect is more prominent in semiconductors with light carrier masses. For 

example, the blueshift is clearly observed in n-type GaAs (𝑚𝑒
∗ = 0.067𝑚0), but not in p-type 

GaAs (𝑚ℎℎ
∗ = 0.45𝑚0) [32]. 

At high doping concentrations, the bandgap energy of semiconductors decreases. The 

bandgap decreases with increasing doping concentration and is usually referred as bandgap 

narrowing or bandgap renormalization. The most important reasons for bandgap narrowing are 

many-body effects of free carriers, which lower the electron energies as compared to a non-
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interacting carrier system. This interaction becomes important at small carrier-to-carrier 

distances, i.e., at high free carrier concentrations. At room temperature, the magnitude of 

bandgap renormalization can be estimated by the classical self-energy of an electron interacting 

with an electron gas, i.e. interacting with its own polarization field [32]. The self-energy of an 

electron interacting with an electron gas is defined as ∆𝐸𝑔 ≅ 𝑒 lim
r→0 

[𝑉𝑠(𝑟) − 𝑉(𝑟)] where 𝑉(𝑟) 

is the Coulomb potential and 𝑉𝑠(𝑟) is the screened Coulomb potential of an electron in an 

electron gas. This equation represents the change in electrostatic energy of an electron before 

and after the electron gas has spatially redistributed itself to reduce the Coulomb interaction 

energy. By inserting the screening radii and a screened potential, ∆𝐸𝑔 can be further deduced 

as [32]: 

∆𝐸𝑔 = −
𝑒3√𝑚∗(3𝑛)

1
3

4 𝜋
5
3𝜀

3
2ħ

                                      (2 − 5)  

The change in energy gap follows a 1/3 power of the doping concentration. The Burstein-

Moss shift and bandgap narrowing are two phenomena, which cause the absorption edge of 

highly doped semiconductors to change in opposite directions. The Burstein-Moss shift prevails 

in n-type GaAs, resulting in a blueshift of the absorption edge and radiative transitions. In p-

type GaAs, band gap narrowing prevails and results in a redshift of the absorption edge and 

radiative transition. The strongly different absorption characteristics of p-type and n-type GaAs 

are due to the heavier hole mass compared to the effective electron mass. The Burstein-Moss 

shift is inversely proportional to the carrier effective mass, which results in less band filling in 

p-type GaAs. Fig. 2-8 depicts the radiative transition in intrinsic, heavily n-doped and heavily 

p-doped GaAs with the influence of Burstein-Moss shift and bandgap narrowing. Fig. 2-9 

demonstrates the RT PL emission obtained from p-type GaAs:Zn with a hole concentration of 

1.65×1018 cm-3 and n-type GaAs:S with an electron concentration of 1.1×1017 cm-3 [42]. In 

comparison with un-doped GaAs the GaAs:Zn presents a redshift of PL emission, while the n-

type layer shows a blueshift [52]. Similar results were reported by Chen et al., where a redshift 

for band-to-band and acceptor-to-band transition of around 15 meV and 20 meV in p-type 

carbon doped GaAs with the hole concentration increasing from 8×1017 to 1.1×1020 cm-3 was 

observed [53]. Hudait et al. demonstrated a band gap shrinkage by 120 meV in p-type zinc 

doped GaAs by increasing the hole concentration from 8×1017 to 1.1×1020 cm-3 [54]. De‐Sheng 

et al. observed a blueshift reaching approximately 150 meV in n-type GaAs:Te by tuning the 

electron concentration from 2×1016 to 2×1019 cm-3 [55]. 
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Fig. 2-8. Schematic energy diagram for the optical bandgap in intrinsic, heavily n-doped and heavily p-doped 

GaAs. Burstein-Moss shift dominates in n-type GaAs, while the bandgap narrowing effect prevail in p-type 

GaAs. 

 

Fig. 2-9. Normalized room temperature photoluminescence spectra obtained from intrinsic GaAs and ion 

implanted GaAs after flash lamp annealing. 
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(iii) Weak localization in heavily doped GaAs 

Besides donating electrons, dopant atoms also introduce disorder into the system [56, 57]. 

In disordered semiconductors, multiple random elastic scattering of electrons from impurities 

leads to the quantum-interference (QI) phenomena, i.e., weak-localization (WL). WL is a 

consequence of constructive interference of two wave components starting at some point and 

returning to the same point after traversing time-reversed paths as shown in Fig. 2-10(a). More 

specifically, if the probability amplitudes for the wave packet to move from point 𝑟0 along some 

path 𝐶1 back to 𝑟0 be 𝐴1 and along a different path 𝐶2 be 𝐴2, then the transition probability for 

the particle to move either along 𝐶1or along 𝐶2 will be [58] : 

𝑤 = |𝐴1 + 𝐴2|2 = 𝑤𝑐𝑙 + 𝑤𝑖𝑛𝑡                      (2 − 6) 

where 𝑤𝑐𝑙 = |𝐴1|2+|𝐴2|2 and 𝑤𝑖𝑛𝑡 = 2𝑅𝑒(𝐴1
∗ 𝐴2). For any two paths the interference term 

𝑤𝑖𝑛𝑡 may be positive or negative, and thus averages to zero. However, if 𝐴2 = 𝐴𝑟 is the 

amplitude of the time-reverse of path 𝐴1 = 𝐴 and if time reversal invariance remains, then 𝐴 =

𝐴𝑟, i.e., the probability of return 𝑤 is enhanced by a factor of two compared to the probability 

𝑤𝑖𝑛𝑡 of a classical system: 

𝑤 = 4|𝐴|2 = 2𝑤𝑐𝑙                                            (2 − 7) 

This effect manifests itself as a positive correction to the resistivity of the metal or 

semiconductor. If the electrons during this process have strong momentum coupling (usually 

introduced by spin-orbit coupling), the angle of the spin sweeping out is π as it traverses the 

time reversible path. Then 𝑤 ≈ 0 [59]. This destructive interference effect suppresses 

backscattering leading to a weak anti-localization (WAL) effect as shown in Fig. 2-10(b). WAL 

results in a decrease in the resistivity of a metal or semiconductor. WAL is widely reported in 

topological insulators.  

The applied magnetic field can break the time reversal symmetry and lead to a dephasing 

of destructive (WLA) or constructive (WL) interference. This phase factor strongly depends on 

the flux through the loops. Therefore, with a small increase in the magnetic field, the 

localization disappears quickly. This gives rise to a sharp cusp at low magnetic field, which is 

the signature of WAL (positive magnetoresistance or negative magnetoconductance) and WL 

(negative magnetoresistance or positive magnetoconductance), as shown in Figs. 2-10(a) and 

https://en.wikipedia.org/wiki/Semiconductor
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(b). The WAL and WL effects are typically analyzed using the Hikami-Larkin-Nagaoka (HLN) 

formalism, which was developed in the 1980s for 2D systems [60].   

 

 

Fig. 2-10. (a) and (b) weak localization and weak anti-localization occur due to coherent backscattering along 

time reversible paths in the absence and presence of the spin-momentum locking, respectively. The relative 

magnetoconductance (MC) is Δ(𝐵)=𝐺(𝐵)-𝐺(0), where G(B) and G(0) are the conductance under magnetic 

field and zero field. From ref. [59]. (c) The magnetoresistances for n-type GaAs measured at T= 2, 10, 15, 

30 and 40 K. The inset is the schematic of the layer structure. From ref. [61]. 

Negative magnetoresistance (NMR) has been widely observed in doped semiconductors. 

Rosenbaum et al. reported that phosphorus-doped silicon with electron concentration tuned 

from 3.7×1018 to 7.0×1018 cm-3 goes through the insulator-to-dmetal transition and shows NMR 

in the metalic-phase at low magnetic field. Gilbertson et al. investigated a 90 nm thick n-type 

GaAs epitaxial thin film using magnetotransport measurement and based on the weak 

localization theory they extracted a phase coherence time of ~30 ps at 2 K [61]. Fig. 2-10(c) 

shows the magnetoresistance measurements at T= 2, 10, 15, 30 and 40 K. The inset is the 

schematic of the layer structure. A strong NMR associated with the WL effect is observed at 

𝐵 < 2 𝑇. Weak Shubnikov-de Haas oscillations are resolved at high fields (𝐵 > 3𝑇). The 

carrier density and mobility are determined to be 2.83×1017 cm-3 and 1660 cm2V-1s-1 at 2 K, 

respectively. In addition, Monsterleet et al. reported electron-electron interaction correction 

including the contribution of orbital and Zeeman affecting WL model for the metal-insulator 

transition regime of the n-GaAs [62]. Newton et al. found the n-type Ge displays WL and p-

type Ge shows WAL by analyzing the magnetoresistance in the temperature range down to 1.6 
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K [63]. Moreover, using HLN fitting, the extracted phase coherence lengths can be as larger 

than 325 nm in the heavily doped n-type Ge (n=5.3×1019 cm-3), suggesting possible applications 

in quantum technologies. In p-type Ge, the spin diffusion length of ~20 nm does not change 

over a broad temperature range. ZnO and (Zn, Al)Ox thin films also show weak localization 

and phase coherence length as long as 100 nm at 2 K [57, 64]. It has also been shown that the 

WL effect is observed in GaAs quantum wells, like AlxGa1-xAs/GaAs/AlxGa1-xAs, due to the 

degenerate two-dimensional electron gas (2DEG) inside the quantum well [65, 66]. Thus, it is 

necessary to investigate the magnetotransport behavior of doped semiconductor in order to 

better understand the fundamental physics and aiming for possible applications like spintronic 

and quantum devices.   

 

2.2 Van der Waals heterostructure based on TMDCs  

2.2.1 Transition metal dichalcogenides 

Transition metal dichalcogenides (TMDCs), the most studied 2D van der Waals materials 

besides graphene, are atomically thin semiconductors with the stoichiometric formula MX2 

[67], where M is the transition metal element (Mo, W, etc.) and X is the chalcogen (S, Se or 

Te). The bulk TMDCs exhibit a wide variety of polymorphs and stacking polytypes, i.e. 1T, 2H 

and 3R, where the letters stand for trigonal, hexagonal and rhombohedral, respectively, and the 

number denotes the number of X-M-X units in the unit cell. Figure 2-11(a) exhibits the 1T, 2H 

and 3R polytypes of MoS2 [68]. Polymorphism can have a significant influence on the 

electronics of TMDCs, e.g., 2H and 3R show semiconducting properties while 1T exhibits 

metallic properties [67]. The TMDCs monolayer consists of a layer of transition metal atoms 

sandwiched between two layers of chalcogenide atoms. TMDCs have strong in-plane covalent 

bonds and weak out-of-plane van der Waals interactions. The weak van-der Waals forces 

between the layers allow easy exfoliation of atomically thin layers (monolayer with a thickness 

of 6~7 Å). In this thesis, MoSe2 with 2H structure was chosen for optical and electrical studies. 

Figure 2-11(b) shows the structure of a hexagonal MoSe2 monolayer, where Mo atoms are 

highlighted in violet and Se atoms in yellow.  
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Fig. 2-11. (a) Stacking polytypes of bulk TMDCs. (b) The structure of a hexagonal MoSe2 monolayer where 

Mo atoms are highlighted in violet and Se atoms in yellow. From ref. [68].  

Figure 2-12 shows the calculated band structures of MoS2, WS2, MoSe2, and WSe2 with 

thickness ranging from 1 monolayer (ML) to 4 ML [69]. When the thickness of TMDCs goes 

down to 1ML, the conduction band minimum (CBM) and valence band maximum (VBM) are 

located at the K point, showing a direct bandgap in the energy range of 1.5~2.1 eV depending 

on TMDCs. Note that the local extrema of the conduction and valence bands at K point are 

barely affected by the change of flake thickness. These bands are formed by the dx
2
−y

2
 + dxy 

orbitals of Mo (W) atoms and the px + py orbitals of in-plane S (Se or Te) atoms [70], therefore 

the energy of the bands at the K points is almost not changed by varying the thickness. 

Increasing the thickness of TMDCs to 2 ML and more, the VBM moves to Γ point while the 

CBM is located at Q or K points (see details in Figure 2-12), causing the formation of a smaller 

indirect bandgap compared to their 1 ML case. At the Γ point, the bands are a combination of 

pz orbitals of S atoms and dz
2 orbitals of Mo atoms, which has a strong out-of-plane character. 

As a result, the bandgap of TMDCs decreases with increasing thickness.  



22 
 

 

Fig. 2-12. Band structures of MoS2, WS2, MoSe2, and WSe2 for different thicknesses. For all cases, the 

valence band edge at Γ point becomes higher with increasing the number of layers due to the interlayer 

interaction, but the amount of spin splitting does not change significantly with the number of layers. From 

ref. [69]. 

The optical band gap can be manifest by photoluminescence (PL) measurements. Figure 2-

13 presents the room temperature PL obtained from 1 ML, 2 ML and multilayer MoSe2. The 

exciton emission for 1ML occurs at 1.55 eV and has the highest intensity, while the exciton 

emission for 2 ML and multilayer MoSe2 shifts down to 1.51 eV. Furthermore, the peak 

intensity decreases with increasing the layer thickness and the peak itself becomes broader.  
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Fig. 2-13. Room temperature PL emission of 1 ML, 2 ML and multilayer MoSe2 under 532 nm laser 

excitation with the laser power of 3.2 mW.  

For TMDCs, the Mo or W atoms are heavy and the band edges at the K point are from d-

orbitals of transition metal, which introduces a strong spin-orbit coupling (SOC). Strong SOC 

can remove spin degeneracy in both conduction and valence bands, and leads to strong energy 

splitting between spin-up and spin-down states. Specifically, based on theoretical calculations, 

the valance band splitting for MoSe2 and WSe2 is 0.184 and 0.466 eV, respectively, while the 

conduction band splitting is much smaller, 0.007 and 0.038 eV, respectively [71, 72]. 

The first Brillouin zone in TMDCs contains two inequivalent K valleys called K+ and K-. 

The energy of bands extrema at K+ and K- are the same, but they have opposite spins, as shown 

in Figure 2-14 [72], which originates from the broken parity symmetry. Thus it is possible to 

selectively excite different valleys with circular polarized charity light due to spin-valley 

locking rule, i.e., a right-handed circular polarized photon (σ+) initializes a carrier in the K+ 

valley, while a left-handed circular polarized photon (σ-) initializes a carrier in the K- valley 

[69, 73]. This degree of freedom provides a new concept by controlling carriers in K-valley 

index, called valleytronics, aiming for information processing and storage applications. 
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Fig. 2-14. Spin splitting in 1 ML TMDCs and optical selection rules. From ref. [72].  

The reduced dimensionality suppresses the dielectric screening of charged carriers in 

ultrathin TMDCs and this makes the binding energy of excitons much larger than in traditional 

semiconductors, e.g., up to several hundred meV. Note that an exciton in 2D materials can be 

treated like a hydrogen atom, with an electron bound to a hole [74]. In addition, a neutral 

electron-hole pair can receive an extra electron or hole to form a charged exciton called a trion. 

The optical band gap for a trion is smaller than for a neutral exciton due to the increased binding 

energy by adding an extra charge. The trion binding energy for monolayer TMDCs is as large 

as 20-40 meV [1]. Figure 2-15(a) shows that the negatively charged exciton (X-) in the 

monolayer MoSe2 has a binding energy of about 30 meV. Ross. et al. also reported that by using 

back gating in field-effect transistors (FET) monolayer MoSe2, the charge states of exciton can 

be manipulated from positive to neutral or to negative by tuning the carrier density [75].  

 

Fig. 2-15. (a) PL excited by laser with the photon energy of 2.33 eV shows neutral exciton (X0) and the 

lower-energy charged exciton (X-) at 20 K. The X- shows a binding energy of about 30 meV. (b) Illustration 

of the gate-dependent trion and exciton quasi-particles and transitions. From ref. [75]. 
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2.2.2 Metal phosphorus trisulfide 

Another newly emerged class of van der Waals crystals, metal phosphorus trisulfide 

(MPS3), where M= Fe, Ni, Mn, has recently attracted a tremendous attention in the scientific 

community. MPS3 forms a monoclinic structure with the space group of C2/m. For the crystal 

structure, the transition metal atoms sit in the 4g position with a local symmetry of 2, forming 

a honeycomb lattice, surrounded by six S atoms with trigonal symmetry. These S atoms are 

connected to two P atoms above and below the M plane like a dumbbell [76, 77], as shown in 

Figure 2-16.  

 

Fig. 2-16. Schematic structure of (a) and (b) MPS3 with (P2X6)4- bipyramids, enclosing the metal atoms. 

From ref. [77].  

There are two distinctly different characteristics of MPS3 compared to TMDCs. One is that 

the bandgap of MPS3 (in the range of 1.5-3.0 eV) is larger than that of most of TMDCs [77], 

i.e. 1.5 eV for multilayer FePS3, 1.7 eV for multilayer NiPS3 and 3.0 eV for multilayer MnPS3 

[78]. This means that MPS3 is a promising material for optoelectric devices in the UV region. 

Gao et al. reported a FePS3 UV photodetector with a responsivity as high as 171 mAW-1 when 

the device is illuminated with 254 nm light [79]. In addition, NiPS3 and MnPS3 have also been 

reported as high sensitive UV photodetectors [80, 81]. FePS3 and NiPS3 are indirect bandgap 

materials, while based on theoretical calculations, MnPS3 shows indirect-to-direct transition as 

the thickness is reduced down to a monolayer [82].  

Moreover, MPS3 are antiferromagnetic semiconductors, indicating their potential 

applications in low-dimensional magnetic and spintronic devices. The Néel temperatures for 

bulk FePS3, NiPS3 and MnPS3 are 123, 155 and 78 K, respectively [83]. The magnetic properties 

of FePS3 can be well described by the Ising model, while NiPS3 and MnPS3 are described by 

the anisotropic and isotropic Heisenberg Hamiltonians, respectively [83]. Lee, et al. reported 

that FePS3 remains Ising-type antiferromagnetic ordering down to the monolayer limit [76]. 
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Specifically, they performed temperature dependent Raman measurement where the Néel 

temperature can be determined based on the change of the phonon structure. When the crystal 

undergoes an antiferromagnetic transition, the structure of the phonon mode P1 (Figure 2-17(a)) 

changes from four separated peaks (𝑃1𝑎 − 𝑃1𝑑) to a broad one P1 as temperature increases above 

Néel temperature. Similar properties are also exhibited by NiPS3 and MnPS3 [84, 85]. Figure 

2-17(b) shows the bulk magnetic susceptibility of FePS3, exhibiting the Néel temperature at 

117 K and indicating a greater change in susceptibility along the c-axis than along a- and b- 

axes, i.e., the magnetic ordering is the Ising type. McCreary, et al. performed magnetic-field 

dependent Raman of FePS3 at T=5 K, and found that  𝑃1𝑑 can split into two components  𝑃1𝑑
1  

and 𝑃1𝑑
2 , where the frequency of 𝑃1𝑑

1  (𝑃1𝑑
2 )  decreases( increases) with increasing magnetic field, 

as shown in Figure 2-17(c). It indicates that 𝑃1𝑑 mode is actually a magnon [86].  

 

 

Fig. 2-17. (a) Temperature dependence of Raman spectra for bulk FePS3. (b) Temperature dependence of 

magnetic susceptibility along a- or b- (gray spheres) and c- (black spheres) axes. From ref. [76]. (c) Magnetic-

field dependent Raman of FePS3 at T=5 K, showing the splitting of 𝜓4 into two components, 𝜓4
(1)

 and 𝜓4
(2)

, 

where the frequency of 𝜓4
(1)

 (𝜓4
(2)

)  decreases( increases) with increasing magnetic field. From ref. [86]. 
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2.2.3 Van der Waals heterostructures  

Van der Waals heterostructures (vdWH) can be easily achieved by selecting constituent 

layers with desired properties. The interlayer bonding is realized through very weak van der 

Waals forces. It has two prominent advantages compared to transitional semiconductor 

heterostructures, i.e. a rotational degree of freedom and a less request for lattice constant 

matching [7, 87]. Thus, vdWHs provide a versatile platform for the study of novel physical 

phenomena, e.g. interlayer excitons with high binding energy [88, 89], and device applications, 

like field effect transistors [90], optoelectronic devices [7], spintronics [91].   

From the point of view of band alignment, there are three types of possible heterostructures, 

as shown in Figure 2-18. In the case of type I, the conduction band minimum (CBM) and the 

valence band maximum (VBM) of the narrow band gap material (NBG), i.e. material A, are 

located inside the wide band gap material (WBG), i.e., material B. Due to the band offset, 

electrons and holes excited in the WBG transfer into NBG, as indicated by arrows. The carriers 

are then confined in the NBG, which promotes radiative recombination and is desirable for 

light-emitting application. Such a structure design has already been used in double 

heterostructure laser [92, 93], which was honored in 2000 with the Nobel Prize in Physics for 

H. Kroemer and Zh. Alferov. Specifically, the NBG material GaAs is sandwiched between two 

layers of WBG materials AlGaAs with n- and p-doped. Electrons and holes from n- and p-

doped AlGaAs transfer to GaAs under forward bias. Thus, electrons and holes both present in 

GaAs, recombine and emit photons. This can increase the laser efficiency. In type-I vdWHs, 

carriers can be confined in NBGs even within the monolayer. Zheng, et al reported that the PL 

emission of WS2 monolayer is enhanced by up to 106-fold in WS2/PbI2 heterostructure [94]. 

This PL enhancement in NBG has also been shown for MoTe2/WSe2, GaSe/GaTe, GaS/GaSe 

heterostructures [95, 96].  



28 
 

 

Fig. 2-18. Type-I, type-II and type-III band alignment in semiconducting heterostructures.  

In the case of type-II band alignment, the CBM and VBM are located in different materials, 

as shown in the middle panel in Figure 2-18. Holes photogenerated in material A diffuse into 

material B, while electrons photogenerated in material B diffuse into material A. In TMDCs 

vdHWs with type-II band alignment, electrons and holes are confined in different materials and 

form so-called interlayer excitons. In WSe2/MoSe2, the occurrence of interlayer excitons is 

observed with the appearance of additional PL emission at energies lower than the intralayer 

excitons of a single layer [88, 89]. The lifetime of interlayer excitons can be enhanced up to 

100 ns [97]. An interlayer exciton is optically bright if its kinematic momentum is zero (i.e., 

when the CBM and VBM are matched in momentum space) [98]. Therefore, an interlayer 

exciton is bright or dark is affected by the band structure and the size of the Brillouin zone of 

its constituent layers. This explains the reason why the interlayer exciton is mostly observed in 

TMDC vdHWs [99], e.g. WS2/WSe2, MoS2/MoSe2, MoS2/WS2, etc. 

In type-III band alignment (right panel of Figure 2-18), the conduction band edge of 

semiconductor A lies below the valence band edge of semiconductor B. This type of 

heterojunction can be treated like a semimetal that has no bandgap and the states are available 

for holes or electrons at all energies. 

Taking into account the unique and different properties for MoSe2 and FePS3, we expect 

heterojunction made of MoSe2 and FePS3 can reveal previously unknown phenomena in the 

field of optoelectronics.  
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Chapter 3. Experiment techniques and device fabrication 

3.1 Ion implantation  

Ion implantation is an industry-standard method for semiconductor doping, which can 

introduce energetic ions to the surface region of a target sample and modify its chemical 

composition. Compared to other doping techniques, ion implantation has the following 

advantages: i) precise control of the depth distribution of dopants in the samples; ii) the doping 

concentration can be higher than the solid solubility; iii) high efficiency, good homogeneity and 

reproducibility, etc. Heavily doped semiconductors are desired for plasmonic applications 

operated in the near- and mid-infrared spectral range. In this work, n-type GaAs with the carrier 

concentration higher than the equilibrium solid solubility is prepared for mid-infrared 

plasmonics. Samples are fabricated by ion implantation followed by sub-second annealing.  

During the ion implantation process, energetic ions strike the host matrix and travel a 

“drunkard’s” path through the crystal as their directions are changed due to collisions between 

the ions and the host atoms (including nuclei and electrons). Finally, the ions will stop at some 

depth. The initial energy of the ions is usually several tens of keV, which is much higher than 

the lattice energy and can stimulate elastic collisions between pairs of nuclei. The second 

component of scattering is due to inelastic collisions with electrons. The energy loss per unit 

penetration depth S is given by 𝑆 = (
𝑑𝐸

𝑑𝑥
)𝑛𝑢𝑐𝑙𝑒𝑎𝑟 + (

𝑑𝐸

𝑑𝑥
)𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐.  Depending on the ion energy 

and ion mass, during single collision cascade many host atoms can be recoiled away from their 

lattice positions. This disturbs the perfect crystal structure. If the ion fluence is above a 

threshold, an amorphization of the implanted layer can be observed. The depth profile of the 

implanted ions follows a Gaussian stopping distribution, which is related to the projected range, 

Rp, the standard deviation ΔRp, and the implantation fluence Φ. The relationship between those 

parameters can be expressed as follows:  

𝑁(𝑥) =
𝛷

√2𝜋𝛥𝑅𝑝
𝑒𝑥𝑝 [−

(𝑥−𝑅𝑝)
2

2(𝛥𝑅𝑝)
2]                      (3-1) 

Where 𝑁(𝑥) is the concentration of the implanted ions at depth position x, and the 

exponential term equals to 1. Consequently, the peak concentration Np can be described as: 

𝑁𝑝 =
𝛷

√2𝜋𝛥𝑅𝑝
                                                      (3-2) 
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In addition, ion implantation allows for achieving a box-like depth profile of impurities in 

the solid. This can be done using a multiple implantation with difference energies and fluences. 

Ions implanted with higher energy stop in the host deeper than ions implanted with lower 

energy. By proper designing of the ion fluence and energy, homogeneous doping concentration 

over the depth of a few hundred nanometer is possible. This can be simulated by using software 

Stopping and Range of Ions in Matter (SRIM) [100]. Figure 3-1 shows the depth profile of Te 

implanted into GaAs with three different implantation energies and fluences. The implantated 

layer has thickness of about 300 nm and the Te concentration is of about 4.9×1019 cm-3. In order 

to avoid channeling effect during the ion implantation (ions traveling without significant large-

angle scattering), all the samples in this study are tilted by 7° with the respect to the ion beam.  

 

Fig. 3-1. Depth profile of Te implanted into GaAs with three implantation energies and fluences. Specifically, 

100 keV with a fluence of 1.0×1014 cm-2, 200 keV with a fluence of 1.1×1014 cm-2 and 480 keV with a fluence 

of 6.3×1014 cm-2. Such a procedure gives a Te peak concentration of about 4.9×1019 cm-3. 

3.2 Flash lamp annealing and pulsed laser annealing 

 In order to activate dopants and repair the damage of implanted layer, high temperature 

annealing is necessary after the implantation process. In this work, two types of sub-second 

annealing methods are employed, i.e., flash lamp annealing (FLA) in milliseconds and pulsed 

laser annealing (PLA) in nanoseconds. Both annealing techniques are different from the 

traditional annealing method, e.g. furnace annealing (FA) or rapid thermal annealing (RTA), 

which are techniques based on the thermal equilibrium conditions. Using FA or RTA the 
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maximum dopant concentration which can be incorporated into the solids is limited by the solid 

solubility. For dopant concentration higher than the solid solubility, the segregation and clusters 

formation are observed during conventional annealing. Sub-second annealing, e.g. FLA and 

PLA, is non-thermal-equilibrium annealing process. The use of short time annealing can 

suppress the dopant diffusion and eliminate the possibility of cluster formation. Figure 3-2 

shows the depth distribution of S in GaAs before and after the FLA for 10 ms with the peak 

temperature of about 1100 °C [52]. S was implanted with energies of 10 or 30 keV. The depth 

distribution and concentration of dopants are defined by ion implantation parameters. 

Apparently, independent of the implantation energy, during annealing only very slight diffusion 

of S is observed, which means that the ms-flash lamp annealing highly suppresses the dopant 

diffusion during the high temperature recrystallization process. 

 

Fig. 3-2. S distribution in as-implanted and annealed GaAs:S samples with the ion implantation of 10 and 30 

keV obtained by secondary ion mass spectrometry.   

Figure 3-3 shows the scheme of millisecond-range flash lamp annealing (FLA) tool [52]. It 

is composed of 12 Xe-lamps with the size of 25 cm long each and a reflector to homogenize 

the flash light deposited on the sample surface. The emission spectrum of the Xe-lamps covers 

the broad wavelength range from 300 up to 800 nm. This means that the samples absorbing 

light in the UV-visible spectral range, e.g. GaAs, can be effectively annealed using this FLA 

system. Xe lamps are ignited by a bank of capacitors charged with high voltage, which provides 

pulse of energy. By manipulating the capacity or the resistance in the discharge R-L-C circuit, 

the flash duration can be tuned. The flash pulse can be changed between 0.3 and 20 ms with the 
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highest energy density of about 140 J/cm2. The maximum temperature that can be achieved 

within the single flash pulse strongly depends on the annealed substrates. Moreover, the peak 

temperature is limited by the melting point of the annealed semiconductor, e.g., for Si it is about 

1400 oC while for GaAs the peak temperature is about 1150 oC. However, during the FLA 

process the peak temperature should not exceed the melting temperature due to surface 

degradation and fast diffusion of dopants in the liquid phase. Therefore, the ion implanted layer 

treated by FLA recrystallizes usually via solid-phase epitaxy regrowth. This one is done at 

slightly lower than the melting point of the materials being processed. Importantly, during the 

ultra-short time annealing most of energy is deposited close to the surface which allows to 

anneal thin films deposited on the temperature-sensitive substrates like polymers or glass.  

 

 

Fig. 3-3. Basic scheme of a FLA tool used for semiconductor wafer processing. From ref. [101]. 

 

Fig 3-4. Excimer laser system applied for pulsed laser annealing.  
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Beside FLA, another sub-second annealing method, i.e., pulsed laser annealing (PLA), is 

used to anneal ion implanted GaAs samples. A XeCl excimer laser with a wavelength of 308 

nm and a repetition rate of 10 Hz is guided onto the sample. Figure 3-4 shows the excimer laser 

system applied for PLA. The pulse duration is fixed at 28 ns. The laser spot is homogenized 

and focused by a fly-eye homogenizer as a 5×5 mm2 square spot. The energy of the spot is 

manipulated by a manual attenuator in the range from 0.15 to 1.2 J/cm2. The laser light is 

absorbed close to the surface and converted rapidly to heat. For certain pulse energy the 

implanted region melts within first nanoseconds and remains liquid for a few hundred 

nanoseconds. Then, the implanted layer solidifies and recrystallizes by a rapid liquid-phase 

epitaxial regrowth. During such a process the concentration of dopants which can be 

incorporated into the semiconductor can be a few orders of magnitude higher than the 

equilibrium solid solubility. In rapid liquid-phase epitaxy, the solidification front moves at the 

velocity of a few m/s that is extraordinary in materials processing. The molten layer can be 

much thicker than the penetration depth of the UV photons in the annealed sample and should 

be a bit thicker than the implanted layer to achieve a better recrystallization. This process results 

in an epitaxial film of the desired semiconductor alloy with implanted atoms remaining within 

the molten layer.  In this work, PLA is mainly used to activate dopants in 300 nm thick GaAs 

implanted with Zn, S and Te, and FLA is employed for the thinner implanted GaAs of about 

100 nm.    

3.3 Hall effect measurement  

Electrical and magneto-transport characterization of heavily doped GaAs were performed 

by a Lake Shore 9700A Hall Measurement System in cryogenic setups applying high magnetic 

field (-4 to 4 Tesla) by a superconducting magnet.  The temperature range is from 3 to 400 K 

controlled by Helium cooling and heating system. The detectable limitation for resistance is in 

the range of 0.04 mΩ to 200 GΩ for electrical measurements. GaAs samples have the size of 5 

× 5 mm2. Van der Pauw method is used for the electrical and magneto-transport study.  

Figure 3-5 shows a common van der Pauw (vdP) geometry used for electrical 

characterization of GaAs samples [102]. The vdP geometry is adopted to measure the electrical 

properties of a sample of any arbitrary shape with the thickness much thinner than the width, 

i.e., approximately two-dimensional. For the resistivity measurement, a current can be applied 

to terminal 1 and 2, and the voltage can be detected at terminal 3 and 4. A resistance in the 

horizontal direction can be calculated based on the Ohm’s law: R12,34 =
𝑉34

𝐼12
. By changing the 
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current polarity and switching the current-voltage detection channel, R21,43, R34,12, R43,21 can 

be obtained. Thus, an averaged resistance in the horizontal direction is described as follows: 

𝑅h =
R12,34 + R34,12 + R21,43 + R43,21

4
          (3 − 3)   

Likewise, R23,41 for the vertical edge can be obtained. The averaged resistance in the vertical 

direction is shown by: 

𝑅v =
R23,41 + R41,23 + R32,14 + R14,32

4
              (3 − 4)      

Finally, the actual sheet resistance RS is deduced based on the van der Pauw formula [103]:  

𝑒−𝜋𝑅v/RS + 𝑒−𝜋𝑅h/RS = 1                                   (3 − 5) 

The electrical resistivity ρ can be obtained by ρ = RSd, where d is the thickness of the 

sample.  

For the Hall effect measurement, an external magnetic field with the direction perpendicular 

to the sample surface is needed. It can introduce the Lorentz force to the flowing carriers. In the 

vdP geometry, when current I24 is applied to the sample under a positive magnetic field (positive 

z-direction), the Hall voltage V13, P is recorded due to the Lorentz force. Similarly, by reversing 

the magnetic field direction, current direction or switching current-voltage applying-detection 

channels, V13, N, V24, P, V24, N, V31, P, V31, N, V42, P and V42, N can be recorded. Note that negative 

Hall voltage is also obtained here. The averaged Hall voltage VH is the mean value of absolute 

eight Hall voltages. The sheet carrier density 𝑛𝑆 and mobility μ are estimated by following 

equations [104]:  

𝑛𝑆 =
𝐼𝐵

𝑞|𝑉𝐻|
                                       (3 − 6) 

 μ =
1

𝑞𝑛𝑠𝑅𝑆
                                   (3 − 7) 

where the unit of sheet carrier density and the Hall mobility is cm-2 and cm2V-1s-1, respectively. 

𝐼 represents the current, B stands for the magnetic field, q is the elementary charge (q = 

1.602×10-19 C) and RS is the sheet resistance. 
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Fig. 3-5. Schematic representation of resistivity and magneto-transport measurements using common van der 

Pauw geometry for a square sample [105]. The small squares at the corner with numbers represent the 

electrical contacts. The magnetic field direction is perpendicular to the sample plane.  

3.4 Mechanical 2D flake transfer 

 

Fig. 3-6. Exfoliation and transfer process of van der Waals flakes. (a) Van der Waals bulk crystal (MoSe2). 

(b) Blue Nitto tape. (c) Schematic of the MoSe2 flake transferred from the Nitto tape on SiO2/Si substrate. 

2D flake can stay on a substrate after blue tape contacted and stripped away from substrate. (d) Sketch of 

using a micromanipulator to precisely fabricate heterojunctions made of different 2D flakes. 

Mechanical exfoliation with the scotch tape is an easy and mature method to obtain van der 

Waals flakes with different thickness down to monolayer. Figure 3-6(a) and (b) show a MoSe2 

crystal and a blue Nitto tape used in the exfoliation process. The general process for this method 

is that the scotch tape can hold 2D flakes after contacting with the vdW crystal. After repeating 

the contact-release process several times, i.e., mainly by exerting a normal force to the flakes, 

flakes become thinner and thinner. Then, by contacting the tape and the SiO2/Si substrate, 

exfoliated flakes can be transferred on to substrates for the follow-up research. Figure 3-6(c) 
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illustrates the “scotch tape” method for preparing thin flakes. SiO2 with the thickness of 90 nm 

is used in our study since it gives a good contrast for monolayer and bilayer vdW flakes. 

For the preparation of vdW heterostructures, a micromanipulator (Figure 3-6(d)) is used. 

With the micromanipulator we can precisely align and stack different flakes together. Here, we 

first transfer flakes from the scotch tape to polydimenthylsiloxane (PDMS) films stuck to a 

glass slide. The targeted flakes on the transparent PDMS stamp and the underlying substrate 

are visible under the optical microscope. The position of substrate can be controlled with a 

piezo electric xyz-stage. After alignment of the flakes on the PDMS and on the substrate in the 

xy- direction, the piezo z-stage is moved until both flakes are in contact. The parameters like 

substrate temperature, pressure, contact duration are crucial for the successful heterojunction 

formation.  

3.5 Photolithography and EBL 

Photolithography with UV Mask Aligner Süss MA6 is employed to prepare pre-pattered 

gold contacts for 2D materials. This is one of the most effective techniques to fabricate electrical 

contacts for the characterization of 2D materials. Figure 3-7 shows the step by step 

photolithography process. The SiO2/Si substrate is firstly coated with promotor AR300-800 

using spinning speed of 3000 rpm, and then the coating layer is baked for 5 min at 150 °C. After 

this, negative photoresist maN-1420 is spin coated with the speed of 3000 rpm and baked for 2 

min at 115 °C. The photoresist is exposed under UV light through a photomask. Next, the 

sample is placed into a developer solution maD 533 for 2 min and immersed in stopper DI-

water for 2 min. The resulting pattern in the photoresist layer on the substrate can be used as an 

evaporation mask for metal contacts e.g., Ti/Au. At the end, the photoresist is dissolved in 

acetone bath followed by isopropanol (IPA) bath for cleaning, i.e., the lift-off process. The 

metal contacts remain only in the unexposed regions, and the rest is removed together with 

photoresist. The pre-patterned gold contact is preferred for 2D flakes which are unstable at 

ambient conditions, since it does not require additional time for the follow-up metal deposition 

or electron-beam lithography (EBL) processes.   

EBL is also used in this study to fabricate gold contacts on the top of 2D flakes. In such a 

case the vdW flakes are firstly transferred on the substrate and then the metal contacts are 

deposited. The details about EBL is not presented here, since EBL has very a similar working 

principle like photolithography. In contrast to photolithography, EBL uses a focused electron 

beam scanning to draw custom shapes on a surface covered with an electron-sensitive film, e.g., 

polymethyl methacrylate resist (PMMA), hydrogen silsesquioxane (HSQ), etc. The resolution 
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can go down to sub-10 nm. Since vdWH devices are varied in size, shape and position on the 

substrate, therefore, the EBL can be an excellent method to locate targeted sample and fabricate 

contacts.  

 

Fig. 3-7. Schematic of using photolithography to prepare pre-patterned gold contact for 2D materials. Step1: 

a Si substrate with 90 nm SiO2. Step 2: promotor and negative photoresist are spin-coated on top of the 

substrate. Step 3: after baking, the photoresist layer is exposed to UV light with a photomask. Step 4: the un-

exposed photoresist region is removed in a developer solution. Step5: Ti/Au deposition. Step 6: pre-patterned 

gold contacts are obtained after the lift-off process. 
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Chapter 4 Plasmonic and magnetotransport properties of 

heavily doped GaAs 

Ion implantation of S and Te followed by sub-second flash lamp annealing with peak 

temperature about 1100 oC is employed to obtain metallic n++-GaAs layers. The electron 

concentration in annealed GaAs is as high as 5×1019 cm-3, which is several times higher than 

the doping level achievable by alternative methods. We found that heavily doped n++-GaAs 

exhibits positive magnetoconductance in the temperature range of 3-80 K, which is attributed 

to the magnetic field suppressed weak localization. By fitting the magnetoconductance results 

with Hikami-Larkin-Nagaoka model, it is found that the phase coherence length increases with 

increasing carrier concentration at low temperature and is as large as 540 nm at 3 K. The 

temperature dependence of the phase coherence length follows 𝑙∅ ∝ 𝑇𝜂 (𝜂~0.3), indicating 

defect-related scattering as the dominant dephasing mechanism. In addition, the high doping 

level in n-type GaAs provides the possibility to use GaAs as a plasmonic material for chemical 

sensors operating in the infrared range.  

 

This chapter is prepared for publications:  

 

Juanmei Duan, Changan Wang, Lasse Vines, Lars Rebohle, Manfred Helm, Yu-Jia Zeng, 

Shengqiang Zhou and Slawomir Prucnal, Increased dephasing length in heavily doped GaAs, 

submitted to New Journal of Physics. FLA is done by S. Prucnal. Ion implantation is done by 

IBC at HZDR. All the measurements and analysis were done by the thesis author. The thesis 

author also wrote the manuscript. 

 

Juanmei Duan, Qi Li, Wanchun Wu, Lars Rebohle, Yuehui Lu, Glen Yen-Hsun Lin, Yu-Jia 

Zeng, Minghui Hong, Manfred Helm, Shengqiang Zhou and Slawomir Prucnal, Mid-infrared 

plasmonics in heavily doped GaAs, to be submitted (2021). The etching was done by G. Lin 

from national Taiwan Univ. All the measurements, simulation and analysis were done by the 

thesis author. The thesis author also wrote the manuscript. 
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4.1 Introduction 

In disordered electron systems, the electrons can be localized, which leads to weak 

localization (WL) and eventually Anderson insulators [106]. WL is a quantum mechanical 

effect where the constructive interference occurs between two electron waves traveling along a 

closed path in an opposite direction, leading to a suppression of conductivity. Under the action 

of a magnetic field, the two waves acquire a phase difference and the interference conditions 

are violated and causing a positive magnetoconductance (PMC, or negative magnetoresistance 

(NMR)). The theory of PMC in doped semiconductor was proposed decades ago [107] and 

explained by WL on the metallic side of the insulator-metal transition (IMT) [62, 63]. PMC has 

already been reported in δ-doped layers in GaAs [108], GaAs quantum wells [66] and 

GaAs/AlxGa1-xAs heterostructures [109]. In the above-mentioned cases, the large amount of 

carriers are confined within a thin layer. However, unlike heavily doped Si and Ge epilayers 

[63, 110], PMC in GaAs epilayers has rarely been reported, due to the doping limitation for n-

type GaAs. PMC in GaAs epilayers has not yet been reported in metallic-like n-type GaAs with 

carrier concentration above 1018 cm-3, due to the n-type doping limitation. Moreover, although 

PMC effect has been reported in n-type GaAs film in the insulator-metal transition regime with 

carrier concentration in the order of 1016 cm-3 film, it is highly dependent on electron-electron 

interaction effect including orbital and Zeeman contributions [61, 62]. Specifically, Monsterleet 

et al., have showed a PMC effect in n-GaAs close to the metal-insulator transition, in which the 

electron concentration is 2.9×1016cm-3 [62]. In addition, Gilbertson et al., have reported a weak 

localization with a 2D to 3D crossover in n-type GaAs with the doping level of 4×1017cm-3 as 

temperature increases from 2 to 50 K [61]. The reason for the doping limitation in GaAs is 

mainly due to the compensating effect. Si is the most common n-type dopant for GaAs. 

Unfortunately, Si in GaAs is an amphoteric dopant, which limits the effective electron 

concentration to the level of about 5×1018 cm-3 [111, 112]. Specifically, for high doping level, 

Si occupies both Ga and As sites, donating both electrons and holes simultaneously, which 

causes compensation effect and decreases the effective carrier concentration.  

A reasonable alternative for n-type doping in GaAs is choosing shallow donors from group 

VI, i.e. chalcogens like S, Se or Te [31, 113-115]. Chalcogens in GaAs are located at the 

substitutional positions replacing As and donate electrons. But it is rather surprising that the 

limit of the electron concentration of around 1019 cm-3 is a universal feature existing in group 

VI donors as well, although it is higher than in Si-doped GaAs. The saturation of the electron 

concentration for chalcogen doped GaAs is due to intrinsic defects, mainly triple negatively 
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charged gallium vacancies (VGa) bonded with donors [33]. With increasing doping level, the 

Fermi energy shifts up towards the conduction band, reducing the formation energy of VGa. 

This effect increases the number of VGa, which compensates the donors and leads to a saturation 

of the electron concentration [31].  

In this work, ion implantation followed by sub-second annealing, in particular millisecond 

(ms)-range flash lamp annealing (FLA) is used to achieve high doping levels in GaAs. The 

ultra-doped GaAs layers are prepared by implanting S and Te (as donors), and Zn (as acceptors) 

ions into intrinsic GaAs wafers. n++ doping for GaAs in the range of 1019 cm-3 has been realized 

for both S and Te dopants. The highest obtained electron concentration for S doped GaAs 

reaches 5×1019 cm-3, which is much above the equilibrium solid solubility of S in GaAs (~1019 

cm-3) [31], and it is three orders of magnitude higher than the room-temperature critical carrier 

concentration of 1.6×1016 cm-3  required for the insulator-metal transition (IMT) in GaAs [50]. 

The n++-GaAs (100) layer of around 100 nm thickness exhibits positive magnetoconductance. 

The magnetoconductance can be well fitted with the Hikami-Larkin-Nagaoka (HLN) model, 

which allows for the estimation of the phase coherence length (𝑙∅). At 3 K 𝑙∅ is estimated as 

large as 540 nm for both S and Te doped GaAs, which is substantially longer than the previously 

reported values in other semiconductors, e.g. ~325 nm in Ge at 1.6 K and ~100 nm in ZnO at 5 

K [57, 63, 64]. In addition, this unprecedented high electron concentration expectedly meets 

the requirement for GaAs as a plasmonic material with lower material losses due to a smaller 

effective mass compared with other heavily doped semiconductors [23]. 

4.2 Experimental details 

Semi-insulating (100) GaAs wafers were implanted at room temperature with S, Te and Zn 

ions with energies of 55, 160 and 100 keV, respectively. The wafers were tilted by 7° with 

respect to the ion beam to avoid channeling effect. Before ion implantation, the required ion 

fluences and the implantation energies, which determine the dopant concentration and 

distribution in the implanted layer, were calculated using stopping range of ions in matter 

(SRIM) simulations [100]. Figure 4-1 shows the concentration profiles of Zn, S and Te with the 

highest fluence in GaAs obtained by SRIM-code simulation. We assumed that the heavily 

doped layer has the average thickness of about 100 ±10 nm, which corresponds to the ion 

distribution where the dopant concentration decreases to 10% of the maximum concentration 

(marked with grey area). The peak concentrations of the implanted dopants are in the range of 

3×1019 ~ 2×1020 cm-3. The detailed information about the sample parameters is listed in Table 

4.1. After ion implantation but prior to FLA, a 100 nm thick SiO2 layer was deposited by plasma 
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enhanced chemical vapor deposition at 200 ºC. The SiO2 capping layer was used to prevent the 

decomposition of GaAs during the high temperature annealing process. After annealing, the 

capping layer was removed by wet etching in 10% HF:H2O solution. GaAs samples were 

annealed by FLA at an energy density of 115 J·cm-2 for 20 ms, which corresponds to a peak 

temperature of about 1100 oC. The details about the FLA system used to anneal implanted 

samples and the calculation of the temperature during FLA process can be found in Ref. [101]. 

Note that millisecond-range annealing can suppress the dopant diffusion in GaAs, which is 

reported in our previous work [52]. It means that the thickness of doped layer after FLA remains 

at around 100 nm. The energy difference between the Fermi level and the conduction band (n-

type) or the valence band (p-type) resulting from the band filling in degenerated GaAs is 

deduced from Eq. (4-6). 

TABLE 4.1. Sample definition and related parameters: implantation energy, ion fluence, peak 

concentration (obtained from SRIM simulation), carrier concentration, and the energy 

difference between the Fermi level and the conduction band (n-type) or the valence band (p-

type) originated from the band filling in degenerated GaAs based on Eq. (4-6). 

Samples 

ID 

 

Dopants 

Energy  

(keV) 

Fluence  

(cm-2) 

Peak ion 

concentration 

from SRIM 

(×1019 cm-3) 

Measured 

carrier 

concentrations 

(×1019 cm-3) 

 EF-Ec (Ev) 

(eV) 

0.07% S S 55 2×1014 2.9 1.3 0.213 

0.16% S S 55 5×1014 7.2 2.3 0.244 

0.32% S S 55 1×1015 14 5.2 0.281 

0.08% Te Te 160 2×1014 3.7 0.43 0.123 

0.21% Te Te 160 5×1014 9.2 0.69 0.179 

0.42% Te Te 160 1×1015 18.5 3.7 0.272 

0.07% Zn  Zn 100 2×1014 3.1 2.9 -0.079 

0.17% Zn  Zn 100 5×1014 7.6 6.9 -0.183 

0.34% Zn  Zn 100 1×1015 15 10.9 -0.189 
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The Rutherford backscattering spectrometry (RBS) measurements were performed with a 

collimated 1.7-MeV He+ beam of the Rossendorf van de Graff accelerator with a 10-20 nA 

beam current at a backscattering angle of 170°. The crystalline quality of heavily doped GaAs 

layers before and after FLA were estimated from random and channeling RBS spectra. The 

channeling spectra were collected by aligning the sample to make the impinging He+ beam 

parallel to the GaAs [001] axes. The structural properties of implanted and annealed samples 

were also investigated by micro-Raman spectroscopy. The Raman spectra were collected in a 

backscattering geometry in the range of 100 to 600 cm-1 with the resolution of 0.1 cm-1 using a 

532 nm Nd:YAG laser and a liquid nitrogen cooled silicon based charge-coupled device 

camera. The laser power was 3.2 mW and the diameter of the laser spot was 0.8 μm. The spectra 

are taken in Z(YY)Z configuration. The optical properties were investigated by 

photoluminescence (PL) under a continuous wave green laser (532 nm) excitation with a 

maximum excitation power up to 10 mW with the diameter of the laser spot of 0.8 m. The PL 

signal was collected with a liquid nitrogen cooled InGaAs detector and optical spectrometer 

with the resolution of 0.2 nm. The focal length of the spectrometers for both Raman and 

photoluminescence is 800 mm.  

Fourier-transform infrared spectroscopy (FTIR) measurements were performed at room 

temperature using a Bruker Vertex 80v FT-IR system. The electric field distributions in the n++ 

GaAs based antenna were numerically calculated with a commercial software COMSOL 

Multiphysics using a finite element method. For saving calculation resources, a simplified 2D 

numerical calculation was performed with electric field polarization parallel to the long axis of 

the antenna. Floquet periodic boundary conditions were employed for considering a periodic 

array. 

Electrical properties were measured in van der Pauw geometry using a commercial 

Lakeshore Hall System with a magnetic field perpendicular to the sample plane and swept from 

-4 T to 4 T in the temperature range of 3-300 K. The electrical contacts for Hall Effect 

measurements were made by indium. According to current-voltage curves, all contacts were 

confirmed to be ohmic.  
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Fig. 4-1. Concentration distribution of Zn, Te and S in implanted GaAs obtained by SRIM code simulation. 

4.3 Results and discussion 

4.3.1 Structural properties 

Figure 4-2 shows the RBS random and channeling (RBS/R and RBS/C) spectra for Zn, S 

and Te implanted GaAs samples with the highest doses before and after annealing. A non-

implanted virgin GaAs is included as the reference. Since RBS/R spectra for all the samples 

including virgin GaAs are overlapping, only one representative spectrum is shown. The RBS/C 

spectra for as-implanted samples exhibit a broad damage peak with higher backscattering yields 

at the sample surface (from 1260 to 1370 keV), which is attributed to lattice damage introduced 

by the ion implantation. After FLA, the RBS/C of Te-doped sample reveals a minimum 

backscattering yield χmin (the ratio of the aligned to random yields) of about 11.0 %, which is 

comparable to the value of 7.8% determined for the virgin GaAs samples. The slightly higher 

yield χmin can be due to a bit lower crystal quality than the virgin one. The RBS/C spectra 

obtained from samples doped with S and Zn after annealing overlap with the spectrum of the 

virgin GaAs in the near surface region, indicating a complete recrystallization of the implanted 

layer. For virgin GaAs and in samples after annealing, in all RBS/C spectra the Ga (1320 keV) 

and As (1350 keV) related surface peaks are well-separated, which confirms the formation of 

high quality layers. The presented results show that the non-equilibrium millisecond-range FLA 

can effectively recrystallize the ion implanted GaAs without surface decomposition which is 

otherwise commonly observed after conventional high temperature annealing (above 800 oC) 

[116].    
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Fig. 4-2. RBS random and channeling spectra obtained from the as-implanted and annealed 0.34% Zn, 0.42% 

Te and 0.32% S samples. Symbol-lines and solid-lines represent RBS/C spectra for the three as-implanted 

and annealed samples, respectively. The annealing was performed using FLA at an energy density of 115 

J·cm-2 for 20 ms.  

4.3.2 Plasmonic properties 

Figure 4-3(a) and (b) show the normalized Raman spectra from virgin, as-implanted and 

annealed GaAs samples. The Raman spectra of as-implanted samples (cyan curves) exhibit a 

broad phonon band, which indicates that the doped layers are totally amorphized. This is in 

good agreement with RBS results. After FLA, the transverse optical (TO) and longitudinal 

optical (LO) phonon modes clearly appear for all samples. Due to the selection rules of the 

Raman scattering, only the LO phonon mode should be detected in (100) GaAs [117, 118], as 

shown for virgin GaAs in the lower panel of Figure 4-3(a). However, for annealed samples, the 

observed phonon mode located at the position of the TO phonon (about 268 cm-1) is more 

prominent than the peak at the LO phonon mode position. This is due to the coupling between 

the LO phonon mode and the carrier-related plasmon mode, i.e. the coupled LO‐phonon 

plasmon mode (CLOPM) [119-121]. In polar semiconductors like GaAs, the LO phonon 

couples strongly with the collective oscillations of the free-carrier system (plasmons). Figure 

4-3(a) shows the experimental and fitting results using Gaussian deconvolution for Zn-doped 

GaAs samples. The broadening and the increase of the intensity of the CLOPM mode were 

observed with increasing doping /carrier concentration. The Stokes Raman scattering rate by 

the CLOPM mode can be written in the long-wavelength limit by taking into account both the 

allowed deformation potential and electro-optical contribution as follows [119, 122]:  
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 𝐼𝑠(𝜔) = 𝐴(𝑛𝜔 + 1)
[𝜔𝑇𝑂

2 (1 + 𝐶) − 𝜔2]2

(𝜔𝑇𝑂
2 − 𝜔2)2

× 𝐼𝑚[−1 𝜀(𝜔)⁄ ]         (4 − 1) 

where A is an  𝜔-independent constant factor, 𝑛𝜔 is the Bose-Einstein distribution, C is the 

Faust-Henry coefficient, 𝜔 is the angular frequency, 𝜔𝑇𝑂 is the frequency of the TO mode, and 

𝜀(𝜔) is the dielectric function, which is given by [122]: 

 𝜀(𝜔) = 𝜀∞ [1 +
𝜔𝐿𝑂

2 − 𝜔𝑇𝑂
2

𝜔𝑇𝑂
2 − 𝜔2 − 𝑖γ𝜔

−
𝜔𝑃

2

𝜔2 + 𝑖Γ𝑃𝜔
]          (4 − 2) 

where 𝜀∞ is the high-frequency dielectric constant, 𝜔𝐿𝑂 is the frequency of the LO mode, γ is 

the LO damping factor, and  Γ𝑃 is the plasma damping constant. 𝜔𝑝 is the (screened) plasma 

frequency, which can be obtained by: 

𝜔𝑃
2 =

𝑛𝑒2

𝑚𝑒
∗𝜀∞𝜀0

               (4 − 3) 

where 𝜀0 is the vacuum permittivity, 𝑚𝑒 
∗ is the average electron effective mass, and n is the 

electron concentration. For p-type samples, n is replaced by p (hole concentration) and 𝑚𝑒
∗  is 

replaced by the heavy hole effective mass 𝑚ℎℎ
∗ .  

According to the equations 4-1 to 4-3, 𝐼𝑠(𝜔) ∝ 𝑝, which explains the increase of the 

intensity of the CLOPM with increasing dopant concentration. Moreover, the weak TO phonon 

mode (blue curves) observed in Zn-doped samples is due to the disorder effect originating from 

the high dose implantation. It causes the breakdown of the Raman selection rules [117, 118].       

In the n-type GaAs case, see Figure 4-3(b), the lower branch of the CLOPM mode is located 

exactly at the TO phonon mode position and is insensitive to the change of the carrier 

concentration. n-type III-V semiconductors are characterized by high carrier mobilities and low 

carrier effective masses. In this case, the lower branch (ωL-) and upper branch (ωL+) of CLOPM 

should be observed. A theoretical model applying for 𝜔𝐿± can be described by equation (4-4) 

[123].  

𝜔𝐿±
2 =

1

2
(𝜔𝐿𝑂

2 + 𝜔𝑃
2 + Γ𝑃𝛾) ±

1

2
√(𝜔𝐿𝑂

2 + 𝜔𝑃
2 + Γ𝑃𝛾)

2
− 4𝜔𝑃

2𝜔
𝑇𝑂

2
              (4 − 4)      

where the damping constant Γ𝑃 of the plasma oscillation can be written as follows [116]:  

 Γ𝑃 = 𝜏−1 =
𝑒

𝜇𝑚∗
             (4 − 5) 
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where 𝜇 is the mobility of the free carriers, and 𝜏 is the momentum relaxation time. We assume 

that the phonon mode observed at the position of the TO phonon mode originates from ωL-, 

since ωL- reaches the TO phonon energy at high carrier concentration. The upper-frequency 

mode (ωL+) evolves from a phonon-like to a plasmon-like character with increasing carrier 

concentration [123, 124], see Figure 4-3(c). The calculated plasma frequencies, using equation 

(4-3), for p-type and n-type GaAs are also shown in Figure 4-3(c). For Zn-doped GaAs, the 

CLOPM peak is much broader than for n-type GaAs, due to the higher plasmon damping Γ𝑃 (~ 

700 cm-1) in p-type GaAs. Therefore, in p-type GaAs only one overdamped CLOPM mode is 

found [121]. Due to the lower effective mass for electrons than for holes, with an identical 

carrier concentration, the plasma frequency (p) for n-type GaAs is higher than that for p-type 

GaAs. Hence, the tuning of the plasma frequency is easier in the n-type GaAs. This makes n-

type GaAs a potential material for mid-infrared plasmonic chemical sensors [23, 28].  
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Fig. 4-3. (a) and (b) show the Raman spectra obtained from virgin, as-implanted and annealed GaAs samples. 

(c) shows the Raman shift of the phonon mode and the plasma frequency p versus concentration for heavily 

doped p-type and n-type GaAs calculated using eq. 4-3 and eq. 4-4: green circles-upper branch of the CLOPM 

phonon mode; blue squares-lower branch of the CLOPM phonon mode; black diamonds-plasma frequency 

for p-type GaAs; red triangles-plasma frequency for n-type GaAs.  
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Figure 4-4(a) shows the reflectivity spectra of n++ GaAs samples with different electron 

concentrations of 7.7×1018, 2.0×1019, 4.0×1019 and 7.6×1019 cm-3, respectively. Note that the 

samples here have a thickness of 300 nm in order to get a strong optical signal of implanted 

layer. The detailed information about the sample parameters is listed in Table 4.2. The spectrum 

of a virgin GaAs wafer is shown for reference. All spectra show an abrupt decrease of 

reflectivity (plasma edge) and reach a minimum value Rmin at different wavenumbers between 

1400 and 2700 cm-1. More importantly, the plasma frequency is tuned to higher wavenumber 

by increasing carrier concentration of GaAs, which is in agreement eq. 4-3. The spectra shown 

in Fig. 4-4(a) indicate the lowest damping factor for sample 4, which can be explained by the 

highest dopant activation efficiency and lowest defect concentrations.  

We explore the application of such highly-doped plasmonic GaAs by numerically modeling 

the response of antenna structures based on this material. Single-arm plasmonic antennas are 

modeled with COMSOL Multi-physics 2D simulation. The target material in this simulation is 

sample 4 with electron concentration of 7.6×1019 cm-3. The electric field polarization is parallel 

to the antenna axis. The height of the antenna is fixed to 0.3 µm. The antenna length sizes vary 

from 0.8 to 5 µm and the incident wavelengths sweep from 17 to 50 µm (200-580 cm-1). The 

simulated reflection spectra are presented in Figure 4-4(b). Two surface plasmon resonances 

labeled with R1 and R2 are clearly observed, experiencing a red shift and becoming broader 

with increasing the antenna length. It is due to the retardation effects, including both the 

polaritonic red shift and the increased radiation damping resonance with increasing long-arm 

sizes [125, 126].  

Each resonance corresponds to specific modes in the near-field. Fig. 4-4 (c) and (d) present 

the electric field distribution for L=2 µm with the incident wavelength λ corresponding to 20 

and 35 µm, respectively. The high field intensity, or the so-called hot spots, is located at the 

n++ GaAs/substrate interface for λ= 20 µm, marked as resonance 1 (R1), as seen in Fig. 4-4(c). 

Fig. 4-4(d) shows the hot spots located in the whole short edge of the antenna near both the n++ 

GaAs/substrate and n++ GaAs/air interfaces, labeled as resonance 2 (R2). The electric field 

enhancement suggests that n++ GaAs is promising for a high sensitivity plasmonic application 

in Mid-infrared range. 
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TABLE 4.2. Sample definition and related parameters: implantation energy, ion fluence, peak 

concentration (obtained from SRIM simulation), annealing parameters, carrier concentration 

obtained from Hall effect measurement.  

Samples 

ID 

 

Dopants 

Energy  

(keV) 

Fluence  

(cm-2) 

Peak ion 

concentration 

from SRIM 

(×1019 cm-3) 

Laser energy 

density of pulsed 

laser annealing 

(J/cm2) 

Measured 

carrier 

concentrations 

(×1019 cm-3) 

S1 S 200 9.9×1014 5 0.6 1.3 

  70 2.8×1014    

S2 S 200 2.1×1015 50 0.7 2.3 

  70 5.6×1014    

S3 Te 480 6.5×1015 50 0.6 5.2 

  200 1.2×1015    

  100 1.0×1015    

S4 Te 480 6.5×1015 50 0.7 5.2 

  200 1.2×1015    

  100 1.0×1015    
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Fig. 4-4. (a) Room-temperature reflectance of n++ GaAs samples with different electron concentrations: 

7.7×1018, 2.0×1019, 4.0×1019 cm-3 and 7.6×1019. The reflectance spectrum of non-intentionally doped GaAs 

is shown for reference. Dotted-lines are the fitting results obtained from a multilayer model based on transfer 

matrix method. From the fitting results, plasma frequency (𝜔𝑝) defined as the zero-crossing frequency of 

function real part of permittivity (ε') can be tuned from 745 to 1740 cm-1. (b) Mid-infrared plasmon 

resonances in sample 4 based single arm antenna simulation with COMSOL. The simulated reflection spectra 

with varying the arm length and incident wavelength indicates two resonance labeled with R1 and R2. (c) 

and (d) Electric field distribution of sample 4 based single-arm antenna; the incident wavelength is 20 and 

35 µm, respectively. 

 

4.3.3 Photoluminescence 

Figure 4-5 shows the normalized room-temperature PL spectra obtained from GaAs samples 

doped with 0.32% S, 0.42% Te or 0.34% Zn after green laser excitation. The PL spectrum of 

virgin GaAs is shown for reference. The penetration depth of the green laser in GaAs is deeper 

than the thickness of the doped layer, therefore the presented PL spectra are a superposition of 

the PL emission collected from the top implanted layer and from the undoped substrate. The 
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PL emission from the undoped substrate is expected to be located at the same position as that 

observed from virgin GaAs. After deconvolution of the PL spectra with two Gaussian peaks, 

the PL emission from the doped and undoped layers can be distinguished, as visualized with 

shadow areas and green dash-dot lines (see Figure 4-5). The substrate peaks labeled with green 

lines are in different positions for three doped samples, which could be related to the doping 

induced strain effect. Note that the peak at about 900 nm from the n-type GaAs layer is 

attributed to defect-related emission [127]. It is clearly visible that the peak positions of the 

0.32% S- and 0.42% Te-doped samples exhibit a blue shift with respect to the virgin GaAs (see 

the violet area in Fig. 4-5). On the contrary, the 0.34% Zn doped sample shows a red shift (see 

the red area in Fig. 4-5). The blue shift in n-type GaAs is mainly due to the filling of the 

conduction band with carriers leading to the Fermi level upshift above the conduction band 

minimum. Likewise, in p-type GaAs, the Fermi level downshifts below the valence band 

maximum. The energy difference between the Fermi level and the conduction band (or valence 

band) follows the equation (4-6) [55]: 

𝐸𝐹 − 𝐸𝐶 (𝐸𝑉) =
ℏ2

2𝑚𝑒
∗ (3𝜋2𝑛)2/3   (4-6) 

where n is the free carrier density and 𝑚𝑒
∗  is the electron effective mass. For p-type samples, n 

is replaced by p (hole concentration) and 𝑚𝑒
∗  is replaced by the heavy hole effective mass 𝑚ℎℎ

∗ . 

The calculation results are listed in Table 4.1. Taking into account the position of the Fermi 

level, all the doped samples are degenerate semiconductors expecting to show metallic-like 

behavior.  

 

Fig. 4-5. Normalized room-temperature PL spectra obtained from 0.32% S, 0.42% Te or 0.34% Zn samples. 

The PL spectrum of virgin GaAs is shown for comparison.   
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High-level doping can also induce bandgap narrowing, which lowers the electron energies 

as compared to a non-interacting carrier system. The spatially redistributed electrons reduce the 

long-range Columbic interaction energy. As a result, the interaction energy reduces the total 

energy of the electron system. The change in energy gap follows a 1/3 power law of the doping 

concentration, ∆𝐸𝑔 ∝ 𝑛1/3[32] . The bandgap narrowing causes the downshift of the conduction 

band minimum. However, the band filling effect in n-type GaAs prevails causing the blue shift 

of the PL peak position [128, 129]. The red shift of the PL emission in heavily doped p-type 

GaAs (the radiative recombination of heavy holes and free electrons) is dominantly attributed 

to the bandgap narrowing effect, leading to the decrease of emitted photons energy [32, 54, 55, 

130-132].  

4.3.4 Transport properties 

Figure 4-6 (a) shows the carrier concentration at 300 K as a function of dopant concentration 

obtained from Zn, S and Te implanted GaAs followed by FLA. In the case of p-type GaAs (Zn 

doped), the highest hole concentration is 10.9×1019 cm-3, while the maximum electron 

concentration for n-type GaAs doped with S is as high as 5.2×1019 cm-3. High p-type doping of 

GaAs is easier than n-type doping. On one hand, this is due to the higher solid solubility of 

acceptors than donors in GaAs. On the other hand, the higher formation energy for VAs in p-

type GaAs than VGa in n-type GaAs decreases the probability for the formation of acceptor-

vacancy (e.g. Zn-VAs) complexes compared with the formation of donor-vacancy complexes 

(e.g. S-VGa) [31, 133]. This is in agreement with previous reports that high hole concentrations 

can be relatively easily achieved in GaAs. For example, using Be as the acceptor in GaAs, hole 

concentration as high as 1021 cm-3 is possible [37]. Therefore, the much higher hole 

concentration obtained from Zn-doped GaAs compared to the electron concentration measured 

from S or Te doped GaAs is not surprising.  

The effective Bohr radius of shallow-donor bound electrons in n-type GaAs with effective 

mass of 0.067 𝑚e  is 𝑎B =103 Å and the critical concentration of donors for IMT in GaAs at room 

temperature is 𝑛𝑐=1.6×1016 cm-3 [50]. That means that all the investigated n-type GaAs samples 

are highly degenerate semiconductors and supposed to exhibit metallic behavior. Since the 

larger effective mass leads to smaller Bohr radii (𝑚∗ ∝  
1

𝑎𝐵
), for the Zn-doped p-type GaAs, the 

effective Bohr radius is about 15.6 Å. The critical hole concentration for IMT at room 

temperature in p-type GaAs is around 4.1×1018 cm-3, based on the Mott theory of the IMT as 

described by equation (4-7) [32, 49]. 
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𝑛𝑐
1/3𝑎B = 0.26 ± 0.05         (4 − 7) 

 where 𝑎B is effective Bohr radius, and 𝑛𝑐 is the critical electron concentration. Therefore, the 

presented p-type GaAs samples are expected to be also degenerate semiconductors like n-type 

GaAs.  

 

Fig. 4-6. (a) The carrier concentration and (b) the Hall mobility at 300 K as a function of dopant concentration 

obtained from implanted GaAs followed by FLA. (c) Temperature-dependence of the sheet resistance of 

doped GaAs in the temperature range of 3 K to 300 K.   

Figure 4-6(b) shows the carrier mobility at 300 K as a function of dopant concentration. The 

mobility for n-type GaAs and p-type GaAs is in the range of 283~733 and 42~28 cm2/(V·s), 

respectively. The decrease of the carrier mobility with increasing carrier concentration is mainly 

attributed to electron-electron scattering and carrier scattering by the impurities, which is 

typical for heavily doped semiconductors [134]. Figure 4-6(c) shows the temperature-

dependence of the sheet resistance obtained from implanted GaAs followed by FLA. p-type 

GaAs with the lowest Zn concentration (0.07% Zn) exhibits a different behavior from other 

samples. This is due to the lower hole concentration. The other samples show nearly 

temperature-independent sheet resistivity as expected for degenerate semiconductors.  

Figure 4-7 shows the magnetoconductance of n-type and p-type GaAs samples. The 

conductance data is described by equation (4-8) and shows the change in the conductivity of 

measured sample under magnetic field (G(B)) relative to the zero field (G(0)) conductivity.  

∆𝐺 =  𝐺(𝐵) − 𝐺(0) =
1

𝜌(𝐵)
−

1

𝜌(0)
       (4-8) 

where ρ(0) and ρ(B) are the resistivity of measured samples without and with magnetic field. 

Obviously, at low temperature, the n-type GaAs samples show PMC at low magnetic field (< 

0.3 T), while p-type GaAs exhibits negative MC in the whole magnetic field range. The theory 

of PMC is extensively studied for heavily doped semiconductors [110, 135]. In weakly 
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disordered semiconductors, it is explained that the multiple random elastic scattering of 

electrons from impurities leads to the quantum interference phenomena [57, 106]. Quantum 

interference can introduce the WL effect, which significantly influences the temperature 

dependent electron transport mechanisms. WL arises because of the self-interference of time-

reversed electronic waves backscattered from impurities. It leads to an enhanced probability of 

carrier backscattering, and therefore results in an enhanced resistivity. The magnetic field 

applied normal to the plane of carrier motion breaks the time reversal symmetry, and suppresses 

the weak localization, leading to a PMC or named negative magnetoresistance (NMR). Note 

that in n-type GaAs, the weak localization corrections were first developed in the limit of weak 

disorder, when kF 𝑙 >>1 (kF is the Fermi wavelength, and 𝑙 is the mean free path). For our n-

type GaAs shown in this manuscript, kF 𝑙 = 11-26 (estimated from the free-electron theory, kF𝑙 

= ℏ(3π2)2/3/e2ρn1/3 ) [136].  

There are alternative two- and three-dimensional fitting models for n-type GaAs. The 3-D 

model can be written as [106]: 

∆𝜌

𝜌
=  −𝛼𝜌

𝑒2

2𝜋2ℏ
√

𝑒𝐵

ℏ
𝐹(𝑥)         (4-9) 

where 
∆𝜌

𝜌
 is the fractional change in resistivity due to the applied magnetic field, 𝛼 is a 

coefficient between 0 and 1 that is thought to represent the Coulomb screening, 𝑒 is the 

elementary electronic charge, ℏ is Planck’s constant, B is the applied magnetic field, and 𝜌 is 

the resistivity. F(x) is the Hurwitz zeta function given by [137]: 

𝐹(𝑥) =  ∑ [2(𝑛 + 1 + 1/𝑥)1/2 − 2(𝑛 + 1/𝑥)1/2 − (𝑛 + 1/2 + 1/𝑥)−1/2]∞
𝑛=0   (4-10) 

where 𝑥 is a dimensionless quantity defined by 𝑥 = 4𝑒𝐷𝜏∗𝐵/ℏ, D is the electron diffusion 

constant, τ* is the electron inelastic-scattering lifetime, and the phase coherence length 𝑙𝜙 = 

√𝐷𝜏∗. In the high magnetic field regime (> 0.3 T), MC is dominated by the parabola-like (B2) 

dependence, originating from the Lorentzian deflection of carriers under perpendicular 

magnetic field. The electron executes cyclotron orbits, thereby shortening the mean free path, 

and thus decreasing the conductance [138]. We accounted for this by fitting the transport data. 

However, the fitting quality provides a worse description to experimental results, as exemplarily 

shown in Figure 4-7(b) with the orange line for 0.42% Te.  

Using the Hikami-Larkin-Nagaoka (HLN) 2D model [60, 63, 139]: 
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𝐵
)]         (4-11) 

where 𝛹(𝑥) is the digamma function of a physical variable 𝑥 [140] and 𝛽 is a constant of 1 (or 

-1/2) corresponding to weak localization (weak anti-localization). 𝐵∅ =
ħ

4𝑒𝑙∅
2 is a magnetic field 

defined by a phase coherence length 𝑙𝜙 (𝑙𝜙 =  √𝐷𝜏𝜙).  𝐵𝑠𝑜 =
ħ

4𝑒𝑙𝑠𝑜
2  is the characteristic 

magnetic field defined by the spin-orbit length 𝑙𝑠𝑜, which can lead to weak anti-localization 

effect. Since at high magnetic field the conductance is dominated by the large quadratic 

background (B2 dependence) from the Lorentz force, the final fitting of the conductivity was 

performed using equation (4-12).   

∆𝐺 (𝐵)𝐹𝐼𝑇 = ∆𝐺 (𝐵)𝐻𝐿𝑁 + 𝐶𝐵2   (4-12) 

where C is a measurement temperature related parameter [63], while in the fitting process of 

temperature range of 3-80 K, it keeps nearly constant.  

The solid curves in Figures 4-7(a) and (b) correspond to the fits with Eq. (4-12). The theory 

of weak localization in two-dimensional provides an excellent description of the transport 

results. Figure 4-7(c) shows the magneto-transport data obtained from p-type GaAs exhibiting 

the negative MC. This phenomenon is commonly explained by weak anti-localization 

originating from spin-orbit coupling, which has already been reported in heavily doped p-type 

Ge [63], and in some topological insulator materials [141]. However, by fitting the transport 

curve of the p-type GaAs using Eq. (4-12), we found that 𝑙𝑠𝑜 is negligibly small compared to 

𝑙𝜙, which excludes the assumption that the negative MC in p-type GaAs can be attributed to 

the strong spin-orbit coupling. Here, the negative magnetoconductivity in p-type GaAs is 

attributed to the Lorentzian force instead of a weak-antilocalization.  

Figures 4-7(d) and (f) show the phase coherence length and spin-orbit length as a function 

of carrier concentration at 3 K. As expected, the phase coherence length is comparable or larger 

(80~540 nm) than the thickness of the doped layer (100 nm), confirming that the system is 

quasi-two dimensional and justifies the use of HLN model.  
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Fig. 4-7. Magneto-transport properties in heavily doped GaAs samples. (a), (b) and (c) show the MC 

measured at 3K for GaAs:S, GaAs:Te and GaAs:Zn samples with different doping concentrations. Symbols 

are experimental points and solid lines are fitting results based on weak localization theory using the HLN 

model, Eq. (4-12). The orange line in Figure (b) shows the 3-D model fiting result for 0.42% Te. (d) and (f) 

show the phase coherence length 𝑙∅ and the spin-orbit length 𝑙𝑠𝑜 at 3 K for n-type GaAs as a function of 

carrier concentration. (e) and (g) show the temperature dependent phase coherence length 𝑙∅ and spin-orbit 

length 𝑙𝑠𝑜, respectively. 
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The electron dephasing time 𝜏𝜙 corresponds to 0.5-38 ns with 𝑙𝜙 varying from 80 to 540 

nm. The error bars for the phase coherence length and the spin-orbit length in Figure 4-7 

indicate the 95% confidence intervals of the fits. The 10% percent inaccuracy of the carrier 

concentration is due to the inaccuracy in determining the thickness of the doped layer. For the 

0.07 % S sample, we are unable to extract a proper phase coherence length and spin-diffusion 

length owing to the bad quality of the experimental data fittings, thus the discussion will focus 

on the rest of the n-type GaAs samples.  

Figure 4-7(d) shows that 𝑙𝜙 increases from 80 to 540 nm with increasing the electron 

concentration from 5×1018 to 5×1019 cm-3. Similarly, an enhancement of 𝑙𝜙 with increasing 

carrier concentration by applying back gating voltage is reported in low dimensional systems. 

Koester et al. have reported that in Si/Si0.7Ge0.3 quantum wells, at 1.3 K the phase coherence 

length can be tuned from 170 to 690 nm by increasing sheet electron concentration from 

4.15×1011 to 4.85 ×1011 cm-2 [142]. Premasiri et al. have showed that for a multilayer indium 

monoselenide (InSe), at 2.2 K 𝑙𝜙 increases from 40 to 65 nm as the back gating voltage 

increases from 23 to 48 V, corresponding to an increase in sheet electron concentration from 

3×1012  to 13 ×1012 cm-2 [143]. The increase of 𝑙𝜙 is commonly attributed to the enhanced 

diffusion parameter and the increased Fermi velocity [144]. Figure 4-7(e) illustrates 

temperature dependent 𝑙𝜙, which decreases with increasing temperature and follows  𝑙∅ ∝ 𝑇𝜂 

power law. The reported value 𝜂 = -1/2 is ascribed to the dephasing mechanism being related 

to electron-electron collision with small energy transfer (or the ‘Nyquist dephasing’) in 2D 

systems [144, 145]. Since the electron-phonon scattering also plays a role in the inelastic 

scattering mechanism in heavily doped n-type GaAs, it could explain the value of  𝜂 between -

0.24 and -0.38 as shown in Figure 4-7(e). Moreover, the phase coherence length of about 540 

nm for samples 0.42% Te and 0.32% S at 3 K could not fit with this power law, which may be 

related to the stronger screening of charged impurities at electron concentration reaching 5 

×1019 cm-3 [64]. It means electrons can obtain a longer phase memory before they are scattered 

by impurities, leading to an enhanced weak-localization for samples 0.42% Te and 0.32% S at 

3 K. The  𝑙∅ as large as 540 nm at 3 K in this study is comparable with the values obtained in 

Si/Si0.7Ge0.3 quantum well systems [142], which is desirable for quantum device applications.   

Figure 4-7(f) show the extracted 𝑙𝑠𝑜 in the range of 29-48 nm for five heavily doped n-type 

GaAs samples. For Te doped GaAs, it shows a decreased 𝑙𝑠𝑜 with increasing the electron 

concentration. This is due to the reduced spin relaxation time 𝜏𝑠𝑜 since  𝑙𝑠𝑜 =  √𝐷𝜏𝑠𝑜. Dzhioev 

et al. have studied the spin relaxation time in GaAs by the optical orientation method [146]. It 
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was found that 𝜏𝑠𝑜 decreases with increasing electron concentration in the metallic regime. With 

increasing the donor concentration from 1016 to 1019 cm-3, the spin relaxation time decreases 

from 100 to 0.04 ns. Using  𝑙𝑠𝑜 =  √𝐷𝜏𝑠𝑜, we have estimated 𝜏𝑠𝑜 in our Te-doped GaAs in the 

range of 0.06 and 0.18 ns. The decrease of 𝜏𝑠𝑜 was explained by Dyakonov-Perel (DP) spin 

dephasing mechanism [146]. It applies to materials without the inversion symmetry, like groups 

III-V (such as GaAs) and II-VI (ZnSe) compound semiconductors, where the inversion 

symmetry is broken by the presence of two distinct atoms in the Bravais lattice. However, in 

our case Figure 4-7(g) illustrates that at temperature range of 3-80 K, 𝑙𝑠𝑜 for n++ GaAs is 

insensitive to temperature, which suggests spin precession is due to carrier collisions with 

phonons or impurities named Elliott-Yafet (EY) spin relaxation mechanism instead of DP 

mechanism [147]. J. M. Kikkawa and D. D. Awschalom also reported that the EY mechanism 

dominates the spin precession process in n-type GaAs below 30 K [148]. For S doped GaAs, 

𝑙𝑠𝑜 is generally larger at a similar electron concentration. Since heavier elements have stronger 

spin-orbit coupling (SOC), GaAs:Te gives rise to a shorter spin relaxation time than in GaAs:S. 

This explains the different behavior of 𝑙𝑠𝑜 for GaAs:Te and GaAs:S samples. 

4.4 Conclusion 

In summary, heavily doped GaAs samples synthesized by ion implantation followed by non-

equilibrium annealing process are systematically investigated regarding their electrical and 

optical properties. We have shown that weak localization is responsible for the positive 

magnetoconductance in n-type GaAs samples. By fitting the magnetotransport data with the 

HLN model, the extracted phase coherence length and the spin-orbit length are as large as 540 

and 48 nm, respectively, implying heavily doped GaAs as a potential material for quantum 

devices and spintronic application. Moreover, the unprecedented high electron concentration 

(5×1019 cm-3) extends the possibilities of using GaAs as chemical sensors based on plasmonic 

effect. 

 

 

 

 

 



59 
 

Chaper 5 Enhanced trion emission in monolayer MoSe2 by 

constructing a type-I van der Waals heterostructure 

Trions, quasi-particles consisting of two electrons combined with one hole or of two holes 

with one electron, have recently been observed in transition metal dichalcogenides (TMDCs) 

and drawn increasing attention due to potential applications of these materials in light-emitting 

diodes, valleytronic devices as well as for being a testbed for understanding many-body 

phenomena. Therefore, it is important to enhance the trion emission and its stability. In this 

study, we create a MoSe2/FePS3 van der Waals heterostructure (vdWH) with type-I band 

alignment, which allows for carriers injection from FePS3 to MoSe2. At low temperatures, the 

neutral exciton (X0) emission in this vdWH is almost completely suppressed. The ITrion/Ix0 

intensity ratio increases from 0.44 in a single MoSe2 monolayer to 20 in this heterostructure 

with the trion charging state changing from negative in the monolayer to positive in the 

heterostructure. The optical pumping with circularly polarized light shows a polarization for 

trion emission in MoSe2/FePS3 of 14%. Moreover, forming such type-I vdWH also gives rise 

to a 20-fold enhancement of the room temperature photoluminescence from monolayer MoSe2. 

Our results demonstrate a novel approach to convert excitons to trions in monolayer 2D TMDs 

via interlayer doping effect using type-I band alignment in vdWH.  

 

Presented results were published as: J. M. Duan, P. Chava, M. Ghorbani-Asl, D. Erb, L. Hu, A. 

V. Krasheninnikov, H. Schneider, L. Rebohle, A. Erbe, M. Helm, Y. J. Zeng, S. Q. Zhou and 

S. Prucnal,  Enhanced trion emission in monolayer MoSe2 by constructing a type-I van der 

Waals heterostructure, Adv. Funct. Mater. 31.40 (2021): 2104960. The thesis author fabricated 

the samples, performed the measurements and wrote the manuscript. P.C. assisted for the 

sample preparation. M.G.A and A.V.K. performed the theoretical calculations. D.E and P.C. 

performed the AFM measurement. A.V.K., H.S., L.R., M.H., A.E., Y.J.Z., S.Z. and S.P. revised 

the manuscript. All authors are involved in the results discussion. 
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5.1 Introduction 

Two-dimensional (2D) transition metal dichalcogenides (TMDCs), MX2 (M=Mo, W; X=S, 

Se, Te) with a hexagonal crystal structure are an exciting class of materials [2-4]. Monolayer 

TMDCs feature a direct bandgap, a large binding energy of neutral exciton (X0) of up to several 

hundred meV because of the reduced dielectric screening, valley-selective optical coupling due 

to the lack of inversion symmetry and a strong spin-orbit coupling [1]. Excitons in TMDCs can 

often trap an electron (X-) or a hole (X+) to form so-called trions [1, 75, 149, 150]. With these 

exotic features and tunable bandgaps from visible to near-infrared regions, TMDCs are 

considered as a highly desired material class for the next generation optoelectronic and valley-

based electronic applications [151].  

Stacking 2D layered materials with pre-selected properties will give rise to the formation 

of van der Waals heterostructures (vdWHs) with atomically sharp and near-defect-free 

interfaces, which may exhibit novel physics and possess versatile properties [5-7]. So far, the 

most extensively studied TMDC vdWHs include MoS2-MoSe2 [152], MoS2-WS2 [153, 154], 

MoS2-WSe2 [155, 156], MoSe2-WSe2 [88], MoSe2-WS2 [157] and WS2-WSe2 [158]. Their band 

alignment is found to be staggered type-II, where the conduction band minimum (CBM) and 

valence band maximum (VBM) are located in the wider-bandgap (WBG) and narrower-

bandgap (NBG) materials, respectively. Electrons and holes can be spatially separated, which 

results in the formation of the interlayer excitons and consequently in quenching of the 

photoluminescence (PL) in their component layers [153].  

However, the type-I band alignment, which is common in conventional semiconductor 

heterostructures like GaAs-AlGaAs, is very rarely reported in vdWHs. The CBM and VBM of 

type-I band alignment are both located in the NBG layer [159]. Therefore, in the heterojunction 

with type-I band alignment, carriers will flow only from the WBG to the NBG material. 

Consequently, in the NBG layer, the carrier concentration increases and its PL intensity is 

enhanced [94-96]. Nevertheless, besides the use of hexagonal boron nitride (h-BN) for 

passivation, up to now only a few implementations of the type-I band alignment in 2D materials, 

like PbI2/WS2 [94] and MoS2/ReS2 [159], MoS2/ZnO-QDs [160], have been reported. Those 

papers focus on the charge transfer process at the interface, which leads to a PL enhancement 

of the NBG layer. However, trion and exciton emission behavior in type-I vdWH with TMCDs 

has not yet been investigated. The conversion from excitons to trions controlled by charge 

density can influence the exciton lifetime and leads to a large valley polarization via valley-

selective optical pumping [161]. Since in straddling bands carriers flow only in one direction, 
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by proper selection of WBG materials (n-type or p-type) the charging state of trion can be 

controlled. Moreover, positively charged trions, X+, have a much longer dephasing time than 

negatively charged trions, X- and thus a smaller linewidth, which makes them attractive for 

quantum technology [162].  

In this work, we demonstrate the manipulation of the trion charging state and population in 

monolayer MoSe2 by constructing a vdWH MoSe2/FePS3 with type-I band alignment. FePS3 

with an indirect bandgap is chosen as the WBG semiconductor. The type-I band alignment is 

supported by density-functional theory (DFT) calculation, such that MoSe2 with the narrower 

bandgap acts as the carrier extraction layer and p-type FePS3 is a source of holes. We have 

achieved an enhancement of the trion emission with the IT/IX0 ratio increasing from 0.44 to 20, 

and a 20-fold enhancement of PL emission from the MoSe2 monolayer due to carrier injection 

from FePS3. Moreover, both the exciton emission in a single MoSe2 monolayer and the trion 

emission in MoSe2/FePS3 depend on the chirality of the excitation light, indicating the valley 

polarization selectivity. Our study provides essential insight into the underlying carrier 

transport mechanism and points to potential device application based on type-I band alignment 

vdWH.  

5.2 Experimental Section 

Sample preparation 

The 2D material flakes were mechanically exfoliated through blue tape and then transferred 

onto SiO2/Si substrates (90 nm thick SiO2 on heavily doped Si) by using a polymer stamp 

transfer technique within a nitrogen atmosphere in a glove box environment. This technique 

provides good crystalline quality, intact atomic interfaces and less contamination of the flake 

in comparison with other transfer techniques [163]. Also, pre-patterned electrodes with Ti/Au 

(5/45nm) on SiO2/Si substrates were fabricated by standard photolithography and electron-

beam evaporation processes. To fabricate the MoSe2/FePS3 vdWH, FePS3 was first transferred 

onto the SiO2/Si substrate, and then the monolayer MoSe2 was transferred onto the top of the 

FePS3 flake. For reference, the single MoSe2 monolayer flakes were prepared in the same way. 

Finally, both the vdWH and single MoSe2 flakes were covered with h-BN in order to reduce 

flake contamination and degradation resulting from contact with air.  
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Characterization 

For the micro-PL and micro-Raman measurements, we used a cw frequency-doubled 

Nd:YAG laser for excitation at a wavelength of λ=532 nm. The laser power was controlled by 

introducing neutral density filters. The maximum laser power used here was 3.2 mW to avoid 

heating of the flake. The spot diameter of the laser on the sample was approximately 3 μm, i.e., 

smaller than the size of the target flakes. Both PL and micro-Raman investigations were 

performed in the temperature range from 4 to 300 K using a liquid-He cooled chamber and 

temperature controller. A liquid nitrogen-cooled Si-CCD camera was used to detect the PL 

emission, which is dispersed in a spectrometer. To check the PL polarization of trion and 

exciton in MoSe2, the excitation with circular left-(right-) handed polarized light was 

performed. The measurement was done at 4 K. The thickness of FePS3 is measured with atomic 

force microscopy (AFM) with a Bruker Multimode 8 system, and the thicknesses of MoSe2 

were estimated by optical contrast and confirmed by micro-Raman, PL results. 

Calculation details 

Calculations are done by M. Ghorbani-Asl and A. V. Krasheninnikov. 

Spin-polarized density functional theory (DFT) calculations were performed in the 

framework of the projector augmented wave method using the Vienna Ab initio Simulation 

Package (VASP) code [164]. The generalized gradient approximation (GGA) with the Perdew-

Burke-Ernzerhof (PBE) parametrization was used for the exchange-correlation functional 

[165]. To account for the strong correlation effects among d-orbital electrons of iron atoms, the 

DFT + U method with an effective Hubbard value (U) of 4.5 eV for Fe atoms was employed. 

The plane-wave basis set with a kinetic energy cutoff of 600 eV was used. The Brillouin zone 

of the system was sampled using 8 × 8 × 1 k-mesh for primitive cells and 5 × 5 × 1 k-mesh for 

supercells. London dispersion interactions were included in the total energy as proposed by 

Grimme in the DFT-D2 method [166]. The geometry optimization was carried out until the 

atomic forces were less than 0.01 eV/Å. A vacuum layer of 20 Å perpendicular to the basal 

plane was introduced to implement the isolated slab condition. In order to adopt zigzag 

antiferromagnetic ordering in FePS3, a unit cell of tetragonal shape with 20 atoms was 

considered, as shown in Figure 5-2(a). The heterostructures were constructed by using an 

interface consisting of 1 × 1 unit cell of FePS3 and 1 × 3 unit cells of monolayer MoSe2 

corresponding to a lattice mismatch of only 0.6%. The supercells contain 38 atoms in 2 layers 

and 74 atoms in 4 layers (MoSe2 triple layers+ FePS3 monolayer) configurations.  
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5.3 Results and discussion 

5.3.1 Raman results 

Figure 5-1(a) shows the schematic configuration of MoSe2/FePS3 vdWH covered with a 

few layers of h-BN. Except protecting samples from air, the h-BN encapsulation also reduces 

the linewidth of the trion and exciton emission from the MoSe2 monolayer [162]. The MoSe2 

monolayer was fully laying on the top of FePS3 and the heterostructure area is around 100 µm2 

which is much larger than the laser spot size (about 7 m2). Therefore, all the optical signals 

(including micro-Raman and micro-PL) are coming from the heterojunction. For the reference, 

individual MoSe2 monolayers and FePS3 flakes covered with h-BN were prepared as well. 

Figure 5-1(b) shows the optical microscope image of MoSe2/FePS3 vdWH, where regions with 

magenta and orange outlines represent FePS3 and MoSe2, respectively.  

Figure 5-1(c) and (d) show the Raman spectra of monolayer MoSe2 combined with 22 nm 

(corresponding to 31 layers) FePS3, defined as 1ML MoSe2/31ML FePS3, multilayer FePS3, 

and individual MoSe2 flakes with different thicknesses (1ML, 2ML and multilayer). For MoSe2, 

the A1g mode is an out-of-plane vibration modes in which Se atoms in all layers oscillate in 

phase with reference to the corresponding central Mo atom [167]. Figure 5-1(d) shows the 

micro-Raman spectra taken from the MoSe2 layer with different thicknesses. The peak positions 

of the A1g mode at 240.6 cm-1 for 1ML MoSe2, 241.7 cm-1 for 2ML and 242.3 cm-1 for 

multilayer MoSe2 are in good agreement with previous reports [167], confirming the thickness 

of MoSe2 in our study. Besides the A1g phonon mode, the MoSe2 flake has other Raman active 

phonon modes like 𝐸2𝑔
1  and 𝐵2𝑔

1  visible at about 286.9 cm-1 and 355.7 cm-1, as well as 𝐸1𝑔 at 

169.7 cm-1 for 1ML MoSe2 (see Figure 5-1(c)). Their peak positions shift to lower 

wavenumbers as the number of layers increases and the highest peak intensities are observed 

for the MoSe2 bilayer. The other peaks labeled in Figure 5-1(c) with a, b and c showing much 

broader features especially pronounced in monolayer and bilayer MoSe2 are assigned to second-

order Raman processes [168]. Interestingly, the A1g phonon mode from 1ML MoSe2 in vdWH 

has the same peak position as that from individual 1ML MoSe2, but the peak intensity is 

significantly reduced, probably due to the softening of the phonons by phonon-carrier 

interaction. 

The Raman spectrum from FePS3 is also presented in Figure 5-1(c). FePS3 shows six 

distinguishable peaks labeled with P1-P6. The observed phonon modes are in agreement with 

previously reported ones [76]. The P3-P6 phonon modes are assigned to the (P2S6)
4- bipyramid 
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structures and P1-P2 are related to the Fe atoms and are sensitive to the magnetic coupling 

between Fe atoms [169].  

 

Fig. 5-1. (a) Schematic diagram of a fully h-BN covered MoSe2/FePS3 vdWH on a SiO2/Si substrate. (b) 

Optical image of the 1ML MoSe2 placed on the 31ML FePS3 in vdWH. (c) Raman spectra from the 1ML 

MoSe2, 2ML MoSe2, multilayer MoSe2, 1ML MoSe2/31ML FePS3 vdWH and multilayer FePS3. (d) 

Zoomed-in Raman spectra for the marked region in panel (c) in the range of 230-250 cm-1 under a 532 nm 

laser excitation. All spectra were shifted vertically for clarity. 

Figure 5-2(a, b) show the temperature-dependent Raman spectra from multilayer 

MoSe2/FePS3 heterostructure and multilayer FePS3.  A1g and 𝐵2𝑔
1  peaks of MoSe2 shift to lower 

wavenumber with increasing temperature as shown in Figure 5-2(a). The peaks labeled with 

P1-P6 originate from FePS3 in the heterojunction. Note that at low temperature the P1 phonon 

mode shows several separated sharp peaks including P1a-P1d, which become broad and 

asymmetric with increasing temperature. Especially as temperature increases from 110 to 120 

K, P1a and P1b merge to one broad peak P1. This phenomenon is due to the transition of the 

magnetic state from antiferromagnetic (AF) to paramagnetic (PM) in FePS3 with a Néel 

temperature at 118 K [169]. Figure 5-2(b) illustrates the Raman spectra of multilayer FePS3. It 

shows a similar behavior for P1 mode like FePS3 in MoSe2/FePS3 with increasing temperature 
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to 120 K, which suggests the Néel temperature remains at around 118 K for single multilayer 

FePS3 or after combined with MoSe2. 

 

Figure 5-2. (a) Temperature dependent Raman spectra of a multilayer MoSe2/FePS3 heterostructure and (b) 

Raman spectra obtained from an individual FePS3 flake. 

 

5.3.2. Band alignment from DFT calculations 

We used DFT calculations to investigate the band alignment for monolayer MoSe2/FePS3. 

For the calculations, we have considered a monolayer heterojunction 1ML MoSe2/1ML FePS3 

and a heterojunction prepared of 3ML MoSe2 on monolayer FePS3, as shown in Figure 5-3(a). 

After structural optimization, an average interlayer distance of d = 3.63 Å was found between 

FePS3 and MoSe2. The binding energy between FePS3 and MoSe2 was calculated to be 16 meV/ 

Å2 which is close to the values in other 2D vdWH interfaces [170]. Our electronic structure 

calculations indicate that the MoSe2 monolayer has a direct band gap of 1.33 eV at the K point 

(Fig. 5-4(a)). The FePS3 monolayer shows a quasi-direct bandgap of 2.27 eV where VBM and 

CBM are both located at the Σ point (midpoint of Γ and K points), as shown in Fig. 5-4(b). 
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Although DFT band gap cannot directly be compared to the optical gap measured in the 

experiment, our results are in line with the experimental band gaps (2.2 eV) [171] and the 

theoretical band gap (2.5 eV) for FePS3 monolayer [82]. The slight difference of band gap 

values for FePS3 monolayer between our calculation and the previous theoretical report [82] is 

due to different calculation methods. Based on the electronic structure calculations, the CBM 

of the MoSe2 is lower than that of the FePS3 while the VBM is higher than that of the FePS3, 

forming type-I band alignment, as schematically illustrated in Figure 5-3(b, c). Both 

heterostructures with 1ML-MoSe2 and 3ML-MoSe2 show direct band gaps of 1.51 eV and 1.07 

eV, situated at the Γ point in Figure 5-3 (b, c). The projected densities of states suggest that the 

VBM mainly consists of Mo d and Se p orbitals, whereas the CBM is mainly composed of the 

Mo d orbitals and slight contributions from Fe d states. To further analyze the effect of coupling 

between FePS3 and MoSe2, the average potential profile across the heterostructure and the 

charge difference between the combined system and isolated parts are shown in Figure 5-5. 

Owing to the higher potential energy of MoSe2, the charge is redistributed in the system with 

predominant accumulation at the side of MoSe2 layer facing FePS3.  

 

Figure 5-3. (a) Atomic structure of FePS3/MoSe2, the top and side views. The rectangular unit cell of FePS3 

is indicated by black lines. The hatched red markers illustrate the directions of local spins (up and down, 

checkerboard and striped circles) of zigzag antiferromagnetic order in the unit cell. (b) Calculated electronic 

band structure and density of states (DOS) of 1ML MoSe2/1ML FePS3 and (c) 3ML MoSe2/1ML FePS3 by 

DFT.  
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Figure 5-4. (a) Electronic band structure and density of states (DOS) of MoSe2 monolayer calculated at the 

DFT/PBE level. The spin-orbit coupling (SOC) is considered. (b) First Brillouin zone and high-symmetry k-

points of the hexagonal unit cell (c) Electronic band structure and DOS of FePS3 monolayer calculated using 

the DFT+U method. (d) First Brillouin zone and high-symmetry k-points of the rectangular unit cell. 

 

 

Figure 5-5. (a) Averaged electronic potential along the perpendicular direction of the FePS3/MoSe2 

heterostructure. (b) Difference of the electron densities in the heterostructure and isolated sheets as viewed 

from two directions. Blue areas correspond to an increase in electron density, red to the depletion of the 

electronic charge. 
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5.3.3. Photoluminescence results 

Figure 5-6 (a) shows the room temperature PL (RTPL) spectra of 1ML MoSe2/31ML FePS3, 

and individual MoSe2 monolayer. The RTPL spectra obtained from 2ML individual MoSe2 and 

its heterostructure are presented in Figure 5-6(b). Note that the RTPL measurement was 

performed in air under ambient conditions. Insets show optical images of investigated samples. 

1ML and 2ML MoSe2 are specially chosen here since MoSe2 possesses thickness-dependent 

bandgap features [3, 69], i.e., a direct bandgap for monolayer MoSe2 and an indirect bandgap 

for thicker MoSe2. Similar to Raman spectra, the PL measurements can be used to determine 

the thickness of investigated MoSe2 flakes. All the samples for PL measurement were covered 

with h-BN in order to prevent oxygen/moisture contaminations and obtain a high quality of 

optical emission spectra [172]. Since FePS3 is an indirect band gap semiconductor [82] and its 

photogenerated carriers can quickly relax to MoSe2 due to their type-I band alignment, all the 

PL peaks presented here originate only from MoSe2 flakes. The single MoSe2 monolayer flake 

shows the RT excitonic PL emission at 1.573 eV while the PL emission from 1ML 

MoSe2/FePS3 is slightly blue-shifted to 1.579 eV. More importantly, the heterostructure shows 

20-fold enhancement of PL emission. Since the exciton lifetime in indirect semiconductors is 

generally much longer than in direct ones, the photogenerated carriers in FePS3 can quickly 

diffuse into MoSe2 and radiatively recombine there, which accounts for this giant PL 

enhancement in 1ML MoSe2/31ML FePS3. The PL emission from bilayer MoSe2 on FePS3 

observed at 1.543 eV is enhanced by a factor of 1.3 in comparison to the individual flake. Zhang 

et al. have shown strong enhancement of the exciton emission from WS2 monolayer covered 

with WO3 due to reduction of non-radiative recombination channel and charge transfer within 

the heterostructure [173].As concluded from DFT calculation, 1ML MoSe2/FePS3 shows a 

straddling type-I band alignment between MoSe2 (NBG) and FePS3 (WBG).  

In addition, the conductivity type of single MoSe2 and FePS3 flakes is confirmed by 

electrical measurements presented in Figure 5-7. Figure 5-7(a) shows that the Ids increases with 

increasing positive gate voltage suggesting n-type conductivity of MoSe2. Figure 5-7(b) 

presents the transfer characteristics of multilayer MoSe2 and the on-off ratio of MoSe2 is 

estimated to be ~102 from the curve. Moreover, we calculated the field-effect mobility of MoSe2 

using the equation 𝜇𝐹𝐸 = (
𝐿

𝑊𝐶𝑜𝑥𝑉𝑑𝑠
) (𝑑 𝐼𝑑𝑠 𝑑⁄ 𝑉𝑔), where 𝐶𝑜𝑥 =3.84×10-8 F/cm2 is the 

capacitance per unit area of 90 nm SiO2 between MoSe2 and the back gate, L and W are the 
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channel length of 23 μm and channel width of 20 μm. The calculated field-effect mobility of 

MoSe2 is determined to be 𝜇𝐹𝐸  = 3.1×10-2 cm2 V-1 S-1 at Vds = 0.2 V. It is worth mentioning that 

𝜇𝐹𝐸 of MoSe2 is dependent on applied Vds and higher Vds can lead to a higher 𝜇𝐹𝐸.  Figure 5-

7(c) demonstrates the output characteristics of a multilayer FePS3 transistor at different gate 

voltages. Ids of FePS3 increases with increasing negative gate voltage suggesting p-type 

conductivity of FePS3. MoSe2 and FePS3 possess n-type and p-type conductivity, respectively, 

which is consistent with other reports [79, 174]. 

After forming a heterojunction with type-I band alignment, holes will flow from FePS3 to 

MoSe2 to achieve an equilibrium state (see the middle panel in Figure 5-6(c)). In our case the 

thickness of the MoSe2 is limited to one monolayer (about 0.7 nm), which can be completely 

converted to p-type when combining with 31 ML FePS3. The shallowed areas in Figure 5-6(c) 

indicate the band alignment for 1ML MoSe2/multilayer FePS3. Under excitation, both electrons 

and holes generated in FePS3 can diffuse to MoSe2 with a result of its PL enhancement due to 

type-I band alignment (see the right panel in Figure 5-6(c)). 

The smaller enhancement in 2ML MoSe2/24ML FePS3 is due to the fact that 2ML MoSe2 

is an indirect bandgap semiconductor with much lower radiative recombination rate [69]. Since 

the MoSe2 layer is placed fully on the FePS3 flake, we can exclude the possibility that surface 

charges in the SiO2 substrate can donate carriers into MoSe2, as it was previously reported [172, 

175]. Therefore, in our case only FePS3 can be the extra source of photogenerated carriers in 

MoSe2. A PL emission enhancement for the narrower bandgap material in type-I van der Waals 

heterojunctions has been reported before, e.g. for MoTe2-WSe2 [95], PbI2-WS2 [176], WSe2-

black phosphorus [177], MoS2-ReS2 [159], GaSe-GaTe [96], etc. This distinct feature is 

substantially different from that of the widespread type-II band alignment for TMDCs 

heterostructures, like MoS2-WSe2 [155], MoS2-MoSe2 [152], MoS2-WS2 and WSe2-MoS2 [153, 

178], where the PL emissions of two constituent layers are both quenched along with the 

appearance of an additional interlayer exciton peak with low energy [88, 179].  
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Figure 5-6. (a) RTPL spectra of 1ML MoSe2/31ML FePS3 and 1ML MoSe2-single layer. (b) RTPL spectra 

of 2ML MoSe2/24ML FePS3 and 2ML MoSe2-single layer. Insets are optical images of samples. (c) Band 

alignment of MoSe2/ FePS3: before contact of constituent layers, after contact of constituent layers and under 

laser excitation. The shadowed areas visualize the band alignment for 1ML MoSe2/ multilayer FePS3. (d) PL 

spectra of 1ML MoSe2/31ML FePS3 and single 1ML MoSe2 at 15 K. (e) Normalized TDPL spectra for 1ML 

MoSe2/31ML FePS3 (blue-shaded areas) and 1ML MoSe2 (black-shaded areas). 
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Figure 5-7. (a) Output characteristics of a multilayer MoSe2 transistor at different gate voltages. (b) Transfer 

characteristics of a multilayer MoSe2 transistor measured with Vds = 0.2 V. (c) Output characteristics of a 

multilayer FePS3 transistor at different gate voltages. (d) Transfer characteristics of a multilayer FePS3 

transistor measured with Vds = 0.2 V. The insets in Figure S4 (a) and Figure S4 (c) represents the schematic 

of MoSe2 and FePS3 transistors.  

To shine more light on the interaction and charge transfer between FePS3 and MoSe2, 

temperature-dependent PL (TDPL) measurements were performed. In this measurement, we 

focus on the sample 1ML MoSe2/31ML FePS3. As the reference sample, an individual MoSe2 

monolayer was also investigated. Figure 5-6(d) shows the PL spectra of 1ML MoSe2/31ML 

FePS3 and individual MoSe2 monolayer at 15 K. The peaks at 1.66 and 1.63 eV in both spectra 

correspond to neutral exciton (X) and charged trion (T) emission from the MoSe2 monolayer, 

respectively. The appearance of the trion emission in the individual MoSe2 monolayer is due to 

the unintentional n-type doping as a consequence of impurities attached to reactive 

chalcogenide vacancies or defects in the SiO2 substrate [180-182]. In Figure 5-6(d), we observe 

a giant enhancement of the trion emission and a dramatic suppression of the exciton emission 

(the PL intensity ratio 
𝐼𝑇𝑟𝑖𝑜𝑛

𝐼𝑋
= ~20) for MoSe2 in the heterojunction in comparison with 

𝐼𝑇𝑟𝑖𝑜𝑛

𝐼𝑋
= ~0.44 for individual 1ML MoSe2. The strong enhancement of the trion emission 

implies a strong doping of MoSe2 in vdWH. Again, this agrees well with the definition of type-

I band alignment where carriers can flow only in one direction from WBG to NBG. In heavily 

doped semiconductors excitons can trap free electrons or holes to form trions. This phenomenon 

also can be explained by a model based on the law of mass action [183, 184]:  

𝑁𝑋𝑛𝑒

𝑁𝑇
= (

4𝑚𝑋𝑚𝑒

𝜋ħ2𝑚𝑇
) 𝑘𝐵𝑇 𝑒𝑥𝑝 (−

𝐸𝐵

𝑘𝐵𝑇
)                  (5 − 1) 
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Here NT, NX and ne are trion, exciton and charge carrier concentrations, ħ is the reduced 

Planck’s constant, 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature, 𝐸𝐵 is the trion binding 

energy, 𝑚𝑒 is effective mass of electrons, 𝑚𝑋 and 𝑚𝑇 are exciton and trion effective masses, 

respectively. According to this model, there is a positive correlation between 
𝑁𝑇

𝑁𝑋
 and 𝑛𝑒, i.e.  

𝑁𝑇

𝑁𝑋
 

increases with increasing carrier concentration 𝑛𝑒. Since the concentrations of trions and 

excitons are proportional to their PL intensities (
𝑁𝑇

𝑁𝑋
∝

𝐼𝑇

𝐼𝑋
), it means that doping 

(higher 𝑛𝑒 𝑜𝑟 𝑛𝑝) can lead to a higher PL intensity ratio 
𝐼𝑇

𝐼𝑋
. Besides, the increased trion binding 

energy, which can be modified by the dielectric environment, could also lead to a higher 
𝐼𝑇

𝐼𝑋
. 

Specifically, a lower dielectric constant of the environment can reduce the total screening effect 

on 1ML TMDCs, which can result in a higher trion binding energy and further can contribute 

to a higher 
𝐼𝑇

𝐼𝑋
 [172]. Due to 𝜀𝐹𝑒𝑃𝑠3

<  𝜀𝑆𝑖𝑂2
, it means that FePS3 in vdWHs may provide an 

environment that is more energetically favorable for trion formation in MoSe2/FePS3 than in 

individual MoSe2 being directly contacted with a SiO2 substrate.   

Figure 5-6(e) shows the normalized TDPL spectra for vdWHs (dash-dotted lines) and 

individual 1ML MoSe2 (solid lines). The red shift of exciton and trion peaks for both samples 

is observed with increasing temperature, which is due to temperature-induced bandgap 

shrinkage. Below 50 K, the trion emission gives a pronounced peak and dominates the spectra 

of vdWH, while in individual 1ML MoSe2 the exciton emission dominates the PL spectra 

because of the lower carrier concentration and thus lower trion concentration. At 50 K the trion 

and exciton emissions from the heterojunction have comparable intensity, but with increasing 

temperature the trion emission vanishes. This is due to thermal fluctuations resulting in the 

conversion from trions to excitons. In individual 1ML MoSe2 the trion emission is already 

negligible as compared with the exciton peak at 50 K as a consequence of lower carrier 

concentration. In the temperature range of 90-300 K, only the exciton emission peak is observed 

for both vdWHs and individual MoSe2. Note that we assume FePS3 has no effect on the exciton 

peak position of MoSe2 in vdWHs. In addition, the thermal stability of the trion also depends 

on its charge state. Positively charged trions, X+, have localized holes that are less prone to 

scattering, leading to the reduced line width [162]. 

In order to clarify the charge sign of trions in both systems and to explore their potential 

impacts on valleytronics, we have employed PL excitation with circularly polarized light (see 

Figure 5-8). Using left-(-) or right-handed (+) excitation in both systems, we have seen 

differences in the PL emission. Here, the degree of circular polarization is evaluated as 𝑃𝑐 =
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[𝐼(σ +) − 𝐼(σ −)]/[𝐼(σ +) + 𝐼(σ −)], where 𝐼(σ +) and 𝐼(σ −) correspond to the PL 

intensities under left-(-) or right-handed (+) excitation. In the individual monolayer MoSe2 

the exciton emission is enhanced by 13% for + excitation while the trion emission is almost 

not affected with a small broadening. The exciton emission polarization is resulted from the 

broken inversion symmetry and the strong SOC in monolayer TMDCs [185], which gives rise 

to two inequivalent K+ and K- valleys with different population. Due to the spin-valley locking 

effect, the right-handed (+) circular polarized photon initializes a carrier in the K+ valley and 

the left-handed (-) initializes a carrier in the K- valley, i.e. valley dependent optical selection 

rules [186, 187]. Zeng et.al. reported that 30% valley polarization can be achieved in pristine 

monolayer MoS2 with circularly polarized light pump [187]. For PbI2/WS2 heterostructure with 

type I band alignment, Zhang and coworkers have shown near unity spin polarization in PbI2 

due to the modification of the carrier lifetime [188]. In the heterostructure MoSe2/FePS3, the 

exciton emission is the same for both excitations, while the trion emission exhibits a 

polarization of about 14%. It suggests that no carrier spin polarization is introduced from Ising-

type antiferromagnetic FePS3 to MoSe2. Moreover the trion emission from the heterostructure 

is narrower than from the individual MoSe2 monolayer and the peak position is blue shifted for 

the heterostructure by about 2 meV. Since holes are more localized than electrons in MoSe2, 

X+ are immobile and less prone to scattering, leading to a narrow linewidth of X+ than X- [162]. 

A similar energy difference for the X+ and X- emission and narrowing of the PL emission for 

X+ in MoSe2 were observed by Shepard et al [162]. Therefore, we can conclude that in our case 

negatively charged trions X- form at low temperature in the individual MoSe2 monolayer, while 

in the heterostructures the trions are positively charged due to hole injection from p-type FePS3 

into the MoSe2 monolayer.  
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Figure 5-8. Low temperature PL emission after excitation with left- or right-handed circularly polarized light 

obtained from the heterojunction (a) and from the individual MoSe2 monolayer (b). The inset shows the 

chiral optical selection rules for interband optical transitions in nonequivalent valleys K+ and K- in 

monolayer MoSe2. 

5.4 Conclusion 

In conclusion, we have performed a systematic study of optical properties for a novel 

semiconductor-antiferromagnetic MoSe2/FePS3 vdWH. DFT calculations show the type-I band 

alignment in ultrathin MoSe2/FePS3, which is verified by the PL results. The room temperature 

PL shows 20-fold enhancement of the emission from 1ML MoSe2 in MoSe2/FePS3 vdWH, 

which is due to carrier injection from WBG FePS3 to NBG MoSe2. At low temperatures, the 

intensity ratio between trion and exciton emission increases from 0.44 to about 20. Moreover, 

the heterojunction exhibits trion emission polarization, which makes it attractive for 

valleytronics. Our results present a novel approach to modify the population of trions and 

excitons as well as the trion charge state by forming a heterostructure with type-I band 

alignment. This approach is transferable to many other 2D materials and is opening a broad 

playground for fundamental physics and for valleytronic applications.  
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Chapter 6. Self-driven Broadband photodetector based on 

MoSe2/FePS3 van der Waals n-p Type II heterojunctions 

2D van der Waals materials with broad-band optical absorption are promising candidates 

for next-generation UV-vis-NIR photodetectors. FePS3, one of the emerging antiferromagnetic 

van der Waals materials with a wide bandgap and p-type conductivity, has been reported as an 

excellent candidate for UV optoelectronics. However, a high sensitivity photodetector with a 

self-driven mode based on FePS3 has not yet been realized. Here, we report a high-performance 

and self-powered photodetector based on multilayer MoSe2/FePS3 type-II n-p heterojunction 

with a working range from 350 to 900 nm. The presented photodetector, operating at zero bias 

and at room temperature under ambient conditions, exhibits the maximum responsivity (Rmax) 

of 52 mA W-1 and external quantum efficiency (EQEmax) of 12% at 522 nm, which are better 

than the characteristics of its individual constituents and many other photodetectors made of 

2D heterostructures. The high performance of MoSe2/FePS3 is attributed to the built-in electric 

field in the MoSe2/FePS3 n-p junction. Our approach provides a promising platform for 

broadband self-driven photodetector applications. 

Presented results in this chapter were under preparation for publication: Juanmei Duan, 

Phanish Chava, Mahdi Ghorbani Asl, YangFan Lu, Denise Erb, Liang Hu, Ahmad Echresh, 

Lars Rebohle, Artur Erbe, Arkady V. Krasheninnikov, Manfred Helm, Yu-Jia Zeng, 

Shengqiang Zhou and Slawomir Prucnal, Self-driven broadband photodetector based on 

MoSe2/FePS3 van der Waals p-n Type-II heterojunctions. The thesis author fabricated the 

samples, performed the measurements and wrote the manuscript. P.C. assisted for the sample 

preparation. M.G.A and A.V.K. performed the theoretical calculations. D.E performed the 

AFM measurement.  
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6.1 Introduction 

Two-dimensional (2D) materials are usually characterized by strong in-plane covalent 

bonds and weak out-of-plane van der Waals interlayer bonding. The weak interlayer van der 

Waals interaction allows easy and flexible stacking of different 2D materials to form the so-

called van der Waals heterostructures (vdWHs). vdWHs offer the  great advantage to combine 

different features into single devices and introduce novel physical properties [5-7, 88, 179]. 

Graphene is the first discovered 2D material [189]. Unfortunately, due to the lack of a bandgap, 

the application of graphene in optoelectronic devices is limited. Later, a new family of 2D 

materials, i.e., transition metal dichalcogenides (TMDCs), has been introduced. Usually, 

TMDCs with the structural formula MX2, where M= Mo, W, etc., and X=S, Se, Te, have optical 

bandgaps in the range of 0.8-2.1 eV. Moreover, TMDCs possess interesting and diverse 

physical properties, like the existence of neutral and charged excitons, spin-valley coupling [1], 

and indirect-to-direct bandgap transitions when the thickness is reduced down to one monolayer 

[2-4]. With these unique features, vdWHs consisting of TMDCs open a complete new 

application avenue for optoelectronic devices, like solar cells [8], light emitting diodes [9], and 

photodetectors [10]. However, the relatively small optical bandgap of TMDCs imposes some 

limitation on the harvesting of the ultra-violet (UV) photons. Even though Zhou et al. reported 

that the working range of the MoS2-based photodetector can be extended from the visible to the 

UV range by combining MoS2 flakes with ZnO quantum dots [160], the performance of such 

photodetectors is significantly limited due to the poor interface quality.   

Recently, a new class of 2D materials consisting of transition metal chalcogenophosphates 

(TMCPs) has been discovered with the general formula MPX3, where M=Fe, Ni, Mn and X=S, 

Se. TMCPs exhibit antiferromagnetic properties making them attractive for spintronics [190-

192]. In addition to this, they possess a relatively large bandgap (from 1.3 to 3.5 eV) [193, 194]. 

This makes them excellent candidates for UV photodetectors [79-81].  Ramos et al. have shown 

that the FePS3 few-layer thick photodetector presents an external quantum efficiency (EQE) of 

about 7% with ultra-broad spectral photoresponse [195]. The EQE can be further enhanced by 

applying the heterojunction approach. TMCPs can easily be integrated with TMDCs due to the 

similar atomic structure, aiming for a high-performance broadband optoelectronic device. At 

the same time, although interlayer exciton-magnon coupling in MnPSe3/MoSe2 heterostructure 

has been studied, [196], a vdWH photodetector combining MX2 and MPX3 has not yet been 

reported. Indeed, such a MX2/MPX3 vdWH not only can overcome the band gap limitations of 
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individual van der Waals crystals, but also form a n-p junction, since TMCPs and TMDCs are   

p-type and n-type materials, respectively.  

In this work, we fabricated a broadband, high-performance and self-powered photodetector 

based on MoSe2/FePS3 vdWH. The multilayer FePS3 and MoSe2 have a band gap of around 2.0 

eV and 1.3 eV, respectively. The photocurrent measurements clearly indicate the formation of 

a heterojunction with type-II band alignment between n-type MoSe2 and p-type FePS3. It is 

shown that the photogenerated electrons and holes at the heterojunction are spatially separated 

between MoSe2 and FePS3 due to the built-in electric field at the n-p junction. Analyzing the 

figures of merit including the response time, responsivity, external quantum efficiency, specific 

detectivity and noise equivalent power, we show that the self-powered MoSe2/FePS3 

photodetector with the working range of 350-900 nm exhibits a significant improvement of the 

performance due to the type-II band alignment. The measured maximum responsivity and EQE 

are as high as 52 mA W-1 and 12 %, respectively. Note that the EQE is about 170 % higher than 

the best FePS3 based photodetector ever presented. The performance of MoSe2/FePS3 is also 

superior to its individual TMDCs constituent and many other vdWH photodetectors.  

 

6.2 Experimental details 

Sample preparation: 

The MoSe2/FePS3 photodetectors were fabricated by sequential mechanically exfoliation of 

MoSe2 and FePS3 flakes using blue tape Nitto SSWT+R. Flakes are transferred on the SiO2/Si 

substrates (90 nm thick SiO2 on heavily doped Si) with the help of a polymer stamp transfer 

technique within a nitrogen atmosphere in a glove box environment. This technique provides 

samples with good quality, intact atomic interfaces and low contamination. For electrical 

measurements and photodetector testing, pre-patterned electrodes with Ti/Au (5/45 nm) on 

SiO2/Si substrates were fabricated by standard photolithography and electron beam evaporation 

processes.  

Characterization:  

The structural properties of the heterostructure were investigated using micro-Raman 

spectroscopy. The phonon spectra were measured using a cw frequency-doubled Nd:YAG laser 

at a wavelength of λ=532 nm with the maximum laser power limited to 3.2 mW. The spot 

diameter of the laser on the sample was approximately 3 μm, i.e., much smaller than the 

heterojunction area. A liquid nitrogen-cooled Si-CCD camera was used to record the phonon 
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spectra. For the optoelectrical measurements, a Hg-Lamp with a working range of 350 - 2500 

nm was aligned with a monochromator for dispersion. The measurements were performed in 

the wavelength range of 350 - 900 nm. The monochromatic light was coupled into the quartz 

fiber and focused on samples using an optical microscope. The electrical signal was recorded 

by a 2410 Keithley device. The light power density at the working wavelength range was 

calibrated by a power meter with a Si detector. Time-dependent measurements were controlled 

by a mechanical shutter with the time resolution down to 1 ms. Layer thicknesses were 

measured by atomic force microscopy using a Bruker Multimode 8 system. 

Calculation Details:  
 

Calculations are done by M. Ghorbani-Asl and A. V. Krasheninnikov. 

Electronic structure calculations were carried out using density functional theory (DFT) and 

the projector augmented wave method as implemented in the VASP code [164]. Perdew-Burke-

Ernzerhof (PBE) exchange-correlation functional was used for all the simulations [165]. To 

account for the high correlation effects among d-orbital electrons of iron atoms, an effective 

Hubbard value (U) of 5.5 eV was considered for Fe atoms within the DFT + U approach. The 

cut-off energy for the plane-wave basis was set at 600 eV. The Brillouin zone of the system 

was sampled using 8 × 8 × 4 k-mesh for bulk supercells and 8 × 8 × 1 k-mesh for slab supercells. 

In order to describe weak van der Waals interactions, the DFT-D2 method with pair 

approximation has been adopted [166]. The geometry optimization was carried out until the 

atomic forces were less than 0.01 eV/Å. A vacuum layer of 20 Å perpendicular to the basal 

plane was introduced to implement the isolated slab condition.  

6.3 Results and discussion 

6.3.1 Raman results  

Figure 6-1 shows the room temperature micro-Raman spectra from multi-layer MoSe2, 

FePS3 flakes and the MoSe2/FePS3 heterostructure, respectively. The MoSe2 flakes show the 

characteristic peak at about 242 cm-1 corresponding to the A1g phonon mode. It is an out-of-

plane vibration mode, where the Se atoms oscillate in-phase with Mo atoms [167]. Besides the 

strongest out-of-plane A1g phonon mode, several others vibration modes can be observed in 

ultra-thin layer MoSe2, i.e., 𝐸2𝑔
1  and 𝐵2𝑔

1  located at about 287 cm-1 and  356 cm-1, respectively, 

as well as 𝐸1𝑔 mode at 170 cm-1.  These modes become less pronounced as the thickness of 

MoSe2 increases. The FePS3 flake shows well distinguishable six phonon modes labeled with 
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P1-P6. The phonon modes P1 and P2 are related to the Fe atoms, while the phonon modes labeled 

with P3-P6 are assigned to the (P2S6)
4- bipyramid structures in FePS3 [76, 169]. P1 and P2 modes 

are sensitive to the magnetic coupling between Fe atoms and can be used to determine the Néel 

temperature in FePS3 [76]. In Figure 6-1, the Raman spectrum of MoSe2/FePS3 shows the A1g 

mode from MoSe2 along with pronounced P1, P5 and A1g (P6) from FePS3, indicating a 

successful formation of heterostructure.  

         

Figure 6-1. Micro-Raman spectra of individual MoSe2 and FePS3 flakes and MoSe2/FePS3 heterostructure.  

6.3.2 Photodetector based on MoSe2/FePS3 

In this section, we discuss the photodetector performance of the MoSe2/FePS3 vdWH. The 

schematic of the investigated photodetector is shown in Figure 6-2(a). To prepare the 

photodetectors, a MoSe2 flake was first transferred onto one of a pair of pre-patterned gold 

electrodes, then a FePS3 flake was partially placed onto the MoSe2 flake to form a 

heterojunction and partially on the other electrode to provide an electrical connection. Figure 

6-2(b) presents an optical image of a representative device, where the vdWH heterojunction 

area is marked with the green dotted line. The thicknesses of the MoSe2 and FePS3 flakes are 

about 48 and 180 nm, respectively, which are measured by atomic force microscopy as shown 

in Figure 6-2(c).  
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Figure 6-2. (a) Schematic diagram of the MoSe2/FePS3 photodetector. (b) Optical image of the MoSe2/FePS3 

heterostructure. The scale bar corresponds to 10 µm. (c) The height profile along the dashed white lines in 

the optical image of the sample showing a thickness of 48/180 nm for MoSe2/FePS3. 

The typical current-voltage (I-V) analysis of MoSe2/FePS3 under dark and illumination 

conditions is shown in Figure 6-3. During the measurement, the applied voltage was swept from 

-2 to 2 V with the positive potential applied to the p-type FePS3 flake. All measurements were 

performed under ambient conditions. An asymmetrical current flow is clearly observed when 

the polarity of the bias voltage is altered under dark conditions. The ratio of the forward to 

reverse current at 1 V is about 18. In order to clarify the origin of the rectifying behavior of the 

studied MoSe2/FePS3 heterostructure, we investigated the electrical properties of the individual 

MoSe2 and FePS3 flakes (see Figure 5-7). The MoSe2 flakes possess nearly ohmic-like contact 

and n-type conductivity. The FePS3 flakes are p-type semiconductors with an ideal ohmic 

contact between the flake and the Au contact. This indicates that the formation of a n-p junction 

is responsible for the rectifying behavior of I-V curves presented in Figure 6-3.  
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In order to quantitatively characterize the MoSe2/FePS3 n-p junction, we use the single-

diode equation to fit the dark I-V curve. The fitting curve is represented by a dash-dot orange 

line (see Figure 6-3). The fitting equation is given as follows: 

𝐼 = 𝐼𝑠 [𝑒
𝑞(𝑉−𝐼𝑅𝑠)

𝜂𝑘𝐵𝑇 − 1] +
𝑉−𝐼𝑅𝑠

𝑅𝑠ℎ
                   (6-1) 

where 𝐼s is the saturation current, 𝑞 is the electron charge, 𝜂 is the ideality factor, kB is the 

Boltzmann constant and 𝑇 is the temperature; whereas 𝑅𝑠 and 𝑅𝑠ℎ are the series and parallel 

resistances, respectively. The ideality factor of 2.7 obtained from the fitting indicates that the 

generation/recombination process dominates at the interface of the heterojunction [197]. The 

reason for 𝜂 > 2, which is reported to be a common feature for many wide bandgap 

heterojunction diodes [198, 199], could be related to the non-linear I-V characteristic of MoSe2 

that induces a nonhomogeneous recombination current in the heterojunction. Moreover, Is, Rs 

and Rsh are found to be 4.0 pA, 3.7×108 Ω, and 7.6×109 Ω, respectively.  

In addition, the significant enhancement of photocurrent under monochromatic lights at the 

wavelengths of 400, 500, 600, 700 and 878 nm is observed, which is attributed to the 

photogeneration of free carriers in the MoSe2/FePS3 heterojunction. The working spectral range 

is consistent with the absorption region of MoSe2 and FePS3 (blue area), as shown in Figure 6-

4. 

 

Figure 6-3. Current-voltage (I-V) curves of the MoSe2/FePS3 heterojunction under dark and illumination 

conditions. The fitting result of the dark I-V curve by using a single-diode equation is represented by the 

dash-dot orange line.  
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Figure 6-4. UV-vis-near infrared absorption spectra of MoSe2, FePS3 and the quartz substrate. The 

absorption spectra of exfoliated MoSe2 and FePS3 flakes with different thickness on quartz substrates are 

determined by UV-vis-near infrared spectroscopy measurement. 

Figure 6-5(a) shows the time-resolved on-off switching behaviors of the MoSe2/FePS3 

photodetector under the incident light 450, 600 and 757 nm without applying any external bias 

voltage. The results with applying a bias voltage of 1 V are shown in Figure 6-5(b). A sharp 

increase and fast stabilization of the current is observed when light is shone on the 

heterojunction. The rectangular wave shape of photocurrent (Iph=Ilight -Idark) can be well 

maintained after many on-off cycles, indicating good stability and reproducibility of our 

devices. The photocurrent on/off ratios at zero bias voltage are as high as 15, 29 and 20 under 

pulsed illumination at 450, 600 and 757 nm, respectively. Moreover, the rise and delay times 

are estimated to be 0.6 s by counting the response times from 10% to 90% of the stable 

generated photocurrent under illumination off/on states and vice versa. These superior features 

manifest the effective generation and separation of electron-hole pairs in the heterojunction 

area. In addition, we performed the photocurrent measurement by varying the incident 

illumination power. The incident power intensity decreases from 91% to 12% of the initial 

power as shown in Figure 6-5(a). It is noteworthy that the response rise and decay times, being 

independent of the incident power density, remain at 0.6 s along with a rectangular wave shape 

of photocurrent.  

Figure 6-5(c) shows the photocurrent (𝐼𝑝ℎ) as a function of the input optical power with a 

log-log scale without and with the bias voltage of 1 V at 600 nm illumination. To determine the 

detector performance, the experimental results were fitted by the power law 𝐼𝑝ℎ ∝ 𝑃𝑎. The 
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deduced 𝑎 values are 0.95 at zero bias and 0.92 at 1 V bias, implying the following facts: (i) a 

sub-linear dependence of the photogeneration of electron-hole pairs on the illumination power; 

(ii) the balance between the light absorption and the generation/collection of carriers over the 

measured range of incident light power, since there is no saturation of  𝐼𝑝ℎ [200]; (iii) due to 𝑎 

equals to 1 for an ideal trap-free photodetector [201], 𝑎 = 0.95 at 0 V bias in our devices suggests 

that there are trapping states at the MoSe2/FePS3 interface. Note that the smaller 𝑎 at 1 V bias 

compared to at 0 V bias implies that more traps are filled with carriers. 

Responsivity (R) and external quantum efficiency (EQE), which determine the efficiency 

of a detector responding to optical signals, are critical parameters for a photodetector. R can be 

calculated with the equation R =
𝐼𝑝ℎ

𝑃×𝐴
, where P is the incident light intensity and A is the effective 

illumination area which is defined as the overlapped area of the heterojunction (100 µm2 here). 

EQE is calculated using 𝐸𝑄𝐸 = 𝑅 ×
ℎ𝑐

𝑒𝜆
=

𝑅

𝜆
× 1240, where λ is the incident light wavelength, h 

is the Planck constant, c is the speed of light in vacuum, and e is the elementary charge. Figure 

6-5(d) presents the calculated R and EQE values with a monotonically decreasing trend with 

increasing incident power at zero bias. The maximum R and EQE at 600 nm are determined to 

be 40.2 mA W-1 and 8.3%. The reason for the decreasing trend is due to the limited 

concentration of photogenerated carriers at high excitation power. More specifically, as more 

photogenerated hole-electron pairs are produced with increasing incident power, a higher 

proportion of photogenerated hole-electron pairs tend to recombine at the trapping states before 

being collected by electrodes. The effective photogenerated carriers and the photocurrent do 

not increase accordingly, resulting in a decrease of R and EQE. 

Figure 6-5(e) exhibits the evaluated R and EQE of the MoSe2/FePS3 photodetector in the 

range of 400-900 nm at zero bias. The maximum Rmax and EQEmax are respectively estimated 

to be 52 mA W-1 and 12 % at the wavelength of 522 nm (2.38 eV), under which both MoSe2 

and FePS3 absorb lights (see Figure 6-4) and contribute photogenerated carriers. It is 

noteworthy that this Rmax is much higher than previously reported FePS3-single (12 mAW-1) 

[79] or MoSe2-single (13 mAW-1) [202] photodetectors with applying external voltage listed in 

Table 6.1. Additionally, the responsivity is also higher or comparable with other TMDCs based 

heterojunction photodetectors in the self-powered mode, like 5.5 mAW-1 for GaSe/MoSe2 

[203], 29 mAW-1 for MoS2/WS2 [10] and 89 mAW-1 for Graphene/MoS2 [204]. This superior 

feature is attributed to the efficient light absorption and holes-electrons separation in the 

MoSe2/FePS3 heterojunction.   
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To further quantify the performance of the MoSe2/FePS3 photodetector, the key figure of 

merit, noise equivalent power (NEP) is introduced, indicating the minimum illumination power 

that delivers a unity signal-to-noise ratio at 1 Hz bandwidth. It can be evaluated according to: 

𝑁𝐸𝑃 =
𝐼𝑛

2̅̅̅1/2

𝑅
                      (6-2) 

where R is photoresponsivity and 𝐼𝑛
2̅

1/2
 is the root mean square of the total noise current [205]. 

Two fundamental sources of noise for the MoSe2/FePS3 photodetector are Johnson noise (𝐼𝑗𝑛) 

and shot noise (𝐼𝑠𝑛). Johnson noise is calculated as 𝐼𝑗𝑛
2 =

4𝑘𝐵𝑇

𝑅𝑠ℎ
∆𝑓, where kB is the Boltzmann 

constant, T is the absolute temperature, Δf is the bandwidth and Rsh is the shunt resistance of 

the photodiode. Shot noise is determined as 𝐼𝑠𝑛
2 = 2𝑞𝐼𝑑∆𝑓, where 𝐼𝑑 is the photodetector dark 

current. Then, the specific detectivity (𝐷∗) can be deduced as: 

𝐷∗ =
(𝐴0∆𝑓)1/2

𝑁𝐸𝑃
= 𝑅(𝐴

4𝑘𝐵𝑇

𝑅𝑠ℎ
∆𝑓 + 2𝐴𝑞𝐼𝑑∆𝑓)1/2          (6-3) 

where 𝐴 is the heterojunction area and R is the responsivity of a photodetector with the unit of 

AW-1. The calculated NEP and 𝐷∗ of photodetector at zero bias is presented in Figure 6-5(f). 

The maximum 𝐷∗is found to be 1.4×1010 cm Hz1/2W-1 at the wavelength of 522 nm, which is 

comparable to 2.2×1010 cm Hz1/2W-1 for Graphene/MoS2 [204] and larger than many other 

TMDCs based photodetectors, for example, 2.1×109 cm Hz1/2W-1 for black phosphours/MoS2 

[206], 3.3×108 Hz1/2W-1 for CuO/MoS2 [207], 1.1×1010 cm Hz1/2W-1 for MoS2 [208]. An as low 

as possible NEP value is desirable for an efficient and sensitive photodetector. The ultralow 

NEP value of 6.2×10-14 WHz-1/2 is obtained at 522 nm which is lower than many other van der 

Waals photodetectors, like 2.4 ×10-13 WHz−1/2 for black arsenic phosphorus photodetector 

[209], 10-13 ~10-14 WHz−1/2 for p-GaSe/n-MoS2 [210]. It is noteworthy that the stable NEP and 

𝐷∗ values in 500-800 nm, without dramatic change, are favorable factors for the practical 

application of MoSe2/FePS3 photodetectors.  
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Figure 6-5. (a, b) Time-dependent photocurrent of the MoSe2/FePS3 photodetector at zero bias (i.e., 

photovoltaic mode) and with applying a bias voltage of 1 V. The initial incident power intensity of 450 nm 

@32 mW/cm2, 600 nm @30 mW/cm2 and 757 nm @33 mW/cm2 decreased from 91% to 12%. (c) The power 

law fitting for the plot of photocurrent versus incident light power at an applied bias of 1 V and zero bias at 

600 nm. (d) Incident power dependent responsivity and EQE of photodetector at zero bias at 600 nm. (e) 

Responsivity and EQE spectra measured at zero bias. (f) Specific detectivity (𝐷∗) and noise equivalent power 

(NEP) spectra at zero bias.  

 

Table 6.1 The performance comparison between our MoSe2/FePS3 heterojunction-based 

photodetector and other devices in literature. 

Materials Bias voltage (V) λ (nm) R (mA W-1) 
D* 

(cm Hz1/2 W-1) 
Ref 

MoSe2/FePS3 Vg=0 V, Vd=0 V 522 52 1.4×1010 our work 

FePS3 Vd=0.06 V, Vg=0 V 254 12 NA [79] 

MoSe2 Vd=10 V, Vg=0 V 532 13 NA [202] 

Gr/MoSe2 Vg=0 V, Vd=0 V 600 89 2.2×1010 [204] 

MoS2/WS2 Vg=0 V, Vd=0 V 532 29 NA [10] 

GaSe/MoSe2 Vg=0 V, Vd=0 V white light 5.5 NA [203] 
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6.3.3 Carrier transfer mechanism in MoSe2/FePS3  

Figure 6-6 shows the measured photocurrent spectra of the MoSe2/FePS3 heterostructure at 

the photovoltaic mode and the individual MoSe2 (red area) flake under a bias voltage of 1 V. 

The spectrum of MoSe2 is normalized by overlapping with the spectrum of MoSe2/FePS3. In 

both measurements, the same illumination power was used.  We have also tested an individual 

FePS3 flake under a 1 V bias, but the photocurrent was very low (see Figure 6-7). Then by 

subtracting the MoSe2 signal from that of the heterojunction, the spectrum of FePS3 is obtained 

and shown as the green area in Figure 6-6. Based on the photocurrent spectra of MoSe2/FePS3 

heterostructure, we can conclude: i) it is a type-II band alignment since the detector working 

spectra are limited by the photon absorption of narrow bandgap materials, MoSe2 here. For 

type-I heterostructure photodetector, there is no photoresponse for the photon energy range 

which is smaller than the bandgap of wide bandgap materials [211]; ii) based on Tauc’s law the 

optical bandgaps of multilayer thick MoSe2 and FePS3 are respectively estimated to be 1.3 and 

2.0 eV [212, 213] as shown in Figure 6-8; ( Details: Near the absorption edge, the absorption 

coefficient of a semiconductor is given by 𝑎(𝜆) = 𝐴
(ℎ𝑣−𝐸𝑔

𝑜𝑝𝑡
)𝑛

ℎ𝑣
, where A is the material-

dependent effective Richardson constant, 𝐸𝑔
𝑜𝑝𝑡

 is the optical bandgap, ℎ𝑣 is the photon energy 

and 𝑛 = 2 for indirect transitions. By assuming that near the absorption edge the photocurrent 

Iph is proportional to the absorption coefficient 𝑎, we get (𝐼𝑝ℎℎ𝑣)
1

2 ∝ (ℎ𝑣 − 𝐸𝑔
𝑜𝑝𝑡) [213]. From 

the (𝐼𝑝ℎℎ𝑣)
1

2 − ℎ𝑣 plot, the band gap is extrapolated as the outlined in Figure 6-8 where the 

intercepts give 1.3 and 2.0 eV for multilayer MoSe2 and FePS3, respectively.) iii) high 

efficiency of charge transfer in the MoSe2-FePS3 interface. It is manifested by the observation 

of significant photocurrent generation of FePS3 in the vdWH, as well as a self-driven mode for 

MoSe2/FePS3 as a photodetector, considering that none of these features is observed in 

individual MoSe2 and FePS3 photodetector devices (Figure 6-7 and 6-9); 
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Figure 6-6. Photocurrent spectrum of MoSe2/FePS3 measured at the photovoltaic mode; Spectrum of 

individual MoSe2 (red area) at 1 V bias is normalized by overlapping with the spectrum of MoSe2/FePS3 at 

the absorption starting point around 1.5 eV; Spectrum of individual FePS3 is obtained by subtracting the 

MoSe2 signal from that of the heterojunction. 

 

 

Figure 6-7. (a) Current-voltage (I-V) curves of multi-layer FePS3 under dark and illumination conditions. 

(b) Time-resolved current-time measurement of multilayer FePS3 with 360 nm illumination at Vds =1 V. No 

significant photocurrent is generated.  
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Figure 6-8. (a, b) Plot of (𝐼𝑝ℎℎ𝑣)
1

2 as a function of the photon energy for multi-layer MoSe2 and FePS3, the 

dashed lines are the Tauc extrapolations of the absorption edge, where the intercepts give 1.3 and 2.0 eV for 

multilayer MoSe2 and FePS3, respectively.  

 

Figure 6-9. (a) Current-voltage (I-V) curves of multi-layer MoSe2 under dark and illumination conditions. 

(b) Time-resolved current-time measurement of multilayer MoSe2 with 532 nm, 680 nm and 800 nm 

illumination at Vds =1 V.  The poor rectangular wave shape of current under illumination manifests the lower 

efficient of separation and transportion of photogenerated electrons and holes in single multilayer MoSe2 

with applied bias.   

Figure 6-10(a) and (b) shows the calculated electronic band structure and density of states 

of bulk MoSe2 and bulk FePS3 at the DFT/PBE and LDA+U levels, respectively. Our 

calculations indicate indirect band gaps of 0.88 eV and 2.27 eV for MoSe2 and FePS3, 

respectively. The calculated bandgaps are smaller than our experimentally observed values, 

which is due to the fact that the generalized gradient approximation and local density 

approximation usually underestimate the bandgap. Figure 6-10(c) shows that the calculated 

VBM and CBM values for multilayer MoSe2 and FePS3. Note that the materials are considered 

to be intrinsic.   
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Figure 6-10. (a, b) Electronic band structure and density of states (DOS) of bulk MoSe2 and bulk FePS3 

calculated at the PBE and LDA+U levels, respectively. (c) Calculated band-alignment for multilayer (4ML) 

MoSe2/ (5ML) FePS3. 

In addition, ultraviolet photoelectron spectroscopy (UPS) measurements were performed 

on exfoliated MoSe2 and FePS3 flakes with different thicknesses to obtain the work function 

(Φ) and the valence band maximum (VBM) of multilayer MoSe2 and FePS3. Figure 6-11(a) and 

(b) present the experimental results, where the intercepts of the kinetic-energy-axis near the 

secondary electron cut-off edge and the Fermi edge correspond to the Φ and VBM, respectively. 

The Φ and the VBM of multilayer MoSe2 are determined to be 3.5 and 20.3 eV, and the Φ and 

the VBM of multilayer FePS3 are 4.1 and 20.6 eV. The bandgaps of multilayer MoSe2 and 

FePS3 are estimated to be 1.3 and 2.0 eV, respectively, based on the photoresponse 

measurements (see Figure 6-8).  

The schematic of band alignment for the multilayer MoSe2/FePS3 heterostructure is 

depicted in Figure 6-11(c). The before-contact state of MoSe2/FePS3 is deduced from the UPS 

result. The single MoSe2 and FePS3 flakes possess n-type and p-type conductivity (see Figure 

5-7), respectively, which is consistent with other reports [79, 174]. After contact, multilayer 

MoSe2/FePS3 possesses a type-II band alignment as shown in the right panel of Figure 6-11(c). 

Photogenerated holes in MoSe2 drift to FePS3 while photogenerated electrons drift from FePS3 

to MoSe2 due to the built-in electric field. The formation of the n-p junction and its type-II band 

alignment explain the high performances and the self-driven nature in our MoSe2/FePS3 vdWHs 

photodetector. Note that the band alignment for monolayer MoSe2/FePS3 is a type-I [214].  
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Figure 6-11. (a, b) UPS spectra of MoSe2 and FePS3. Kinetic-energy-axis near the secondary electron cut-

off edge and the Fermi Edge correspond to the Φ and VBM, respectively. (c) Straddling Type II configuration 

for multilayer MoSe2/ FePS3; The charge transfer processes is represented with arrows under illumination 

condition. 

6.3.4 Thickness dependent MoSe2/FePS3 photodetectors 

A series of MoSe2/FePS3 photodetectors with different thicknesses were fabricated and 

measured in order to gain a quantitative and comprehensive analysis about their optoelectronic 

properties. Figure 6-12 shows their calculated responsivity in mAW-1 at 532 nm at zero bias. It 

demonstrates a decrease trend of responsivity from 51 mA W-1 to 0.047 mA W-1 as the thickness 

of MoSe2/FePS3 decreases from 48/180 nm to 6/11 nm. This is mainly due to decreased 

absorption of MoSe2/FePS3 with decreasing the thicknesses of its constitution layers. 

Consequently, it decreases the concentration of photogenerated carriers and leads to a decreased 



91 
 

photoresponsivity. Moreover, by comparing device #2 and #3 we conclude that MoSe2 plays a 

major role in determining the photoresponsivity contribution in the MoSe2/FePS3 

photodetector. Additionally, a certain thickness of heterojunction is required for the strong 

built-in electric field in MoSe2/FePS3, which is the prerequisite for high efficiency hole/electron 

separation and high sensitivity photodetector. Since MoSe2 (n-type) and FePS3 (p-type) are not 

intentionally doped in our case, there is a high chance that the depletion region is not built 

completely when the thickness of MoSe2/FePS3 goes down to a few layers. It can cause low 

efficiency of hole/electron separation and may explain the extremely small responsivity value 

0.047 mA W-1 for device #5.  

 

Figure 6-12. Thickness dependent responsivity of five different MoSe2/FePS3 photodetectors. All are 

operated in a photovoltaic mode. 

6.4. Conclusions 

In summary, we have performed a systematic study about the performance of MoSe2/FePS3 

vdWHs photodetectors operated in the UV-vis-NIR spectral range. The fabricated self-powered 

multilayer n-p MoSe2/FePS3 photodetector is highly sensitive in the spectrum range from 350 

to 900 nm. The maximum responsivity and external quantum efficiency estimated at 522 nm 
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and zero bias are as high as 52 mA W-1 and 12 %, respectively. The calculated detectivity at 

the same wavelength is as high as 1.4×1010 cm Hz1/2 W-1, which is superior to its individual 

TMDCs constituent and many other vdWH photodetectors. According to UPS measurements 

and DFT calculations, the excellence performance is owing to the type-II band alignment in the 

MoSe2/FePS3 vdWH. It implies that in general the proper MX2/ MPX3 vdWH is a sensitive self-

driven photodetector from the UV to infrared range. 
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Chapter 7 Summary and outlook 

7.1 Summary 

The first part of this thesis focuses on the synthesis of heavily doped GaAs using ion 

implantation followed by non-equilibrium annealing processes. With this approach, the 

obtained electron and hole concentrations for GaAs:Te or GaAs:S and GaAs:Zn are as high as 

7×1019 and 1.1×1020 cm-3, respectively, which are well above the equilibrium solid solubility of 

those dopants in GaAs. The carrier concentrations are three orders of magnitude higher than the 

critical carrier concentration at room-temperature (1.6×1016 cm-3) required for the insulator-

metal transition (IMT) in GaAs. Thus, all heavily doped GaAs layers show metallic behaviour, 

as confirmed by temperature dependent resistance measurements. Importantly, Rutherford 

backscattering spectrometry and Raman spectroscopy results indicate that the heavily doped 

GaAs is well recrystallized after sub-second annealing.  

In contrast to heavily doped Si or Ge, GaAs has a higher electron mobility, which makes 

heavily n-doped GaAs desirable for plasmonic applications. In this study, the plasma frequency 

of GaAs can be tuned from 1400 to 2700 cm-1 by increasing the electron concentration from 

7.7×1018 to 7.6×1019 cm-3. Numerically modeling with COMSOL based on n++ GaAs/intrinsic 

GaAs is built to study the plasmonic properties of GaAs. It is evident from the electric field 

distribution that there are two surface plasmon resonances. The first is originating from the 

electrical field enhancement at the n++ GaAs/air interfaces, while the second one is at the n++ 

GaAs/substrate interfaces. The simulation results suggest that n++ GaAs is promising for highly 

sensitivity plasmonic application in the mid-infrared range. 

In addition, the n++ GaAs at low temperature and at low magnetic field (< 0.3 T) shows the 

negative magnetoresistance, which is due to the weak localization. By fitting the 

magneresistance with the Hikami-Larkin-Nagaoka (HLN) model, the phase coherence 

length (𝑙∅) and spin-orbit length at 3 K are as large as 540 and 48 nm, respectively. 𝑙∅ is 

substantially longer than previously reported values in other semiconductors. This suggests that 

heavily doped GaAs could be a potential material for quantum devices and spintronic 

applications. 

The second part of this thesis is about van der Waals heterostructure of MoSe2/FePS3. It is 

shown that the 1ML MoSe2/FePS3 shows a type-I band alignment, as verified by DFT 

calculations and photoluminescence (PL) measurements. 1ML MoSe2 has a direct bandgap of 

1.5 eV, while FePS3 shows a quasi-direct bandgap of 2.2 eV. Consequently, during laser 
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excitation, the p-type FePS3 donates carriers into MoSe2. This results in a 20-fold enhancement 

of PL emission from the MoSe2 monolayer. In addition, at low temperature (4 K), a significant 

enhancement of the trion emission with the trion/exciton intensity ratio increasing from 0.44 to 

20 in MoSe2/FePS3 has been observed. Moreover, both the exciton emission in a single MoSe2 

monolayer and the trion emission in MoSe2/FePS3 depend on the chirality of the excitation light. 

This suggests that MoSe2/FePS3 with type-I band alignment is a promising candidate for 

valleytronic applications.  

The band alignment of MoSe2/FePS3 can change from type-I to type-II by increasing the 

thickness of MoSe2 from monolayer to multilayer. As the film thickness increases, MoSe2 

becomes an indirect band gap semiconductor and the band gap is reduced to 1.3 eV, which 

changes the band alignment between MoSe2 and FePS3. A built-in electric field can form in the 

multilayer MoSe2/FePS3 heterojunction since MoSe2 is n-type semiconductor while FePS3 is p-

type. Such that, MoSe2/FePS3 can be used as an excellent candidate for a photodetector 

operating in a photovoltaic mode. In this study, the MoSe2/FePS3 photodetector is highly 

sensitive in the spectrum range from 350 to 900 nm. The maximum responsivity and external 

quantum efficiency at 522 nm and zero bias are as high as 52 mA W-1 and 12 %, respectively. 

The calculated detectivity for the same wavelength is as high as 1.4×1010 cm Hz1/2 W-1, which 

is superior to its individual TMDCs constituent and many other vdWH photodetectors.  

7.2 Outlook 

The COMSOL simulations presented in chapter 4 show that heavily doped GaAs has two 

surface plasma resonances. For plasmonic applications it is necessary to fabricate real antenna 

devices based on GaAs. Figure 7-1(a) shows the optical image of a GaAs antenna fabricated by 

electron beam lithography (EBL) patterning and reactive ion etching. This structure presents a 

dimer antenna with a 300 nm gap. The electric field in the gap can be significantly enhanced, 

which can increase the detection sensitivity. Figure 7-1(b) shows the SEM image of GaAs 

antenna covered with HSQ. GaAs samples with antennas will be investigated in a future study, 

and the parameters can be further optimized in order to get sharp edges of GaAs antennas. 
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Figure 7-1. (a) Optical image of GaAs antennas after EBL patterning. (b) SEM image of GaAs antenna 

coved with HSQ after reactive etching.  

For the heterostructure MoSe2/FePS3, the interlayer exciton and spin-valley dynamics can 

be studied by time-resolved PL measurements. The lifetime of excitons and trions can also be 

obtained by this method. This can provide the information about the decay mechanism in MoSe2 

and manifest how FePS3 modifies the emission properties of MoSe2. This will be important 

information for device application and fundamental research.     
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