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I 
 

 Abstract 

 

High-entropy alloys (HEAs) have attracted significant interest in the materials 

science community over the last 15 years. At the first moment, what caught the attention was 

the fact that these alloys tend to form solid solutions at room temperature, despite being 

composed of multiple elements in equiatomic or near-equiatomic concentrations. It was 

initially concluded that the configurational entropy plays a key role in the stabilization of the 

solid solutions. Later studies revealed the importance of lattice strain enthalpies, enthalpies 

of mixing, structural mismatch of constituents, and kinetics in phase formation/stability.  

The study presented in this thesis was branched into three major parts, all related to 

understanding phase formation, stability, or metastability in this class of alloys. The first part 

deals with developing an empirical method to predict single-phase solid solution formation 

in multi-principal element alloys. The second, which makes the core of this thesis, are non-

equilibrium solidification studies of CrFeNi and CoCrNi medium-entropy alloys, and 

CoCrFeNi, Al0.3CoCrFeNi, and NbTiVZr high-entropy alloys. The last part is devoted to 

understanding the thermophysical properties of CrFeNi, CoCrNi, and CoCrFeNi medium- 

and high-entropy alloys. 

An empirical approach, based on the theoretical elastic-strain energy, has been 

developed to predict the phase formation and its stability for complex concentrated alloys. 

The conclusiveness of this approach is compared with the traditional empirical rules based 

on the atomic-size mismatch, enthalpy of mixing, and valence-electron concentration for a 

database of 235 alloys. The proposed “elastic-strain energy vs. valence-electron 

concentration” criterion shows an improved ability to distinguish between single-phase solid 

solutions, mixtures of solid solutions, and intermetallic phases when compared to the 

available empirical rules used to date. The criterion is especially strong for alloys that 

precipitate the μ phase. The elastic-strain-energy parameter can be combined with other 

known parameters, such as those noted above, to establish new criteria which can help in 

designing novel complex concentrated alloys with the on-demand combination of 

mechanical properties. 

The solidification behavior of the CoCrFeNi high-entropy alloy and the ternary 

CrFeNi and CoCrNi medium-entropy suballoys has been studied in situ using high-speed 

video-camera and synchrotron X-ray diffraction (XRD) on electromagnetically levitated 

samples at Leibniz Institute for Solid State and Materials Research Dresden (IFW Dresden) 
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and German Synchrotron DESY, Hamburg. In all alloys, the formation of a primary 

metastable body-centered cubic bcc phase was observed if the melt was sufficiently 

undercooled. The delay time for the onset of the nucleation of the stable face-centered cubic 

fcc phase, occurring within bcc crystals, is inversely proportional to the melt undercooling. 

The experimental findings agree with the stable and metastable phase equilibria for the 

(CoCrNi)-Fe section. Crystal-growth velocities for the CrFeNi, CoCrNi, and CoCrFeNi 

medium- and high-entropy alloys, extracted from the high-speed video sequences in the 

present study, are comparable to the literature data for Fe-rich Fe-Ni and Fe-Cr-Ni alloys, 

evidencing the same crystallization kinetics. The effect of melt undercooling on the 

microstructure of solidified samples is analyzed and discussed in the thesis. 

To understand the effect of Al addition on the non-equilibrium solidification 

behavior of the equiatomic CoCrFeNi alloy, the Al0.3CoCrFeNi HEA has been studied. 

While the quaternary alloy melt could be significantly undercooled, this was not possible in 

the five-component alloy. Therefore, the investigations on phase formation, crystal growth, 

and microstructural evolution were confined to the low undercooling regime. In situ XRD 

measurements revealed that the liquid crystallized into a fcc single-phase solid solution at 

this undercooling level. However, ex situ XRD revealed the precipitation of the ordered L12 

phase for a sample solidified with ΔT = 30 K. Crystal growth velocities are shown to be 

smaller than in the CoCrFeNi, CrFeNi, and CoCrNi alloys; nonetheless, they are in the same 

order of magnitude. Spontaneous grain refinement, without the formation of crystal twins, 

is observed at low undercooling of ΔT = 70 K, which could be explained by the dendrite tip 

radius dependence on melt undercooling.  

In situ studies of the equiatomic NbTiVZr refractory high-entropy alloys revealed 

the effect of processing conditions on the high-temperature phase formation. When the melt 

was undercooled over 80 K, it crystallized as a bcc single-phase solid solution despite solute 

partitioning between the dendritic and interdendritic regions. When the sample was 

solidified from the semisolid state, it resulted in the formation of two additional bcc phases 

at the interdendritic regions. The crystal growth velocity, as estimated from the high-speed 

videos, showed pronounced sluggish kinetics: it is 1 to 2 orders of magnitude smaller 

compared to literature data of other medium and high-entropy alloys. 

The study of the linear expansion coefficient α and heat capacity at constant pressure 

𝐶𝑝 of the equiatomic CoCrFeNi and the medium-entropy CrFeNi and CoCrNi alloys 

revealed an anomalous behavior with S-shaped curves in the temperature range of 700 – 950 

K. The anomalous behavior is shown to be reversible as it occurred during the first and 
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second heating. However, a minimum is only observed on the first heating, while in the 

second heating a sudden increase of both the α and 𝐶𝑝 occurs at the temperature of the onset 

of the minima in the first heating. Magnetic moment measurements as a function of 

temperature showed that the observed anomaly is not associated with the Curie temperature. 

Consideration of the structural and microstructural evaluation discards a first-order phase 

transformation or recrystallization as probable causes, at least for the CoCrFeNi and CoCrNi 

alloys. Based on literature evidence, the anomalies in the temperature dependences of the 

linear expansion coefficient and heat capacity are believed to be caused by a chemical short-

range order transition known as the K-state effect. However, to reveal the exact nature of 

this phenomenon, further experimental and theoretical studies are required, which is outside 

the frame of the present work. 
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Kurzfassung 

 

Hochentropie-Legierungen (engl. high-entropy alloys, HEAs) haben in den letzten 

15 Jahren großes Interesse in der Materialwissenschaft gefunden. Was im ersten Moment 

die Aufmerksamkeit auf sich zog, war die Tatsache, dass diese Legierungen zur 

Mischktistallbildung bei Raumtemperatur neigen, obwohl sie aus mehreren Elementen in 

äquiatomaren oder nahezu äquiatomaren Konzentrationen zusammengesetzt sind. Es wurde 

zunächst vermutet, dass die mehrkomponentigen Mischkristalle durch die 

Konfigurationsentropie stabilisiert werden. Spätere Studien haben jedoch gezeigt, dass die 

Gitterverzerrungsenthalpie, Mischungsenthalpie, strukturelle Fehlanpassungen der 

Legierungskomponenten sowie die Kinetik eine wichtige Rolle bei der Bildung bzw. 

Stabilisierung von Hochentropie Mischkristallen spielen.  

Die vorliegende Arbeit besteht aus drei Hauptteilen, die zur Aufklärung der 

Phasenbildung, Stabilität bzw. Metastabilität in dieser Legierungsklasse beitragen sollen. 

Der erste Teil beschäftigt sich mit der Entwicklung eines empirischen Ansatzes zur 

Vorhersage der einphasigen Mischkristallbildung in Viel-Hauptelement-Legierungen. Der 

zweite Teil, der den Kern dieser Arbeit bildet, umfasst Untersuchungen zur 

Nichtgleichgewichtserstarrung von CrFeNi und CoCrNi Mittelentropie-Legierungen (engl. 

medium-entropy alloys, MEAs) und CoCrFeNi, Al0.3CoCrFeNi und NbTiVZr 

Hochentropie-Legierungen. Der dritte Teil widmet sich den Untersuchungen von 

thermophysikalischen Eigenschaften von CrFeNi, CoCrNi und CoCrFeNi Legierungen.  

Ein empirischer Ansatz auf Basis der theoretischen elastischen 

Verzerrungsenergiezur wurde zur Vorhersage der Phasenbildung und -stabilität in 

komplexen konzentrierten Legierungen  entwickelt. Die Aussagekraft dieses Ansatzes 

wurde im Vergleich zu traditionellen empirischen Regeln, welche die 

Atomgrößenfehlpassungen, Mischungsenthalpie und Valenzelektronenkonzentration 

berücksichtigen, anhand einer Datenbank aus 235 Legierungen geprüft. Es hat sich gezeigt, 

dass das vorgeschlagene „elastische Verzerrungsenergie vs. 

Valenzelektronenkonzentration“ Kriterium ist für die Unterscheidung zwischen einphasigen 

Mischkristallen, Mischkristall-Mischungen und intermetallischen Phasen im Vergleich zu 

den bisherigen empirischen Regeln besser geeignet. Das Kriterium ist besonders stark für 

Legierungen, die die μ-Phase ausscheiden. Darüber hinaus kann der Parameter der 

elastischen Verzerrungsenergie mit anderen bekannten Parametern, wie die oben erwähnten, 



V 
 

kombiniert werden, um neue Kriterien zu erstellen, die für das Design von neuartigen 

komplexen konzentrierten Legierungen mit maßgeschneiderten mechanischen 

Eigenschaften hilfreich sein können.  

Das Erstarrungsverhalten von CoCrFeNi Hochentropie-Legierung und der ternären 

CrFeNi und CoCrNi Mittelentropie-Sublegierungen wurde in situ mittels 

Hochgeschwindigkeitskamera und Synchrotron Röntgenbeugung (XRD) an 

elektromagnetisch levitierten Proben im Leibniz Institut für Festkörper und 

Werkstoffforschung Dresden (IFW Dresden) und Deutschen Synchrotron DESY Hamburg 

untersucht. Bei allen Legierungen wurde die Bildung einer primären metastabilen kubisch-

raumzentrierten (krz) Phase beobachtet, wenn die Schmelze ausreichend unterkühlt wurde. 

Die zeitliche Verzögerung bis zum Einsetzen der Keimbildung der stabilen kubisch-

flächenzentrierten (kfz) Phase, die in krz-Kristallen auftritt, ist umgekehrt proportional zur 

Schmelzeunterkühlung. Die experimentellen Ergebnisse stimmen mit den stabilen und 

metastabilen Phasen-Gleichgewichten für den (CoCrNi)-Fe Querschnitt überein. Die 

Kristallwachstumsgeschwindigkeiten für die CrFeNi, CoCrNi und CoCrFeNi Legierungen, 

ermittelt aus den Hochgeschwindigkeits-Videosequenzen, sind vergleichbar mit den 

Literaturdaten für Fe-reiche Fe-Ni und Fe-Cr-Ni-Legierungen, was auf die gleiche 

Kristallisationskinetik hinweist. Der Zusammenhang zwischen der Unterkühlung der 

Schmelze und das Erstarrungsgefüge ist in dem vorliegenden Dissertationschrift ebenfalls 

analysiert und diskutiert.  

Der Einfluss von Al-Zusätze auf die Nichtgleichgewichtserstarrung der 

äquiatomaren CoCrFeNi Legierung wurde anhand der Al0.3CoCrFeNi 

Hochentropielegierung untersucht. Während die quaternäre Metallschmelze deutlich 

unterkühlt werden konnte, wurde dies bei der fünfkomponentigen Legierung nicht möglich. 

Aus diesem Grund beschränkten sich die Untersuchungen zur Phasenbildung, 

Kristallwachstum und Gefügeentwicklung auf den Bereich geringer Unterkühlung. Die in-

situ XRD Untersuchungen haben gezeigt, dass die Metallschmelze bei der Unterkühlung von 

77 K zu einem kfz-Mischkristall erstarrt. Ex-situ XRD Messung wies jedoch die 

Ausscheidung einer geordneten L12-Phase in einer erstarrten Probe nach der 30 K 

Unterkühlung. Die Geschwindigkeit des Kristallwachstums in der Al0.3CoCrFeNi Legierung 

ist kleiner als bei CoCrFeNi, CrFeNi und CoCrNi Legierungen, liegt jedoch in der gleichen 

Größenordnung. Bei relativ geringer Unterkühlung von ΔT = 70 K wurde eine spontane 

Kornfeinung ohne Bildung von Kristallzwillingen beobachtet, was durch die Abhängigkeit 

des Dendritenspitzenradius von der Schmelzeunterkühlung erklärt werden könnte. 
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In den in-situ Untersuchungen der äquiatomaren NbTiVZr refraktär Hochentropie-

Legierung wurde den Einfluss von Porzessierungsparametern auf die 

Hochtemperaturphasenbildung entschlüsselt. Bei Untrerkühlung der Schmelze von mehr als 

80 K kristallisierte sie trotz der Verteilung (engl. partitioning) der Legierungskomponenten 

zwischen dendritischen und interdendritischen Bereichen als einphasiger krz-Mischkristall. 

Die Erstarrung aus einem halbfesten (engl. semisolid) Zustand erfolgte mit der Bildung von 

zwei zusätzlichen krz-Phasen in den interdendritischen Bereichen. Die aus den 

Hochgeschwindigkeitsvideos ermittelten Kristallwachstumsgeschwindigkeiten sind im 

Vergleich zu Literaturdaten anderer Mittel- und Hochentropielegierungen um 1 bis 2 

Größenordnungen kleiner, was auf eine ausgeprägt-träge Kristallisationskinetik hinweist.  

Die Untersuchungen des Längenausdehnungskoeffizienten α und Wärmekapazität 

bei konstantem Druck 𝐶𝑝 der CoCrFeNi und CrFeNi und CoCrNi Legierungen haben ein 

anormales Verhalten mit S-förmigen Kurven im Temperaturbereich von 700 – 950 K 

gezeigt. Die beobachtete nichtlinearität tritt sowohl bei der ersten als aich bei der zweiten 

Erwärmung auf. Ein Minimum wird jedoch nur beim ersten Aufheizen beobachtet. Beim 

zweiten Aufheizen tritt ein steiler Anstieg von α und 𝐶𝑝 bei der Temperatur des erwännten 

Mimimums auf. Messungen des magnetischen Moments als Funktion der Temperatur 

zeigten, dass diese Anomalie nicht mit der Curie-Temperatur zusammenhängt. Die 

strukturelle und mikrostrukturelle Betrachtungen schließen eine Phasenumwandlung erster 

Ordnung oder Rekristallisation als mögliche Ursachen aus, zumindest für die CoCrFeNi und 

CoCrNi Legierungen. Basierend auf Literaturangaben wird angenommen, dass die 

Anomalien auf der Temperraturabhöngigkeiten für den Längenausdehnungskoeffizient und 

Wärmekapazität durch einen chemischen Nahordnungsübergang verursacht werden können, 

der als K-Zustandseffekt bekannt ist. Die Ermittlung der genauen Natur dieses Phänomens 

erfordert jedoch weitere experimentelle und theoretische Untersuchungen, die außerhalb des 

rahmens dieser Arbeit liegen. 
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Chapter 1: Motivation and Fundamentals 

 

1.1 Introduction  

Since the dawn of time, the relationship between mankind and materials was essential 

for the advancement of civilization. Therefore, some periods of human history are classified 

from the materials discovered and used as tools for feeding, transportation, and housing. We 

lived through the Stone Age, the Bronze, and Iron Ages. Today, it is agreed to name it the 

Silicon Era, about the great advances in the electronics industry. Metals and alloys continue 

to be of great importance for human development; "traditionally, the utilization of native 

metals and artificial alloys from extractive elements is almost entirely based on one principal 

element or compound" [1], such as steels, or aluminum alloys. In the 1980’s an increased 

interest in the design of alloys formed by multicomponent elements begun, and those 

advancements in research led to the development of bulk metallic glasses (BMGs), and more 

recently, the discovery of high-entropy alloys (HEAs). 

Over the almost two decades since the introduction of HEAs intensive research has 

been carried out worldwide. It is agreed in the community that the field is reaching its 

‘teenage’ stage, where many early concepts and theories could be proven to be correct or 

disregarded. Although the initial development of equiatomic multicomponent alloys was 

independently carried out by Cantor [2] and Yeh [3], it was in the article ‘Nanostructured 

high-entropy alloys with multi-principal elements – novel alloy design concepts and 

outcomes’ [4] where Yeh et al. first defined the term high-entropy alloys. They believed that 

the configurational entropy (𝑆config
SS,ideal) of these multi-principal element alloys would stabilize 

single-phase solid solutions (SPSS) instead of competing intermetallic phases. A more 

detailed discussion about this topic will be given in section 1.2. 

The early stage of development was centered on discovering new SPSS compositions 

and understanding their underlying thermodynamic, physical, chemical, and mechanical 

properties. As the field became more mature extensive research showed that multi-phase 

HEAs, including multiple solid solutions and/or a mixture of solid solutions and intermetallic 

compounds, could lead to more desirable mechanical and/or functional properties [5–7]. 

Following these advancements in the field, a new definition of complex concentrated alloys 

(CCAs) was proposed by Miracle and Senkov [8]; they aimed at exploring the vast 

compositional space of multi-principal element alloys, and not being restricted to equiatomic 

alloys or SPSSs. Nonetheless, the initial designation was too 'catchy', and it is now used in 
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the broader sense to define multi-principal element alloys. In this thesis, the terms HEAs and 

CCAs will be used interchangeably to designate multi-principal element alloys. Though the 

term HEAs will be preferred in the case of SPSSs as it is well established in the literature. 

High-entropy alloys have attracted high attention of fundamental and applied science 

over the last decade as can be seen in the recent reviews of Senkov and Miracle [8], and 

George, Raabe, and Ritchie [9]. On the one hand, the research is focused on the basic 

principles of SPSS formation in alloys with multi-principal elements often having different 

crystal structures. On the other hand, it aims at understanding and tailoring their mechanical 

and functional properties and in the development of new advanced materials for various 

applications. It is common knowledge in metallurgy that tailoring the microstructure can 

improve an alloy's performance. Microstructural engineering can be done by numerous 

methods and technologies: alloy design, e.g., precipitation of a hard phase in a soft matrix, 

thermomechanical processing, e.g., grain refinement, or non-equilibrium solidification by 

rapid quenching from the liquid state. Recently, there has been a debate on whether if not all 

HEAs should be in a metastable state and that the SPSS structure is formed through rapid 

solidification from the liquid. This idea is corroborated by long-time annealing treatments 

that have shown phase separation to occur in most HEAs, at intermediate temperatures. 

Along these lines, the investigation of rapid solidification of these materials allows 

for a clearer understanding of their phase stability/metastability and microstructure 

development upon non-equilibrium solidification. The study of the effects of rapid 

solidification on medium- (MEAs) and high-entropy alloys has been carried out only by 

conventional methods so far, e.g., copper-mold casting, melt spinning method, or gas-spray 

atomization. These techniques solely permit investigating phase and microstructure 

formation postmortem. In situ investigations of the solidification process, specifically non-

equilibrium and containerless processing, have not yet received consideration in the high-

entropy alloys field. The goal of this study is to understand phase selection, crystal growth 

kinetics, and microstructural evolution of multi-principal element alloys during non-

equilibrium solidification. For this purpose, selected compositions of MEAs and HEAs were 

chosen for investigation during containerless processing using a mobile electromagnetic 

levitation (EML) facility.  

EML [10] is a suitable experimental technique for the investigation of the non-

equilibrium solidification of metal alloys. Large samples (mm-sized) can be processed in a 

highly purified atmosphere while the sample is levitating. This opens the possibility for 

different in situ measurements such as pyrometry, video imaging, and synchrotron X-ray 
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diffraction (XRD) [11]. Since the sample is cointainerlessly processed heterogeneous 

nucleation can be avoided or delayed so that it is possible to achieve some degree of liquid 

undercooling before crystallization. The simultaneous use of different measurement 

techniques enables obtaining a comprehensive picture of the solidification as well as for the 

phase transformations upon heating/cooling of the solid sample. A detailed description of 

the EML technique is given in Chapter 2: Experimental.  

From high-speed video imaging analysis, it is possible to determine with reasonable 

accuracy the crystallization kinetics. To date, there are only a few available data in the 

literature related to crystal growth velocity of HEAs, and the results presented in Chapters 

3, 4, and 5 may collaborate for a better understanding of phase transformations in this class 

of materials. Besides the determination of crystal kinetics, video imaging allows studying 

different phase selection pathways that may occur in undercooled liquid metals. This topic 

will be discussed in Chapter 3.  

In situ X-ray diffraction studies using levitation techniques allow to determine time- 

and temperature-dependent phase transformations which are difficult to predict theoretically, 

because of their compositional complexity, and experimentally challenging to access due to 

the high melting temperatures. In this sense, the study of high-temperature transformations, 

notably crystallization from the liquid state, is made feasible using EML combined with 

synchrotron radiation sources. To date, the main investigation route in the field of HEAs 

relies on structural/microstructural post-processing analysis. Though they can provide 

valuable information they are not suitable techniques to completely describe phase 

transformations that may occur during cooling from the liquid state to room temperature. 

 This study mainly focused on the non-equilibrium solidification of fcc- and bcc-

structured HEAs and MEAs. As the fcc-structured representatives, the equiatomic CoCrFeNi 

alloy, and its suballoys CrFeNi and CoCrNi MEAs were selected. Also, to study the effect 

of Al addition on the rapid solidification behaviour of the quaternary alloy mentioned above, 

the quinary Al0.3CoCrFeNi was investigated. As the representative of bcc-structured alloys, 

the equiatomic NbTiVZr composition was chosen. The reasons for choosing these specific 

compositions will be addressed later in the Introduction sections 3.1, 4.1, and 5.1, of the 

corresponding Chapter related to each alloy. 

 There have been considerable studies on non-equilibrium solidification in binary 

and ternary (dilute) alloys, however, there is extraordinarily little information on phase 

selection, crystal growth kinetics, and microstructural evolution regarding metastable 

solidification of multi-principal elements alloys. This also motivates this Thesis. 
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1.2 The high-entropy alloy (HEA) design concept  

Before the introduction of HEAs, the design strategy of crystalline alloys was almost 

entirely based on the concept of alloying a base element with minor quantities of elements 

targeting to improve specific properties. A classic example is stainless-steels, where 

chromium is added to an iron base to enhance the corrosion resistance, while nickel is added 

to achieve better mechanical performance. Aluminum alloys with minor additions of copper 

are known since the early 1900s, where solid-solution strengthening and/or the formation of 

precipitates play a vital role to increase its specific strength. The introduction of HEAs 

disturbed this foundation in classical metallurgy by introducing the concept of alloys formed 

by multi-principal elements, meaning there is no base element, and it is not possible to 

distinguish between solvent and solute elements in a solution. Figure 1.1 shows an atomic 

body-centered cubic bcc-structure model of a completely random five-element equiatomic 

alloy. The model was generated by Monte Carlo simulation using the principle of maximum 

entropy (MaxEnt) [12] and each color represents a different atomic species.    

 

 

Figure 1.1. Atomic structure model of five-element bcc HEA phase by the MaxEnt method. Taken 

from [12]. 

 

As mentioned in section 1.1, HEAs were introduced by Yeh et al. [4] in 2004, they 

were defined as multicomponent alloys with (near)-equiatomic composition (5 - 35 at. %) 

containing at least 5 principal elements. The term “high-entropy” for these solid-solution-

(ss)-type alloys refers to the configurational entropy for an ideal solution, 𝑆config
SS,ideal

, [13]: 

 

𝑆config
SS,ideal =  −𝑛𝑅 ∑ 𝑐𝑖 

𝑁
𝑖 = 1 ln 𝑐𝑖    (Eq. 1.1) 
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where R is the gas constant, 8.31 
𝐽

𝑚𝑜𝑙 ∙𝐾
, n is the amount of substance in moles, N is the 

number of components, and 𝑐𝑖 is the molar fraction of component 𝑖. Because the 𝑆config
SS,ideal

 

generally increases with increasing N and is the highest for equiatomic compositions, it was 

initially suggested that the 𝑆config
SS,ideal

 was the only thermodynamic property responsible for 

SPSS stability [4]. The contributions of vibrational, magnetic, and electronic entropies to the 

total entropy are regarded as negligible. Table 2.1 shows the calculated configurational 

entropies (Eq. 1.1) for some traditional alloys and also HEAs at their liquid state or complete 

random state [14]: 

  

Table 1.1. Configurational entropies calculated for one mole of traditional alloys and high-entropy 

alloys at their liquid state or complete random state. Adapted from [14]. 

System Alloy number, name, or composition in at. % 𝑆config
SS,ideal

 

Low-alloy steel 4340 0.22 ∙ R low 

Stainless steel 
304 0.96 ∙ R low 

316 1.15 ∙ R  medium 

High−speed steel M2 0.73 ∙ R low 

Mg alloy AZ91D 0.35 ∙ R low 

Al alloy 
2024 0.29 ∙ R low 

7075 0.43 ∙ R low 

Cu alloy 7−3 brass 0.61 ∙ R low 

Ni-base superalloy 
Hastelloy X 1.31 ∙ R medium 

Inconel 718 1.37 ∙ R medium 

Co-base superalloy Stellite 6 1.13 ∙ R medium 

Bulk metallic glass 
Cu47Zr11Ti34Ni8 1.17 ∙ R medium 

Zr53Ti5Cu16Ni10Al16 1.30 ∙ R medium 

High-entropy alloy 
Co25Cr25Fe25Ni25 1.19 ∙ R medium 

Co20Cr20Fe20Ni20Mn20 1.61 ∙ R high 

  

Yeh [14] suggested the value of 1.5 ∙ R as the borderline between medium- and high-entropy 

alloys, and values lower than 1 ∙ R for low-entropy alloys. He argued that a configurational 

entropy of 1.5 ∙ R is large enough to compete with the mixing enthalpy, stabilizing solid 

solutions in these alloys. Today it is reasonable to consider 4 or more element alloys ([near]-
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equiatomic) as HEAs and ternary alloys in equiatomic or near equiatomic compositions as 

MEAs [8]. 

Zhang et al. [15] contested that if the 𝑆config
SS,ideal

 was the only parameter responsible for 

the phase stability in HEAs, then this would mean that: (i) the higher the number of elements 

in an alloy the greater the probability to form a SPSS is; (ii) alloys containing the same 

number of different elements would have the same probability to form a SPSS; (iii) the 

highest probability for equiatomic compositions to form a SPSS than non-equiatomic alloys 

with the same number of components.  

 Experimental results have shown that the simple stability rule based only on the 

𝑆config
SS,ideal

 is not enough to explain the phase formations in HEAs. For example, Otto et al. 

[16] prepared five equiatomic quinary alloys by replacing individual elements (Ti for Co, 

Mo or V for Cr, V for Fe, and Cu for Ni), one at a time, in the CoCrFeMnNi (Cantor) alloy, 

that was previously shown to have a SPSS structure at room temperature [2]. After three 

days of annealing at 1123 or 1273 K, all alloys except the Cantor alloy had a microstructure 

composed of multiple phases. This confirms that the above-mentioned statement (ii) of 

Zhang et al. [15] holds.  

Just recently (2016), investigations of the effect of long-time annealing on the phase 

stability of HEAs begun. Pickering et al. [17] were the first to demonstrate phase separation 

to occur in the Cantor alloy, which up to that moment was considered a prototype of SPSS 

in the HEAs community. They observed decomposition of the solid solution into an fcc 

matrix and precipitates of the tetragonal Cr-rich sigma (σ) phase, and M23C6 carbides, after 

aging at 700 °C for 125, 250, 500, and 1000 hours followed by water quenching. Recently, 

Kube and Schroers [18] stated that the configurational entropy is “often insufficient to 

outweigh competing contributions such as lattice strain enthalpies, chemical mixing 

enthalpies (∆𝐻𝑚𝑖𝑥), or structural mismatch of constituents all of which promote the 

formation of competing phases, in particular, intermetallics". According to the authors, most 

SPSS HEAs, if not all, are metastable in nature and formed by quenching from elevated 

temperature phases. They proposed the critical cooling rate of SPSS formation RC
SPSS as a 

universal parameter to quantitatively describe the degree of metastability of HEAs.  

 

1.3 Empirical rules of phase formation for HEAs  

 Up to this point only the role of the 𝑆config
SS,ideal

 in phase stability was discussed. Over 

the last ten years, many empirical rules were proposed that aimed at predicting SPSS 
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formation in multi-principal element alloys. A summary of the ability of some of these rules 

will be addressed below. Also, an empirical rule based on a theoretical elastic-strain energy 

criterion [19] proposed by the author of this thesis and contributors will be described in this 

section. 

 Senkov and Miracle [20] pointed out the importance of the enthalpy of mixing of the 

intermetallic (IM) phases, ∆𝐻𝑚𝑖𝑥
𝐼𝑀 , competing with the SPSS. The authors state that the 

conditions to suppress an IM phase and to obtain SPSS microstructures are given as:  

 

𝑘1
cr(𝑇) > ∆𝐻mix

IM /∆𝐻mix
SS    (Eq. 1.2) 

 

where 𝑘1
cr(𝑇) is a critical value at a given temperature, T, computed as: 

 

𝑘1
𝑐𝑟(𝑇) =

𝑇∆𝑆mix

|∆𝐻mix|(1−𝑘2)
+ 1   (Eq. 1.3) 

 

𝑘2 = ∆𝑆IM/∆𝑆mix    (Eq. 1.4) 

 

where ∆𝑆𝐼𝑀 is the mixing entropy of the IM phase, and ∆𝑆𝑚𝑖𝑥 the mixing entropy of the ideal 

random SS phase. The [𝑘1
cr(𝑇) 𝑣𝑠.

∆𝐻IM

∆𝐻mix
] plot was used as a criterion to separate IMs and 

SPSS alloys. The criterion of Senkov and Miracle [20] works reasonably well despite that 

some IM-containing alloys overlap the region delimited as SPSS. Furthermore, they do not 

discuss which IM phases are being correctly predicted and for which ones the method fails 

to forecast.  

 Zhang et al. [21,22] studied the relationship between the enthalpy of mixing, ∆𝐻𝑚𝑖𝑥 

(Eq. 1.5), and the atomic-size mismatch, 𝛿 (Eq. 1.6), and concluded that SPSSs would form 

for −15 ≤ Δ𝐻mix ≤  5 kJ mol−1 and 1 ≤ 𝛿 ≤ 6 %. The mixing enthalpy of a solution of 

two elements can be estimated using Miedema's model, as in Ref. [23]. Then, the enthalpy 

of mixing for an N-component solid solution can be estimated as follows: 

 

∆𝐻mix = ∑ 𝑐𝑖𝑐𝑗
𝑁
𝑖,𝑗 𝑖≠𝑗 Ω𝑖𝑗    (Eq. 1.5) 

 

where Ω𝑖𝑗 = 4∆𝐻mix
𝑖j

,  𝑐𝑖  the atomic fraction of the element, 𝑖 , and 𝐻mix
ij

 is the mixing 

enthalpy of the binary liquid alloy. The atomic-size mismatch is calculated as follows: 
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𝛿 = 100√∑ 𝑐𝑖(1 −
𝑟𝑖

ṝ
𝑁
𝑖=1 )2 , ṝ = ∑ 𝑐𝑁

𝑖=1 𝑖
𝑟𝑖   (Eq. 1.6) 

 

where 𝑐𝑖 and 𝑟𝑖 are the atomic fraction and atomic radius of the element 𝑖, respectively. 

 Following the Hume-Rothery theory for solid solutions, Guo et al. [24] proposed a 

criterion for the formation of fcc and bcc crystal structures based on the valence electron 

concentration (VEC);  

𝑉𝐸𝐶 = ∑ 𝑐𝑖
𝑁
𝑖=1 (𝑉𝐸𝐶)    (Eq. 1.7) 

 

according to this criterion, fcc crystal structures are formed when VEC ≥ 8, and bcc 

structures are formed when VEC < 6.7. 

 According to López and Alonso [25], one of the contributions to the enthalpy of 

formation H of a substitutional metallic solid solution is the elastic energy due to the atomic-

size mismatch between solutes and solvents. As stated in Ref [26], in systems where the 

atomic-size mismatch is considerable, the quasichemical model, which assumes that the 

volume of the elements are the same and do not change upon mixing, will underestimate the 

change in the internal energy on mixing because no account is taken of the elastic-strain 

fields, which introduce a strain energy term into ∆𝐻mix. When the size difference is large 

enough this effect can prevail over the chemical term [26]. 

 Toda-Caraballo and Rivera-Díaz-Del-Castillo [27] introduced two empirical 

parameters for predicting the phase formation of CCAs based on the lattice distortion: the 

interatomic spacing mismatch, sm, and the bulk modulus mismatch, Km (see Ref. [27] for 

equations). These parameters were plotted as functions of the ∆𝐻𝑚𝑖𝑥, χ, 𝛺 =
𝑇𝑆mix

ideal

|𝐻mix|
 [28], and 

𝜇 =
𝑇m

𝑇SC
 [29], where T, Tm, and TSC are the absolute temperature, melting temperature, and 

spinodal-decomposition temperature, respectively. χ is a criterion based on Pauling’s 

electronegativity difference among constituent elements [30]. This method showed a good 

ability to separate SPSSs from duplex phase alloys (e.g., bcc + fcc), ss + IM phases, and bulk 

metallic glasses (BMGs) from SPSSs, although a complex methodology was used to achieve 

the results.  

 Ye et al. [31] developed a general self-contained geometrical model to compute the 

intrinsically-residual strains due to different atomic-size elements in CCAs, which takes into 

account the atomic size, atomic fraction, and packing efficiency. They showed that a 
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transition from SPSS to multi-phase microstructures occurs when the root mean square 

(RMS) of the residual strain approaches ~5%. However, this methodology is not as 

straightforward, compared to the approach proposed in the present thesis. 

 Melnick and Soolshenk [32] argued that the lattice elastic-strain energy (∆𝐻𝑒𝑙) 

derived from the atomic-size mismatch, inherent to CCAs, should be considered to calculate 

the Gibbs free energy, G, see Eqs. (1.8 – 1.10): 

 

𝐺 = ∆𝐻mix + ∆𝐻el − 𝑇𝑆     (Eq. 1.8)  

 

 ∆𝐻el = ∑ 𝑐𝑖
𝑁
1 𝐵𝑖

(𝑉𝑖−𝑉)2

2𝑉𝑖
    (Eq. 1.9) 

 

𝑉 =
∑ 𝑐𝑖𝐵𝑖𝑉𝑖

𝑁
𝑖=1

∑ 𝑐𝑖
𝑁
𝑖=1 𝐵𝑖

      (Eq. 1.10) 

 

here, 𝐵𝑖 is the bulk modulus of the element 𝑖, 𝑉𝑖 is the atomic volume of the element 𝑖. 

 Melnick and Soolshenk [32] have not investigated the effect of the ΔHel itself on 

phase stability. Therefore, the effect of the lattice elastic-strain energy on the phase stability 

of CCAs was studied at the beginning of the present Ph.D. work. The results have been 

published in Ref. [19]. The ∆𝐻el is calculated with Eq. 1.9 for 235 different alloys of the 3d-

transition metal CCAs family, refractory CCAs family, and bulk metallic glasses (BMGs) 

(some are regarded as amorphous CCAs) and are given in Table A1 in Appendix 1. The local 

atomic volumes and bulk moduli for solid solutions are considered equal to the values for 

one-component systems. The elastic-strain energies are calculated for room temperature T0 

since all phases described in the references are at room temperature. The values of atomic 

radii are taken from Ref. [8], 𝐵𝑖 are taken from Ref. [33]. References [27,34] are used as 

databases for the calculated values of δ, ∆𝐻𝑚𝑖𝑥, and VEC. Then, plots for ∆𝐻𝑒𝑙 vs. ∆𝐻𝑚𝑖𝑥, 

∆𝐻𝑒𝑙 vs. VEC, δ vs. VEC, are produced to evaluate their abilities to correctly forecast the 

resulting microstructures of 235 known CCAs from the literature. The SPSS regions in these 

plots are defined as tangent lines to the outermost SPSS alloys confined in these areas.  

The ∆𝐻𝑒𝑙 vs. ∆𝐻𝑚𝑖𝑥 plot is exhibited in Figure 1.2. An fcc SPSS populated region  

lies in the range of 0 < ∆𝐻𝑒𝑙 ≤ 6.89 kJ mol−1 and −10.7 ≤ ∆𝐻𝑚𝑖𝑥 ≤ 3.9 kJ mol−1; the latter 

condition for the fcc SPSSs formation was already reported by Zhang and Zhou [21]. The 

bcc SPSSs, unlike the fcc SPSSs, are spread in a broader range of ∆𝐻𝑒𝑙 and 𝛿, and they 
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overlap with the duplex alloys, IMs, fcc + bcc + IMs, bcc + IMs, and fcc + IMs 

microstructures. Six crystalline alloys (5 single-phase IMs and one alloy with a mixture of 

ss and IM phases) lie in the BMGs region.  

 

 

Figure 1.2. The ∆𝐻𝑒𝑙 vs. ∆𝐻𝑚𝑖𝑥 criterion for the 235 complex concentrated alloys and bulk metallic 

glasses given in Table A1 in Appendix 1 (SPSS – single-phase solid solution, ss – solid solution, IMs 

– intermetallics). 

 

The ∆𝐻𝑒𝑙 vs. ∆𝐻𝑚𝑖𝑥 criterion may work reasonably well to distinguish the fcc SPSSs 

within different microstructures, but it clearly cannot separate the bcc ones. The ∆𝐻𝑚𝑖𝑥 of 

the bcc SPSSs studied ranges from −16.4 to 2.7 kJ mol−1 (Table A1 in Appendix 1) which 

overlaps with the enthalpy of formation for other phases, including IMs and BMGs. The 

criterion may work reasonably well to distinguish the fcc SPSS region especially for the 

compositions that tend to ideal solid solutions for the range of −5 ≤ ∆𝐻𝑚𝑖𝑥 ≤ 5 kJ mol−1.  

 From the 22 alloys with the duplex microstructures (e.g., fcc + bcc, or fcc + fcc) that 

share the common region with the fcc SPSS alloys (Fig. 1.2), 13 have positive values of 

∆𝐻𝑚𝑖𝑥 and all 22 have Cu as a constituent element. Copper is known to have a high positive 

∆𝐻𝑚𝑖𝑥 with some transition metals in binary solutions. This leads to the atoms organizing in 

A-A and B-B rather than A-B arrangements and will mostly result in segregation and phase 

separation. This can explain why these alloys have low values of ∆𝐻𝑒𝑙 but phase separation 

occurs. As shown by Otto et al. [16], the phase formation in higher-order multicomponent 

alloys is consistent with a minimization of the total Gibbs free energy, with contributions of 
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both enthalpy and entropy. They suggest that the binary ∆𝐻𝑚𝑖𝑥 of the constituent elements 

will also play a key role in the formation of SPSS or a compound in CCAs. 

 The bcc SPSS populated region is clearly defined in Fig. 1.3, unlike in Fig. 1.2, in 

the range of 3.59 ≤ ∆𝐻𝑒𝑙 ≤ 20.08 kJ mol−1 and 4.40 ≤ VEC ≤ 6.2. From the 28 CCAs with the 

bcc SPSS microstructure in Table A1 in Appendix 1, 16 (57.1 %) lie in this region. In the 

bcc SPSS region, 1 alloy containing an IM phase stands, representing 1.3% for these alloys, 

without any duplex alloys overlap. The remaining bcc SPSS alloys overlap with other 

microstructures in the range of 6.5 ≤ VEC ≤ 7.5. Considering all 56 SS alloys, including both 

fcc and bcc alloys, 44 of them fit the limits of ∆𝐻𝑒𝑙 vs. VEC for the bcc and fcc SPSS 

microstructures. This trend means that 78.6 % of all the SPSS alloys belong to the SPSS 

regions highlighted in Fig. 1.3. Twenty-two fcc + bcc, or fcc + fcc (80 alloys from Table A1 

in Appendix 1) duplex microstructures and six alloys containing IM phases (74 in total) 

overlap with the fcc SPSS region, yielding 27.5 % and 8.1 %, respectively. When all 

microstructures, except the SPSS (179 alloys in Table A1 in Appendix 1), are considered 

then 16.2 % of all these alloys overlap with the SPSS regions (delimited in Fig. 1.3). When 

only the IM-phase-containing alloys are considered then 9.5 % overlap with the SPSS 

regions is found.  

 

 

Figure 1.3. The ∆𝐻𝑒𝑙 vs. VEC criterion for the 235 complex concentrated alloys and bulk metallic 

glasses in Table A1 in Appendix 1 (SPSS – single-phase solid solution, ss – solid solution, IMs – 

intermetallics). 
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 Following what Guo et al. [24] proposed, the VEC criterion can separate fcc and bcc 

SPSS alloys for CCAs. All the evaluated bcc SPSS alloys have VEC lower than 7.5, while 

all the fcc SPSS alloys have VEC higher than 7.8. From the 28 alloys with the fcc SPSS 

microstructure listed in Table A1 in Appendix 1, 86 % of them obey the range proposed by 

Guo et al. [24]. For the bcc SPSS alloys, 79% of them follow the range proposed. The ∆𝐻𝑒𝑙 

vs. VEC criterion (Fig. 1.3) shows a plausible ability to distinguish SPSS alloys from all 

different microstructures described in the literature for CCAs.  

 It should also be noted that the bcc SPSS may also form for low values of ∆𝐻𝑒𝑙, for 

example, the MoNbTaW and MoNbTaVW alloys have ∆𝐻𝑒𝑙 = 3.59 kJ mol−1 and 5.31 kJ 

mol−1, respectively. These values are comparable with those for the fcc SPSS. All the 

constituent elements of the MoNbTaW and MoNbTaVW alloys have the bcc A2 structure 

at Tm and T0. Therefore, it is not surprising that these CCAs precipitate with the same crystal 

structure characteristic of the constituent elements, in what Miracle and Senkov [8] defined 

as the “structure in – structure out” correlations (SISO). The SISO analysis takes into account 

the crystal structure of the element being used to design an alloy, and it develops the Hume-

Rothery concept of the link between the crystal structure of an extended SPSS and the crystal 

structures of the constituent elements. Therefore, the SISO correlations should also be 

considered in the CCAs design. 

 Two SPSS regions are distinguishable in Fig. 1.4 in agreement with the ∆𝐻𝑒𝑙 vs. VEC 

criterion (Fig. 1.3). In total, 18 alloys with duplex microstructures and 10 IM-containing 

alloys overlap with the fcc SPSS region, which yields 22.5 % and 11.5 % of these 

microstructures, respectively. The criterion can correctly predict 40 % less in the number of 

alloys with IM phases than the ∆𝐻𝑒𝑙 vs. VEC criterion (Fig. 1.3). When the bcc SPSS region 

is investigated, 1 alloy with a mixture of ss and IM phases and none of the duplex alloys are 

found. The comparison of the two criteria for the prediction of the fcc SPSS region is shown 

for the δ vs. VEC criterion in Fig. 1.5a and the ∆𝐻𝑒𝑙 vs. VEC criterion in Fig. 1.5b. A clear 

shift can be seen for some IM-containing alloys to the outside of the fcc SPSS region in Fig. 

1.5b. 
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Fig. 1.4. The 𝛿 vs. VEC criterion for the 235 complex concentrated alloys and bulk metallic glasses 

given in Table A1 in Appendix 1 (SPSS –single−phase solid solution, ss –solid solution, IMs –

intermetallics). 

 

 

Fig. 1.5a. The ability of two criteria (a) 𝛿 vs. VEC and (b) ∆𝐻𝑒𝑙 vs. VEC to correctly predict the phase 

formation of some intermetallic alloys that overlap with the fcc single-phase solid-solution regions 

in Figs. 1.3 and 1.4, respectively. 
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Fig. 1.5b. The ability of two criteria (a) 𝛿 vs. VEC and (b) ⟨∆𝐻𝑒𝑙 vs. VEC to correctly predict the 

phase formation of some intermetallic alloys that overlap with the fcc single-phase solid-solution 

regions in Figs. 1.3 and 1.4, respectively. 

 

 At this point, let us explore the prediction capability of the ∆𝐻𝑒𝑙 parameter by 

considering the 6 alloys with a mixture of ss and IM phases that overlap with the fcc SPSS 

region delimited in Fig. 1.3. Of these 6 alloys, 5 of them exhibit a mixture of a ss phase, and 

the sigma phase, σ, usually found in low volume fractions in interdendritic regions and grain 

boundaries [16]. These 5 alloys are CoCrFeNiV, CoCrFeMo0.5Ni, Al0.5CoCrCuFeNiV, 

Al0.5CoCrCuFeNi0.6, and Al0.5CoCrCuFeNiV0.8. Four of these alloys contain V, 2 alloys have 

V as a minor addition, and 2 alloys contain the equimolar concentration. Vanadium is known 

to extend the σ phase stability in alloys containing Co, Mn, and Fe, and it is the only element 

to form the σ phase when combined with Ni. "Among the intermetallic phases, it is probably 

the phase having the broadest range of existence among the different systems" [35]. This 

seems reasonable to explain why the σ phase forms in these alloys. However, it does not give 

any insight into how to correctly predict and avoid the precipitation of the σ phase. The 

remaining Al0.3CoCrFeNi alloy shows a different intermetallic phase and the microstructure 

is composed of fcc ss and L12 phase [36]. 

 Table A1 in Appendix 1 contains 34 alloys with the σ phase. Regarding the elements 

that are prone to form this phase, 32 alloys contain Cr, 5 alloys contain Ti, 6 alloys contain 

V, and 23 alloys have Mo. Molybdenum is one of the alloying elements exhibiting the σ 

phase formation for the largest number of binary systems [35]. Tsai et al. [37] proposed an 

empirical method using the VEC alone to predict the formation range of the σ phase in CCAs. 
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They suggested that alloys were prone to the precipitation of the σ phase when VEC is 

between 6.88 and 7.84, and the method works well for Cr- and V-containing alloys. Eight of 

the alloys listed in Table A1 in Appendix 1 (24%), that form the σ phase, fall outside the 

range in VEC. All eight alloys contain Cr, 3 of them have V, and 5 contain Mo. This suggests 

that care must be taken when using this criterion to predict SPSS HEAs, which is 

demonstrated in Table 1.2 (the table shows the outcome of different criteria to predict the 

phase formation for the IM alloys overlapping with the SS regions) and Fig. 1.5. From the 6 

alloys that contain V and form the σ phase, 5 alloys are incorrectly predicted with the 𝛿 vs. 

VEC criterion (Fig. 1.5a and Table 1.2), and 4 alloys are wrongly predicted with the ∆𝐻𝑒𝑙 

vs. VEC criterion (Fig. 1.5b and Table 1.2).  

 

Table 1.2. The compositions (in molar fraction), microstructures, and the prediction outcomes using 

5 different criteria: 𝛿 vs. ∆𝐻𝑚𝑖𝑥; ∆𝐻𝑚𝑖𝑥 vs. VEC; ⟨∆𝐻𝑒𝑙 vs. ∆𝐻𝑚𝑖𝑥; 𝛿 vs. VEC; and ∆𝐻𝑒𝑙 vs. VEC for 

the intermetallic alloys that overlap with the single−phase solid−solution regions for these criteria (L 

– Laves phase; σ – sigma phase; µ − mu phase). 

Composition Phases Ref. 
δ vs. 

ΔHmix 

ΔHmix vs. 

VEC 

∆𝐻𝑒𝑙 vs. 

ΔHmix 
 δ vs. VEC  

∆𝐻𝑒𝑙 vs. 

VEC 

   Outcome 

Al0.5CoCrCuFeNiV fcc + bcc + σ [38] Failed Failed Failed Failed Failed 

Al0.3CoCrFeNi fcc + L [36] Failed Failed Failed Failed Failed 

Al0.5CoCrCuFeNiV0.8 fcc + bcc + σ [38] Failed Failed Failed Failed Failed 

CoCrFeMo0.5Ni fcc + σ [39] Failed Failed Failed Failed Failed 

Al0.5CoCrCuFeNiV0.6 fcc + bcc + σ [38] Failed Failed Failed Failed Failed 

CoCrFeNiV fcc + σ [34] Failed Failed Failed Failed Failed 

CoFeMnNiV fcc + σ [16] Failed Failed Failed Failed Succeeded 

CoCrFeMo0.85Ni fcc + σ + µ [39] Failed Failed Failed Failed Succeeded 

CoCrFeNiW fcc + µ [34] Failed Failed Succeeded Failed Succeeded 

CoFeMnMoNi fcc + µ [16] Failed Failed Succeeded Failed Succeeded 

AlCoCrFe2Mo0.5Ni bcc + σ [40] Failed Succeeded Failed Succeeded Succeeded 

Al0.5CrFe1.5MnNi0.5 bcc + fcc + B2 [41] Failed Succeeded Failed Succeeded Succeeded 

Al0.3CrFe1.5MnNi0.5 bcc + fcc + B2 [41] Failed Succeeded Failed Succeeded Succeeded 

CoCrCuFeNiTi fcc + L [42] Succeeded Failed Succeeded Succeeded Succeeded 

CoCrCuFeNiTi0.8 fcc + L [42] Succeeded Failed Succeeded Succeeded Succeeded 

Co1.5CrFeMo0.8Ni1.5Ti0.5 fcc + σ [43] Failed Failed Succeeded Succeeded Succeeded 

AlCoCu0.33FeNi fcc + fcc + B2 [44] Succeeded Failed Failed Succeeded Succeeded 

CoCrMnNiV fcc + σ [16] Failed Succeeded Failed Succeeded Succeeded 

 

It can be concluded that for CCAs of the 3d transition metals family, V and Mo may lead 

(depending on the alloying elements and the overall composition) to the formation of the σ 
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phase and that the prediction of the σ-IM phase for V-containing alloys is somewhat difficult. 

The reasons for this are discussed in the following paragraphs. 

Tsai et al. [34] examined the predicting quality for the phase formation using five 

different criteria available, with variable terms. The CoCrFeNiX (X = Y, Ti, Zr, Hf, V, Nb, 

Ta, Cr, Mo, and W) alloys were used as the master composition for the comparison. The 

empirical methods and the SPSS-forming conditions are summarized in Table 2.3. Inclusive 

of the common rules for ∆𝐻𝑚𝑖𝑥 (Eq. 1.5), 𝛿  (Eq. 1.6), and ΩT, introduced previously, 

additional parameters are defined as: [45–47]: 

 

𝛾 =
𝜔𝑆

𝜔𝐿
      (Eq. 1.11) [45]  

 

𝜔𝐿 = 1 − √
(𝑟𝑆 + 𝑟)2−𝑟̅2

(𝑟𝑆+ 𝑟)2     (Eq. 1.12) [45] 

𝜔𝑆 = 1 −  √
(𝑟𝐿 + 𝑟)2− 𝑟

2

(𝑟𝐿+ 𝑟)2           (Eq. 1.13) [45] 

𝛬 =  
Δ𝑆mix

ss,ideal

𝛿2          (Eq. 1.14) [46] 

 

𝜙 =  
𝑆𝑐−𝑆𝐻

𝑆𝐸
          (Eq. 1.15) [47] 

 

  Here, 𝑟𝑆 and 𝑟𝐿 are the radii of the smallest and largest atoms in a multicomponent 

metallic mixture, respectively. The 𝑆𝑐 denotes the configurational entropy of mixing for an 

ideal gas, and the 𝑆𝐸 is the excess entropy of mixing which is the function of atomic packing 

and atom size. The 𝑆𝐻 = |∆𝐻𝑚𝑖𝑥/𝑇𝑚| is defined as complementary entropy. The results by 

Tsai et al. [34] revealed that 4 criteria, unlike the present work, consistently fail to correctly 

predict at least the phase formation for the alloys with X = V, Mo, and W; these form the fcc 

+ σ phases for X = V and Mo and fcc + µ phases for the X = W alloy (Table 1.3). All five 

methods are unable to correctly predict at least for the alloys with X = V and Mo (Table 1.3). 

In the present work, the results show that only for the alloy with X = V, it is not possible to 

separate the fcc SPSS region using the ΔHel vs. VEC criterion (Fig. 1.5b and Table 1.3). The 

ΔHel vs. VEC criterion has a greater ability to predict alloys with IM phases, compared with 

the 5 existing empirical models [34], in particular for alloys that form the µ phase (Table 

1.2). For the σ phase, when Mo is the element leading to its formation, it was also possible 

to correctly predict the phase formation (Table A1 in Appendix 1, alloys highlighted in blue). 
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Table 1.3. The single-phase solid-solution (SPSS) forming conditions and the prediction outcomes 

for five different approaches, summarized by Tsai et al. [34]. The SPSS-forming conditions applied 

to the ΔHel vs. VEC criterion and the prediction outcomes for the CoCrFeNiX (X = Y, Ti, Zr, Hf, V, 

Nb, Ta, Cr, Mo, and W) alloys. 

Ref. SPSS-forming conditions Incorrect predictions 

[48] −11.6 ≤ ∆𝐻𝑚𝑖𝑥 ≤ 3.2 kJ mol−1, δ < 6.6% X = V, Mo,W 

[45] −11.6 ≤ ∆𝐻𝑚𝑖𝑥 ≤ 3.2 kJ mol−1, γ < 1.175 X = V, Mo,W 

[28] Ω ≥ 1.1, δ ≤ 6.6% X = V, Nb, Ta, Mo,W 

[46] Λ > 0.96 J K.mol−1 X = V, Mo 

[47] Φ > 20 X = V, Mo,W 

This thesis fcc SPSS:  0 ≤ ∆𝐻𝑒𝑙 ≤ 6.8 kJ mol−1, VEC ≥ 8 X = V 

This thesis bcc SPSS: 3.59 ≤ ∆𝐻𝑒𝑙 ≤ 20.08 kJ mol−1, 4 ≤ VEC ≤ 6.2 X = ∅ 

 

Tsai et al. [41] argued that the failure of the well-established methods to correctly predict 

the regions of the formation of SPSSs and IMs is because they consider SPSSs formation 

only when the ∆𝐻𝑚𝑖𝑥 is near zero and 𝛿 of the constituent elements is small < 6.6 %. 

However, IM phases can also form with the near-zero mixing enthalpy and for the small 

atomic-size difference. This is the case of the σ and μ phases. One may notice that only the 

CoCrFeNiV (fcc + σ phases) alloy overlaps with the fcc SPSS region in Fig. 1.5b, and 2 

alloys overlap with the fcc SPSS region when the δ criterion is considered in Fig. 1.5a. These 

are the CoCrFeNiV and CoCrFeNiW alloys with microstructures of fcc + σ phases and fcc 

+ μ phases, respectively. The μ phase is topologically close-packed and has a rhombohedral 

lattice crystal structure. The phase has been reported for many Ni- and Co-based systems 

[49]. In Table A1 in Appendix 1, 3 alloys form the μ phase. These are the CoCrFeMo0.85Ni 

[39], CoCrFeNiW [34], and CoFeMnMoNi [16] alloys (highlighted in green in Table A1 in 

Appendix 1). When the 𝛿  vs. VEC criterion is applied, all the alloys are predicted to be fcc 

SPSSs which does not correspond to their real microstructures (Table 1.2 and Fig. 1.5a). On 

the other hand, when the ∆𝐻𝑒𝑙 vs. VEC criterion is applied, all three alloys are shifted outside 

of the fcc SPSS region (Table 1.2 and Fig. 1.5b). It is tempted to assume that the 𝛿  vs. VEC 

criterion could flawlessly predict the alloys that precipitate the μ phase. However, there are 

not enough alloys published in the literature to date to fully verify it.  

 The reason that it is possible to correctly predict the formation of the μ phase using 

the ∆𝐻𝑒𝑙 parameter is that the bulk modulus of both Mo and W is typically much higher than 

for the other constituent elements in these alloys. Therefore, when computing the ∆𝐻𝑒𝑙, the 
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bulk modulus has a more pronounced effect contrary to 𝛿. The atomic radii of Mo and W do 

not differ greatly from the other elements in these alloys. The same applies when predicting 

alloys that form the σ phase by adding Mo. This can be seen for the highlighted alloys in 

blue in Table A1 in Appendix 1. However, when the V-containing alloys forming the σ phase 

are considered, neither the bulk modulus nor atomic radius of V differs greatly from the 

other elements. For this reason, both 𝛿  vs. VEC and ∆𝐻𝑒𝑙 vs. VEC criteria fail to correctly 

predict the microstructures despite that the ∆𝐻𝑒𝑙 parameter has an overall better performance 

(Table 1.2). 

 

1.4 Calculation of phase diagrams of HEAs 

The calculation of the phase diagrams method (CALPHAD) has had significant 

success in the design of new alloys, especially in binary and ternary systems, by predicting 

the phase equilibria and the thermodynamic properties. However, HEAs impose a challenge 

for the correct prediction of phase equilibria and optimization of CALPHAD databases due 

to their inherent compositional complexity.  

Dedicated databases for HEAs (e.g., TCHEA1 [50]) rely on the extrapolation of 

binary and ternary descriptions (when available) to predict phase equilibria for ‘higher order’ 

alloys. It is assumed that the extrapolation is reliable because "the probability of the 

occurrence of quaternary or higher-order intermetallic phases is low and decreases rapidly 

with an increase in the number of components", according to Gorsse and Senkov [51]. The 

challenge relies on the fact that not all binary and ternary thermodynamic descriptions are 

complete even for the most advanced databases known today. For example, Ref. [51] reports 

that the TCHEA3 database, which includes 26 elements and can form 325 binary and 2600 

ternary systems, lacks the complete description in the full composition and temperature 

range, for 31 binary and 2464 ternary systems.  

Bracq et al. [52] have used an experimental and theoretical approach (CALPHAD) 

to investigate the fcc SPSS stability in the Co-Cr-Fe-Mn-Ni system.  They constructed 

10,626 phase diagrams using the TCHEA1 database and compared them to phase formation 

in 11 alloys, corresponding to 8 different compositions and 2 temperatures, which were cast 

and annealed at 1273 and/or 1373 K for 6 days. Among the 11 alloys, 5 were predicted to be 

a fcc-SPSS at the corresponding temperature by CALPHAD. From those 5 only 3 alloys 

were experimentally proven to be a fcc solid solution using XRD and SEM analysis. One 

alloy (in the Co-rich section) which was predicted to be a fcc-SPSS showed a dual-phase fcc 

and ε hexagonal closed-packed (hcp) structure and was explained by an allotropic 
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transformation that occurs in Co. The authors stated that the martensitic-like transformation 

occurred during cooling and that at 1373 K the alloy should be a fcc SPSS, as predicted. For 

the other wrongfully predicted alloy (in the Mn-rich section) it was demonstrated to be a β-

Mn SPSS while calculations predicted a fcc-SPSS, indicating that the fcc stability range is 

overestimated. 

The other 6 alloys were correctly predicted to be dual-phase by CALPHAD, 

nonetheless, there were discrepancies between the phases experimentally determined and 

those predicted. For instance, the Co14.5Cr42Fe14.5Mn14.5Ni14.5 (at. %) alloy is predicted to 

form fcc + bcc phases below the solidus 𝑇𝑠 and that the σ phase should precipitate below 814 

K. The σ phase was identified in the alloy annealed at 1273 K. The authors concluded that 

the TCHEA1 database is accurate to describe the compositional space where the fcc solid 

solution is present for this system, however, the stability of the σ phase is underestimated, 

which results in a wrongful description of multi-phased HEAs.  

Gorsse and Senkov [51] assessed the reliability of extrapolation of the binary and 

ternary data using the HEAs dedicated database TCHEA3 for quaternary systems. One of 

the investigated systems was Co-Cr-Fe-Ni. To achieve their goal, they started with a 

quaternary system that had a full description of all binary and ternary thermodynamic data 

(named FAT1) and considered this the case where the prediction was 100 % correct. Then 

they artificially excluded from the calculation all ternary interaction parameters (named 

FAT0) and compared the extent of the compositional range of each phase throughout the 3D 

composition space as a comparison metric (see Fig 1.6). In the latter case, FAT0, the results 

are exclusively obtained from the extrapolation of the 6 binary interactions. Their results 

showed that there is no significant difference (98 % match) between the phase equilibria and 

locations of the phase boundaries (solubility limits) delimiting the SPSS regions in both 

cases (Fig. 1.6). This suggests that the predictions of SPSS ranges, for this system, are not 

sensitive to the number of ternary interactions assessed. However, they pointed out that 

reliable prediction of miscibility gaps and/or intermetallic phases may require a more 

complete description of ternary interactions. 

The quality of CALPHAD prediction mainly relies on the correct thermodynamic 

descriptions. This may limit the reliability of the predictions especially as the number of 

elements in an alloy increase, as the number of binary and ternary interactions also increase.  
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Figure 1.6. Co-Cr-Fe-Ni system: (a) Unfolded tetrahedral quaternary phase diagram showing the four 

isothermal sections of the ternary subsystems calculated at 800 °C for FAT = 1, highlighting the 

single-phase fields. (b) Difference (appearing in white) between the extent of the various phase fields 

calculated for FAT = 1 and FAT = 0. (c,d) Parallel coordinate plots showing the predicted range of 

existence (4D compositional coordinates) of the fcc phase in the quaternary Co-Cr-Fe-Ni phase 

diagram. Taken from Ref. [51]. 

 

1.5 The core effects of HEAs 

 In a review letter two years after the first publications on HEAs, Yeh [53] 

hypothesized four core effects that HEAs should exhibit. (i) the high-entropy effect, 

previously discussed in section 1.2; (ii) a local lattice distortion (LLD) effect, linked to 

atomic-size mismatch; (iii) sluggish diffusion, which would make these materials suitable 

for high-temperature operations; and finally (iiii) the cocktail effect. These core effects are 

addressed in the following paragraphs. 

 

1.5.1 Lattice distortion  

   Based on the available data at the time, Yeh [53] suggested that solid solutions with 

multi-principal elements would lead to a high degree of lattice distortion and this would have 

the following effects; pronounced solid-solution strengthening [4], increased thermal and 

electrical resistivity [54], and a strong decrease in X-ray diffraction intensities [55]. To 

assess the hypothesis of lattice distortion, suggested by Yeh [53], Owen et al. [56] used 

neutron radiation total scattering measurements on gas atomized powders of Ni-33Cr (at. %) 
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and a homogenized equiatomic CoCrFeMnNi alloy. The samples were measured for 4 hours 

at room temperature. Pair distribution function (PDF) plots, which give information of the 

interatomic distances (r) within the irradiated volume, were analyzed and compared to pure 

Ni, Ni-20Cr, Ni-25Cr, and ternary Ni-37.5Co-25Cr alloys. Their results showed that all 

alloys were fcc SPSS, statistically disordered, and with no preferential texture so any 

decrease in intensity should come from LLD, which was not observed. They concluded that 

the peaks full widths at half maximum of the HEA were in general larger compared to the 

other alloys analyzed, considering the first 6 coordination shells. In terms of a static 

displacement, this can be interpreted as that the HEAs lattices contain a higher degree of 

local strain. Nonetheless, they emphasized that the widths of these PDF peaks were not 

exceptionally greater than the binary and ternary alloys compared in their investigation. 

  Tong et al. [57] quantitatively described the degree of LLD for three homogenized 

SPSS fcc medium- and high-entropy alloys  (CoCrNi, CoCrFeNi, and CoCrFeMnNi) using 

X-ray total scattering measurements in transmission mode. They calculated the degree of 

LLD by fitting first the lattice parameter in the 𝑟-range from 1.5 Å to 3 Å (first atomic shell) 

to obtain the local lattice constants, 𝑎1st, and then extended to the whole measured PDF but 

with the fixed lattice parameter of 𝑎1st. The LLD was quantitatively analyzed in terms of 𝑟-

dependent lattice parameter (𝑎var) extracted from the 𝑟-dependent refinement. A divergence 

between 𝑎1𝑠𝑡 and 𝑎var revealed that the local structure of CoCrNi and CoCrFeMnNi (at the 

low 𝑟 region) disagrees with the average structure at the high 𝑟 region and some degree of 

LLD exists in these two alloys, while for the CoCrFeNi it was insignificant. They discuss 

that the origin of the LLD for the former alloys is of different natures. For the CoCrFeMnNi 

alloy, all elements have remarkably similar atomic sizes, except for Mn (~ 8 % difference), 

and this difference was given by the authors as the explanation for its LLD. However, for 

the CoCrNi MEA all elements have similar atomic sizes, thus, could not explain the LLD. 

The reason for the local lattice strain in CoCrNi, according to Tong et al. [57], comes from 

chemical short-range order (CSRO), which has been investigated both theoretically and 

experimentally [58–61]. Short-range order in MEAs and HEAs will be more thoroughly 

addressed in Chapter 6.   

Kube et al. [62] measured the crystal structure of 2478 alloys in the systems based 

on Al, Cr, Mn, Fe, Co, Ni, and Cu. Two subsets were arranged, one based on the Al-group 

and the other on the Mn-group. All possible quinary combinations from Al, Cr, Fe, Co, Ni, 

and Cu, and Cr, Mn, Fe, Co, Ni, and Cu were studied. It was shown the preference of HEAs 

with a large atomic-size mismatch, δ, to crystallize with the loose-packed bcc structure. Tong 
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et al. [63], using X-ray total scattering analysis, showed that the first and second shells of 

the PDF of bcc refractory HEAs (RHEAs) containing hafnium and zirconium overlap, and 

pronounced damping of the structure features occurs at larger r. Contrary, other Hf- and Zr-

free bcc RHEAs investigated had discernable first and second peaks. They concluded that 

for the former it is caused by a severe LLD due to the large atomic-size difference of Hf and 

Zr with the other refractory elements. These new findings are contradicting to the initial 

generalization of Yeh [53], that all HEAs should show severe lattice distortion. Perhaps with 

the improvement of experimental and theoretical techniques, and more available data on 

lattice distortion in HEAs, a more conclusive theory may be established. 

 

1.5.2 Sluggish diffusion  

The sluggish diffusion effect was stated as one of the core effects of HEAs from the 

beginning and it was presumed that these materials would have great advantages to be used 

as structural alloys in high-temperature services. Diffusion in HEAs requires the cooperative 

movement of different atom species. It was supposed in Ref. [1] that the vacancy 

concentration for substitutional diffusion is still limited in HEAs, as it is in less complex 

alloys because the formation of a lattice vacancy is associated with a positive enthalpy of 

formation and excess entropy. The competition between these two factors establishes an 

equilibrium vacancy concentration with minimum free energy at a given temperature. The 

vacancies in the multi-element matrix are surrounded by different atom species during 

diffusion establishing competition among them. "Either a vacancy or an atom would have a 

fluctuated diffusion path to migrate and have slower diffusion and higher activation energy" 

[1]. Additionally, the inherent lattice distortion proposed by Yeh [53] was thought to hamper 

atomic movement and limit the diffusion rate in HEAs. For the reasons given above, 

diffusional phase transformations in HEAs were believed to be universally sluggish [1]. 

Nonetheless, these allegations were made based on indirect evidence such as the formation 

of nanosized crystals and qualitative analysis of microstructural stability upon cooling. 

The first study to determine the solid-state diffusion coefficients of HEAs was done 

on the CoCrFeMnNi alloy by Tsai et al.  [64] in 2013. Diffusion couples were arranged as 

that only two of the five elements would have a concentration gradient across the interface. 

The couples were then annealed at four different temperatures: 1173, 1223, 1273, and 1323 

K. The authors constructed Arrhenius plots and calculated the activation energies. They 

concluded that diffusion coefficients were smaller, and the activation energies were 
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significantly higher than traditional alloys and pure metals. The authors then stated that 

diffusion in high entropy alloys is sluggish. 

 From the point of view of data analysis, the quasi-binary approach used by Tsai et 

al.  [64] was essential for the outcome of the results. The use of such an approach allows 

obtaining one interdiffusion coefficient, a characteristic for a given couple and common for 

both elements (the ones with gradients of concentration). Tsai et al. [64] assumed it would 

be possible to obtain two interdiffusion coefficients by analyzing separately the profiles of 

components 1 and 2. While for binary systems, it would make no difference, since the sum 

of molar fractions n1 + n2 = 1, in a quasi-binary system the presence of uphill effects of the 

other elements may modify the profiles for elements 1 and 2 [65]. The method adopted by 

Tsai et al. [64] was contested by experts in the field of diffusion [65–67] which have 

questioned the conclusions they arrived at.  

Most studies on diffusion of high-entropy alloys, using both diffusion couples and 

the radio tracer methods [68–70], did not come to the same findings as Ref. [64]. For 

example, Vaidya et al. [70] investigated both bulk and grain boundary diffusion with the 

radio tracer method on polycrystalline CoCrFeNi and CoCrFeNiMn alloys. They concluded 

that the diffusion coefficients are only smaller, comparing to other fcc alloys if a homologous 

temperature scale is used for comparison. In the absolute temperature scale, the diffusion 

rates are of the same magnitude. Above a critical value, Co diffusivity was shown to be faster 

in CoCrFeNi than in CoCrFeMnNi alloy. This suggests that diffusion in HEAs does not 

necessarily become sluggish with increasing the number of elements. Dabrowa and 

Danielewski [65] stated in their review about diffusion in HEAs that: “looking at the 

described state-of-the-art of diffusion studies in HEAs, it can be said that there is completely 

no evidence of any diffusion sluggishness in the absolute temperature scale if the tracer 

diffusivities are considered”. However, they point out that all studies carried out so far have 

focused on fcc-structured alloys, and that although sluggish diffusion has not yet been proved 

to occur it may be the case for bcc HEAs.   

    

1.5.3 Cocktail effect 

 From the four core hypotheses proposed the ‘cocktail’ effect is the only one that 

cannot be measured or quantified. It is invoked that the properties of HEAs result from 

unforeseen synergies between the multicomponent structure. That is, the properties of multi-

principal element alloys do not obey the linear rule of mixtures, because at an atomic scale 

HEAs can be regarded as composites benefiting from the mutual interactions of different 
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elements in a lattice. The hypothesis may be true, but it is rather difficult to prove it 

scientifically.  

 

1.6 Mechanical properties 

 It is possible to summarize four different lines of development for HEAs related to 

their mechanical properties. (i) lightweight materials with high specific strength which are 

reflected in the development of lightweight high-entropy alloys (LW-HEAs); (ii) overcome 

the long-lasting strength-ductility trade-off; (iii) alloys for cryogenic applications, 

specifically in the transition metal HEAs class (TM-HEAs); and finally, (iiii) materials for 

high-temperature applications that can exceed the existing limits of work temperature and 

resistance to softening. The latter class is designated as refractory high-entropy alloys 

(RHEAs). 

 

 

Figure 1.7. Materials property space for room temperature yield strength versus density of 

conventional metal alloys and CCAs. Taken from [71].  

        

1.6.1 Lightweight high-entropy alloys 

 The development of LW-HEAs is generally based on alloying Al and Ti with other 

elements [72]. As can be seen in Figure 1.7 [71] there is an existent gap, in terms of density, 

between Al and Ti alloys. Because HEAs have a high degree of freedom regarding 

compositional space, this gap may be filled by LW-HEAs.  
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 The LW-HEA with the lowest density produced was an equiatomic AlCaCuLiMg 

alloy (2.2 g/cm3) consisting of a SPSS with a tetragonal crystal structure. The SPSS structure 

was analyzed by XRD and microstructural investigation with a scanning electron microscope 

(SEM). Room-temperature compression tests showed a fracture strength of 910 MPa, and 

thus, the specific strength of this alloy is about 413 MPa/g/cm3. 

 Kang et al. [72] used the CALPHAD method for screening the binary phase 

diagrams of Al and Ti and other elements to develop new LW-HEAs with extended solid 

solubility for intermediate temperature services. They designed two equiatomic 

compositions which were bcc SPSS, AlCrMoTi, and AlCrMoTiV, and the other five 

compositions had a bcc matrix and minor B2 phase precipitates. Their Vickers’ hardness, 

theoretical density, and specific hardness are summarized and compared with commercial 

alloys in Table 1.4. As can be seen, the HEAs’ densities are higher than Ti-base and lower 

than Nickel-base alloys, and their specific hardness are superior to both.  It is suggested in 

their work that the high hardness comes from the solid solution hardening effect due to 

atomic-size mismatches.  

 

Table 1.4. Comparison of the specific hardness of the lightweight HEAs in Reference [72] with 

commercial alloys. 

Alloys Hardness (HV) Theoretical density (g/cm3) Specific hardness (HV/g/cm3) 

AlCrMoTi 606 6.01 100.83 

AlCrMoTiV 556 6.00 92.67 

Ti-6Al-4V 346 4.43 78.10 

Ti-6242 339 4.54 74.67 

Inconel 718 335 8.18 43.40 

  

 Youssef et al. [73] produced a low-density (2.67 g/cm3) non-equiatomic 

Al20Li20Mg10Sc20Ti30 nanocrystalline alloy by ball milling at low temperatures and 

subsequent hot pressing. They showed, by XRD and transmission electron microscopy 

(TEM), that the as-prepared alloy was a fcc SPSS and after annealing at 500 °C for 1 hour 

the sample transformed into a hcp SPSS structure. The hardness of the samples were 5.8 and 

4.9 GPa for fcc and hcp structures, respectively, which are 2-3 times higher than 

nanocrystalline Al alloys. Interestingly, few samples that were contaminated during 

preparation and had prominent levels of N and O did not transform to hcp structure upon 

annealing and it was explained by the authors based on the octahedral site distance difference 
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between the fcc and hcp structures. To accommodate the impurities in octahedral sites the 

fcc structure, which has a larger octahedral site distance, was preferred in the samples with 

high impurity levels. The authors stated that the hcp structure is the stable phase for this 

alloy and that the low stacking fault energy of the fcc phase contributed to the high hardness. 

 According to Feng et al. [74], there is limited solubility of Al and Ti with late 

transition metals because of the difference in atomic sizes and electronegativity. This leads 

to the formation of very stable intermetallic compounds and very few SPSS can be found in 

the LW-HEAs class. It has also been reported the formation of quasicrystal phases [75], 

which had a strong negative effect on the ductility, and amorphization during prolonged ball 

milling of hcp exclusive element compositions, e.g., BeCoMgTi and BeCoMgTiZn [76].  

 LW-HEAs are the least explored among all other classes of HEAs. As can be seen 

from the discussion above, they have the potential to perform better than existing Al and Ti 

alloys in terms of specific strength. With careful design, it is also possible to seek project-

targeted densities for special applications, which is unlikely to happen for Al- and Ti-base 

alloys since the density is determined by the major alloying element. One of the limitations 

for the development of new LW-HEAs is they mainly have relied on empirical and 

CALPHAD methods, and both approaches may have limited accuracy to predict SPSS or 

other desired microstructures. The improvement of thermodynamic databases and reliable 

experimental determination of temperature-dependent phase formation, in different systems, 

should push the field forward. 

 

1.6.2 Overcoming the strength-ductility tradeoff  

 The strength-ductility tradeoff has been a longstanding dilemma in the 

development of structural alloys [77]. For example, fcc-structured solid solutions usually 

show particularly good plasticity but have low strength. Contrarily, bcc-structured solid 

solutions show higher strengths but limited plasticity at room temperature. Since generally 

ductility and strength are mutually exclusive a compromise between one and the other must 

be made. Several approaches have been developed in metallurgy to overcome the strength-

ductility tradeoff and some of the same principles are applied in the HEAs field. 

 Twinning-induced plasticity (TWIP) or transformation-induced plasticity (TRIP) 

are two mechanisms described in the literature of HEAs as effective methods in overcoming 

the tradeoff. TWIP-alloys were first developed as austenitic steels with high manganese 

content which were designed to have low stacking fault energies (SFEs) [78], enabling the 

TWIP effect. The deformation-induced twinning is capable of enhancing the work hardening 
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which delays the formation of necking, in this way increasing simultaneously the tensile 

strength and ductility [78]. The plastic deformation of the fcc phase is mainly governed by 

the SFE. A transition from dislocation slip mode to deformation twinning (TWIP) is favored 

as the SFE is lowered, and for very low values of SFE, strain-induced 𝑓𝑐𝑐 → ℎ𝑐𝑝 martensitic 

transformation (TRIP) deformation mode occurs [79].  

 Wei et al. [80] studied theoretically and experimentally composition modifications 

on the equiatomic Cantor alloy and its influence on the SFE and the fcc phase stability. It 

was shown that the SFEs could be lowered by augmenting the Co and Cr concentration and 

decreasing Fe, Ni, and Mn content. Moreover, in addition to lowering the SFE, increasing 

the amount of Co, and especially Cr, decreased the stability of the fcc phase in favor of the 

hcp phase at 300 K. Based on the theoretical investigations they produced two non-

equiatomic alloys; Co35Cr20Fe15Ni15Mn15, and Co35Cr25Fe10Ni15Mn15 (at. %), besides the 

Cantor alloy. All alloys were fcc SPSSs before uniaxial tensile tests and had comparable 

grain sizes. After testing, XRD and EBSD analysis revealed that the Co35Cr25Fe10Ni15Mn15 

formed hcp phase by martensitic transformation (TRIP) evidenced by the elongated strips 

inside the fcc grains. Furthermore, EBSD maps showed that twinning occurred during 

deformation (TWIP) in both non-equiatomic alloys. The tensile yield strengths were 199, 

231, and 305 MPa for the Cantor, Co35Cr20Fe15Ni15Mn15, and Co35Cr25Fe10Ni15Mn15 alloys, 

respectively. The total elongations until fracture were 74%, 96%, and 76%, respectively. 

Other publications [81–83] have demonstrated the effectiveness of designing fcc HEAs with 

low SFE and the possibility to overcome the strength-ductility tradeoff using TWIP and 

TRIP effects.  

 Liang and co-workers [84] were able to significantly increase the tensile strength 

of the CrFeNi MEA, which intrinsically has low strength, by first creating a nanostructured 

supersaturated fcc solid-solution via ball-milling and inducing the formation of Cr-rich nano 

precipitates and Cr-oxide nanoparticles via spark plasma sintering.  The ultrafine-grained 

MEA showed a high yield strength of 640 MPa and fair tensile ductility of 26 %, a 

combination that makes it attractive among other MEAs and HEAs. The good mechanical 

properties were attributed to grain boundary and precipitation strengthening mechanisms. 

 Another method that has been applied for MEAs and HEAs is heterogeneous-

structures-architecting [85–88]. This approach focus on achieving partially recrystallized 

microstructures by annealing at intermediate temperatures for shorter periods after 

preliminary cold-rolling, or via hot-rolling. Wu et al. [85] applied this strategy to the 

Al0.1CoCrFeNi HEA cold worked and annealed at 873 K for 1 hour and were successful. 
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According to Wu et al., the non-recrystallized grains contribute to high strength due to strain-

hardening while the fully recrystallized grains can increase ductility. The microstructure was 

composed of three different types of grains at different length scales and dislocation 

densities. The tensile yield and ultimate strengths were 711 ± 40 and 928 ± 35 MPa, 

respectively. The uniform elongation reached 30.3 ± 3.7%. These results reveal the 

advantages of the heterogenous microstructure on mechanical behavior. It is a very 

interesting combination of strength and ductility especially for fcc-structured alloys, which 

stands out from other HEAs and TWIP-TRIP steels.  

 

1.6.3 Cryogenic high-entropy alloys 

 

 

Figure 1.8. Yield strength 𝜎𝑦, ultimate tensile strength 𝜎𝑈𝑇𝑆, and ductility (strain to failure, 𝜀𝑓) all 

increase with decreasing temperature for the CoCrFeMnNi alloy. (Taken from Ref. [89]). 

 

 It is normally expected that an increase of strength at lower temperatures is 

accompanied by a decrease in ductility [90]. MEAs and HEAs containing 3d-transition 

metals have consistently shown to deviate from this ideal concept. For example, Gludovatz 

et al. [89] revealed that the fracture energy of a five-component CoCrFeMnNi alloy 

increased by more than two-fold when the uniaxial stress-strain test temperature was 

decreased from 293 to 77 K. An increase of 85 % in yield strength occurred and 

simultaneously the tensile ductility increased by 25 %, as can be seen in Fig. 1.8. According 

to Gludovatz et al. [89], an increment in yield strength at cryogenic temperatures has been 

observed for some stainless and cryogenic steels, but contrasting with MEAs and HEAs their 
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fracture toughness, without exception, decreased with decreasing temperature. The Cantor 

alloy revealed a considerable fracture toughness which was shown to be independent of 

testing temperature. The measured crack initiation fracture toughness 𝐽𝐼𝑐 was determined to 

be 250 kJ/m2 at 293 K and 255 kJ/m2 at 77 K. The simultaneous increase in yield strength 

and ductility at cryogenic temperatures were attributed to; (i) a steady high-degree of strain-

hardening both at room temperature and 77 K; (ii) a transition from exclusively planar glide 

deformation mode at room temperature, to both planar dislocation slip and deformation-

induced nano-twinning at lower temperatures.  

 Wu et al. [91] have investigated a series of Co-Cr-Fe-Mn-Ni containing alloys at 

temperatures ranging from 77 to 673 K. It was shown that CoCrNi, CoCrFeNi, and 

CoCrMnNi alloys, the two former ones studied in this thesis, exhibited significant 

strengthening as the temperature was decreased to 77 K, with a concurrent improvement of 

engineering plastic strain. Some of the conclusions drawn were that the solid-solution 

strengthening of HEAs may be much more related to the interaction of specific elements 

than to the number of elements in an alloy. This was backed up by revealing that the ternary 

CoCrNi and quaternary CoCrFeNi alloys exhibit higher yield strength at 293 K compared to 

the five-component CoCrFeMnNi alloy. The authors concluded, based on the different alloys 

investigated, that Cr should have the most powerful strengthening potential. Another 

conclusion was that the temperature dependence of the yield strength can be explained by 

the Peierls lattice friction barrier and that the magnitude of the barrier is determined by the 

dislocation’s width, which is temperature-dependent. 

 One of the most crucial properties of structural materials is damage tolerance, e.g., 

a balance of high yield strength, ductility, and fracture toughness [90]. In this respect, the 

ternary CoCrNi MEA was described as one of the toughest materials in any materials class 

ever reported [92], and shows increasing damage tolerance at cryogenic temperatures. 

Again, the mechanisms that lead to superior yield strength and ductility at liquid nitrogen 

temperature were a continuous steady strain work hardening effect and nano-twins formed 

during plastic deformation.  

 The mechanical behavior of the CrFeNi alloy, which is also one of the alloys 

studied in this work, was investigated by Schneider and Laplanche [93] in the temperature 

range of 77 to 873 K. It was also demonstrated an inverse relation of both tensile and 

compression yield stresses at low temperatures. According to the authors, at the early stage 

of plastic deformation, the governing mechanism is the planar glide of dislocations which 

eventually pile up at the grain boundaries.  At true strains between 1.9% and 4.5% at 77 K, 
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and 16.0% and 17.4% at 293 K, an additional mechanism of nano-twinning starts to act. At 

77 K the nucleation of twins promotes a dynamic Hall-Petch effect, meaning that the 

dynamic reduction of grain size enhances the work hardening effect and postpones necking 

(localized plastic deformation), leading to increased ductility. On the other hand, at 273 K 

dislocations do not interact with nano-twins because dislocation cells are formed shortly 

before the nucleation of twins. Thus, the dislocation mean free path is determined by the cell 

sizes which are considerably smaller than twin spacings. 

 

1.6.4 Refractory high-entropy alloys 

The following properties are desired for materials capable to work in high-

temperature environments; (i) structural thermal stability, (ii) resistance to thermal softening, 

(iii) surface stability, and (iiii) adequate resistance against corrosion and oxidation. For the 

past 70 years, Ni- and Co-base superalloys have been used for high-temperature applications 

especially in the aerospace industry. Ni-base superalloys have the highest homologous work 

temperature (0.9·Tm) between all alloys. While for intermediate strength applications solid-

solution strengthened alloys (fcc matrix, e.g., Hastelloy X) are the choice, for the more 

demanding services (turbine blades) precipitation strengthened materials (fcc matrix + L12 

coherent precipitates) are preferred. Ni-base alloys are limited to temperatures between 1160 

and 1277 °C due to their melting points [94]. Therefore, the goal in the development of 

refractory high-entropy alloys is to overcome the work temperature limit.  

RHEAs were first proposed by Senkov et al. [95] in 2010. The Nb25Mo25Ta25W25 

and V20Nb20Mo20Ta20W20 (at. %) alloys were synthesized and their phase constitutions, 

thermal stability, and mechanical properties were investigated at room and elevated 

temperatures [96]. Neutron diffraction studies revealed that both alloys had a SPSS bcc 

structure and retained the single-phase character after annealing at 1400 °C for 19 hours. 

Their mechanical behavior was studied at room temperature and 600, 800, 1000, 1200, 1400, 

and 1600 °C by compression tests. Both alloys showed yield strengths above 1 GPa but 

extremely limited ductility at room temperature. As expected, their yield strength decreased, 

and ductility was substantially improved with an increase in testing temperatures.  

Fig 1.9 shows a comparison of the yield strength vs. temperature for these alloys and 

two commercial Ni-base alloys (Inconel 718 and Haynes 230). Despite the Inconel 718 

shows higher yield stress at 600 °C, its strength deteriorates rapidly above this temperature. 

On the other hand, the RHEAs were shown to have much less pronounced thermal softening 
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up to 1600 °C. These specific RHEAs have their densities, brittle nature at room temperature, 

and costs as disadvantages compared to Ni-base superalloys.  

 

 

Figure 1.9. The temperature dependence of the yield stress of Nb25Mo25Ta25W25 and 

V20Nb20Mo20Ta20W20 RHEAs and two superalloys, Inconel 718 and Haynes 230. Taken from Ref. 

[96]. 

 

Most RHEAs designed to date use 9 elements with high melting points from the 

periodic table: Mo, Nb, Ta, V, W, Ti, Zr, Hf, and Cr, with sometimes additions of other non-

refractory metals, mainly Al, Si, Co, or Ni. They crystallize with the bcc structure and may 

contain intermetallic compounds, namely B2 and/or Laves phases. Their densities lie in the 

range of 5.6 to 13.8 g/cm3 [97]. 

Senkov et al. [98] investigated the effect of Al addition to previously reported 

RHEAs. AlMo0.5NbTa0.5TiZr and Al0.4Hf0.6NbTaTiZr (both in molar fractions) alloys had a 

substantial decrease in density compared to the Al-free RHEAs. Their densities were 7.40 

and 9.05 g/cm3, respectively. The AlMo0.5NbTa0.5TiZr was shown to have two bcc phases 

after being hot isostatically pressed (HIPed) at 1400 °C and 207 MPa for 2 h and then 

annealed at 1400 °C for 24 hours. Its compression yield strength was 2 GPa and fracture 

strain of 10 % at room temperature. When tested at 1000 and 1200 °C (in vacuum), its yield 

strengths were 745 and 250 MPa, respectively, with fracture strains above 50 %.  The 

compressive yield strength of ~750 MPa at 1000 °C exceeds the performance of any 

superalloy [99]. The Al0.4Hf0.6NbTaTiZr received the same treatment but the temperature, in 

this case, was 1200 °C for HIPed and annealing and formed a bcc SPSS. Its compression 
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yield strength at room temperature was 1.8 GPa and fracture strain of 10 %. At 1000 and 

1200 °C respectively, its yield strengths were 298 and 89 MPa, and with fracture strains 

above 50 %.   

 

 

Figure 1.10. TEM images of the nano-phase structure present inside the grains of 

AlMo0.5NbTa0.5TiZr. (a) Cuboidal and plate-like precipitates of a disordered bcc phase are separated 

by continuous channels of an ordered B2 phase. (b) The fast Fourier transforms (shown inside the 

red squares) reveal an ordered B2 structure for the dark channels and a disordered bcc structure for 

the cuboidal precipitates. Taken from Ref. [100].  

 

A subsequent publication [100] revealed that the outstanding mechanical 

performance of the AlMo0.5NbTa0.5TiZr at elevated temperatures is due to the fine nano-

scale mixture of B2 and cuboidal or plate-like bcc phase (Fig. 1.10). This microstructure 

mimics the γ/γ´ structure of Ni-base superalloys, therefore, the alloys having the B2/bcc 

(β´/β) structure were designated as refractory high-entropy superalloys [101]. However, in 

Ni-base superalloys the soft γ is the continuous phase and the hard and brittle phase γ´ is the 

discontinuous phase. In the alloys proposed by Ref. [100], this relation is inverted, thus, the 

alloys have limited ductility at room temperature. It was also shown that brittle hexagonal 

intermetallic particles precipitated at the grain boundaries and an attempt to avoid them was 

made by compositional modifications. 

As other bcc metals and alloys RHEAs lack adequate ductility at room temperature. 

The majority of RHEAs, independently of crystal structure(s), show a brittle-to-ductile 

transition above room temperature [102]. An exception is the HfNbTaTiZr which revealed 

suitable plasticity under compression test at room temperature with engineering strain > 50 

%, with a yield stress of 929 MPa [103]. It also shows room temperature tensile ductility 

above 10 %. Solid-solution strengthening is regarded to play a significant role in the 
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mechanical properties of RHEAs at room temperature, while precipitation strengthening is 

described as the key contributor at elevated temperatures [103]. It is, therefore, crucial to be 

able to control the volume fraction, type, and distribution of coherent precipitates to achieve 

a balanced performance both at room and elevated temperatures. 

Soni et al. [104] could reverse the B2/bcc microstructure by a sequence of heat 

treatments on the Al0.5NbTa0.8Ti1.5V0.2Zr alloy. The final microstructure revealed that the 

bcc was then the continuous matrix and the B2 phase the precipitates. This had a significant 

impact on the ductility of the alloy at room temperature (> 20 %). It was also shown that the 

alloy in this condition exhibits high compression yield strength at room temperature ~1345 

MPa and 600 °C ~1423 MPa. The authors stated that the anomalous increase of strength at 

600 °C needs further investigation.  

 In the review article published by Senkov et al. [102], they identified the need for 

high-temperature tensile tests as most published data for RHEAs were on compression tests. 

Not only that but most of the reported data on the mechanical properties of RHEAs are for 

room temperature, which does not permit an evaluation of their behavior at elevated 

temperatures. They also pointed to the fact that fatigue and creep resistance data was not 

available for RHEAs by early 2018. 

 

1.7 Functional properties  

 The production costs of HEAs [105] are a drawback in their development as 

structural materials since their mechanical properties have not yet been shown to be 

remarkably superior to the available commercial alloys [106]. Another major challenge with 

the large-scale production of HEAs is that they are not competitive as a modern society focus 

on clean and green material sources. Recycling of HEAs has not, to the best of the author’s 

knowledge, been the focus of any investigation so far. Naturally, it should be more complex 

as one compares it to one-element-base alloys. Therefore, the future of HEAs must not be 

focused exclusively on their development as structural materials but rather seek a 

combination of suitable mechanical and functional properties for special applications. Some 

studies have already disclosed the potential use of HEAs as functional materials with soft-

magnetic, magnetocaloric, hydrogen storage, and superconducting properties.  

 

1.7.1 Soft magnetic properties    

 Soft-magnetic alloys are crucial in electrical systems and can be used in power 

supply transformers, transmission, and as electromagnets. Conventional materials used for 
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this purpose, e.g., Fe-Al alloys, silicon steels, Fe-Co alloys, and soft ferrites may in some 

cases be brittle, have low strength, or have low magnetization [86]. Bulk metallic glasses 

used as soft magnetic materials are limited in dimension and are constrained to work 

temperatures below the glass transition [106]. HEAs have been shown to have adequate soft 

magnetic properties with the advantage of, in particular cases, high strength combined with 

excellent ductility, superior corrosion resistance, and flexible manufacturability [106].  

 The development of soft magnetic HEAs is usually based on the ferromagnetic 

elements Fe, Co, and Ni with additions of other elements to tune auxiliary properties [106]. 

Lu et al. [86] demonstrated that the microstructure of the Al0.25CoFeMn0.25Ni (molar 

fraction) HEA could be highly tuned by thermomechanical treatments. The heterogeneous 

structure (recrystallized fcc matrix + bcc precipitates) obtained after cold rolling and 

annealing the alloy at 850 °C for one hour resulted in an attractive combination of both 

mechanical and soft magnetic properties. The yield strength was 578.8 MPa with total 

uniform elongation of 22.6 %, while the magnetization saturation Ms was 112.4 emu/g and 

the coercivity 9.8 Oe. 

 Zuo et al. [107] investigated the magnetic properties of CoFeMnNi(X)  (X = Al, Cr, 

Ga, and Sn). It was shown that the SPSS fcc-structured CoFeMnNi had a Ms = 18 emu/g. 

The addition of Al causes a dramatic change to an ordered B2 matrix with bcc nanoparticles. 

The AlCoFeMnNi had a maximum Ms = 148 emu/g, however, its coercivity also increased 

from 119 to 629 A/m compared to the base alloy. The authors discussed that the addition of 

Al suppressed the original antiferromagnetic effect of Mn atoms in CoFeMnNi to favor 

ferromagnetism.   

 Rao et al. [108] explored a different route to investigate soft magnetic properties than 

the traditional HEAs community has aimed. They intentionally sought phase separation in 

the Fe15Co15Ni20Mn20Cu30 (at. %) by triggering bulk spinodal decomposition upon annealing 

treatments. They showed an increase of 48 % in the Curie temperature, from 201 to 303 K, 

and a 70 % increase in magnetization at room temperature for the samples annealed for 240 

hours compared to the samples in the homogenized state (1000 °C). Density functional 

theory calculations revealed that the increment in magnetic properties was due to the 

formation of Fe-Co enriched regions caused by spinodal decomposition. According to the 

authors, the formation of Fe-Co regions alone could not describe such drastic change in the 

Curie temperature which was explained by volume dilatation due to coherency strains 

imposed by the matrix.  
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  Though usually, HEAs have lower saturation magnetization than Fe-Co alloys and 

intrinsic coercivity higher than silicon steels [106] (see Fig. 1.11), their better mechanical 

performances and corrosion resistance, and higher electrical resistivity, make them an 

interesting option where high-strength and soft magnetic properties are needed to be 

combined.  

 

 

Fig. 1.11. The saturation magnetization (T) versus coercivity 𝐻𝑐 (kA/m) of HEAs compared with 

major conventional soft and semi-hard magnetic materials (taken from Ref. [106]). Original data for 

HEAs was published in Ref. [109]). 

 

1.7.2 Magnetocaloric properties  

Magnetocaloric materials are capable of heat generation under the effect of an 

applied magnetic field. The fundamental idea is that under an applied magnetic field a 

material tends to align its magnetic domains to that of the applied field, thus, decreasing the 

magnetic entropy ∆𝑆𝑚. At the same time, the vibrational entropy of the system increases 

while the total entropy change remains zero, which increases the temperature of the system 

[7]. If the reverse process is used, e.g., the magnetic field is removed the total entropy of the 

system remains constant but the magnetic entropy increases and, thus, the temperature of the 

system decreases. Magnetocaloric materials should have Curie temperature 𝑇𝑐 close to room 

temperature and high variation in ∆𝑆𝑚 and refrigeration capacity 𝑅𝑐. They have been 

developed as an alternative to gas refrigerants. 

From the 22 HEAs reported in the literature with magnetocaloric effects by July 

2020, 16 contain rare-earth elements and 6 are composed of transition metals and Al. Their 

phase constitutions are: 15 are amorphous, 5 are single-phase fcc, one is single-phase hcp, 
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and one is a dual-phase fcc + bcc (Table 1.5). On the one hand, the HEAs with rare-earth 

elements have 𝑇𝑐 far below room temperature while almost all the rare-earth free alloys have 

𝑇𝑐 close or above room temperature. On the other hand, the rare-earth HEAs have higher 

changes in magnetic entropy and higher refrigeration capacity than HEAs without rare-earths 

(see Table 1.5).   

 

Table 1.5. Reported HEAs with magnetocaloric effects. Adapted from [110].  

Composition Phases ∆𝑆𝑚 (J/kg K) @ 5T 𝑅𝑐 (J/Kg) 𝑇𝑐  (K) Ref 

AlCoDyGd amorphous 8.7 567 60 [111] 

AlCoGdHo amorphous 9.8 626 50  

AlCoGdTb amorphous 8.9 577 73  

AlCoDyErGd amorphous 9.1 619 43 [112] 

AlCoDyErTb amorphous 8.6 525 29  

AlCoDyErTm amorphous 11.9 405 13  

AlCoDyErHo amorphous 12.6 468 36 [113] 

AlCoDyGdTb amorphous 9.4 632 58 [114] 

AlCoErGdHo amorphous 11.2 627 40 [113] 

AlCoErHoTm amorphous 15 375 32  

AlDyFeGdTb amorphous 5.9 691 112 [114] 

AlDyGdNiTb amorphous 7.3 507 45  

AlErFeGdHo amorphous 5.1 446 55 [115] 

AlErGdHoNi amorphous 9.5 511 25  

DyErGdHoTb hcp 8.6 627 186 [116] 

AgAlCoDyEr  amorphous 10.6 532 24 [117] 

AlCoCrFeNi fcc 0.51* 242.6 380 [118] 

AlCoCr0.5FeNi1.5 fcc + bcc 0.277* 275 2T  

CoCuFeMnNi fcc 0.115**  127 395 [119] 

CoCuFeMnNi fcc 0.8 – 400 [120] 

CoCu0.95FeMnNi1.05 fcc 0.46 ~120 280  

CoCu0.9FeMnNi1.1 fcc 0.39 – 65  

* @ 2T ** @ 0.55T. 

 

1.7.3 Hydrogen storage 

 Hydrogen is a serious candidate to substitute fossil-base fuels in the future because 

it is one of the most abundant elements, it has a high-energy density, and the oxidation 

products are environmentally friendly [110]. Alloys designed for hydrogen storage should 
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be able to store and release appreciable quantities of hydrogen at moderate temperatures and 

pressures, and capable of resisting pulverization caused by structural changes due to the 

absorption of hydrogen [7].  

 One of the early studies on hydrogen storage of HEAs was done by Kao et al. [121] 

in 2010. The CoFeMnTixVyZrz system was investigated. Among other alloys, the 

CoFeMnTiVZr2.3 alloy was synthesized. It crystallized into a single phase with a C-14 Laves 

crystal structure (MgZn2-type). The alloy was able to absorb hydrogen at room temperature 

to a maximum capacity of 1.7 wt. %. The authors concluded that the absorption capacity is 

linked to the affinity of hydrogen to the alloy’s elements, thus, from the alloys designed the 

one with higher Zr content had higher hydrogen storage capacity. Furthermore, the study 

revealed the important role of the size of interstitial sites in the kinetic and thermodynamic 

properties. 

 Young et al. [122] produced the Zr21.5Ti12V10Cr7.5Mn8.1Co8.1Ni32.2Sn0.3Al0.4 and 

Zr25Ti6.5V3.9Mn22.2Fe3.8Ni38La0.3 alloys. The former forms mainly a C14 Laves phase while 

the latter precipitates in a C15 Laves phase (MgCu2-type). Reversible capacity at room 

temperature was determined to be 1.32 and 1.44 wt. %, respectively.  

 High-entropy alloys with a bcc structure have also been investigated. Strozi et al. 

[123] investigated the effect of the addition of non-hydride forming elements on the 

NbTiV(Zx) system (Z = Cr, Mn, Fe, Co, Ni). After thermodynamic calculations, Cr was 

chosen because it would favor bcc formation and for its corrosion resistance attributes. 

Alloys with varying amounts of Cr were synthesized (x = 15, 25, and 35 at. %). The alloys 

revealed a dual-phase bcc-matrix plus fcc-precipitates microstructure in the as-cast state. At 

room temperature and at a H2 pressure of 2000 kPa the alloys could absorb H to a hydrogen-

to-metal ratio of 2. After the first hydrogenation, the alloys experienced phase 

transformations. XRD patterns of the alloys with x = 15 and 25 at. % revealed a fcc matrix 

and Ti-precipitates. The fcc matrix is associated with the dihydride phase (CaF2-type 

structure). According to the authors, this is the structure expected for the fully hydrogenated 

bcc phase.  

In situ XRD experiments have shown that a two-step transformation pathway, as a 

function of temperature, occurred during hydrogen absorption in the TiZrNbHfTa alloy 

[124]. Initially, the bcc transforms into a body-centered tetragonal monohydride structure, 

and in sequence to a fcc-dihydride. The transformations were shown to be completely 

reversible as hydrogen was desorbed. 
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Chapter 2: Experimental 

 

 In this Chapter, the materials and methods used for developing the experimental parts 

of the thesis are described. Also, a brief description of the EML technique and the physical 

phenomena involved in the levitation and heating processes are presented. 

 

2.1  Sample preparation  

All alloys, except the NbTiVZr, described in the experimental procedures in this 

thesis were fabricated in form of rods (4.5 mm in diameter,  100 mm in length) and prepared 

from high-purity elements (≥ 99.995 %). The amounts of the constituting raw elements were 

weighed using a Sartorius laboratory balance with a device accuracy of  0.01 g. An arc-

melting furnace (Edmund Bühler GmbH) equipped with a copper mold was used for casting. 

The furnace was evacuated to 5 ∙ 10−5 mbar and backfilled with Ar up to a pressure of 600 

mbar. Additionally, a Ti-getter was used to absorb residual oxygen in the furnace. The alloys 

were flipped and remelted at least four times to ensure chemical homogeneity before casting. 

The casting occurred by the natural flow by the gravity of the molten alloys into the Cu mold 

after a certain arc-melting time, without the need to trigger the suction-casting apparatus 

which is coupled to the furnace.  The samples of a required mass or length, depending on 

compositions and/or experiments, were cut out from the rods using a precision-cutting device 

(Accutom 50, Struers).  

The NbTiVZr samples were prepared as 0.55-1 g spherical-like samples from high-

purity elements (≥ 99.8 %) by arc-melting the raw materials mixture in the copper hearth of 

the same furnace and with the same experimental procedures described above. It was found 

during preparation that this alloy composition could not be cast into rods with the setup 

mentioned above because of its higher melting temperature. Before any of the experimental 

procedures described below, the samples were cleaned in an ultrasonic bath in acetone for 

10 minutes. The compositions, in molar fraction and atomic percent, of the medium- and 

high-entropy alloys investigated are given in table 2.1. 
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Table 2.1. The composition of the alloys investigated given in molar fraction and atomic percent. 

Molar fraction Atomic % 

CrFeNi Cr33.33Fe33.33Ni33.33 

CoCrNi Co33.33Cr33.33Ni33.33 

CoCrFeNi Co25Cr25Fe25Ni25 

Al0.3CoCrFeNi Al6.96Co23.26Cr23.26Fe23.26Ni23.26 

NbTiVZr Nb25Ti25V25Zr25 

The sum of the components in CrFeNi and CoCrNi do not equal 100 at. % because the values are a 

periodic continued fraction.  

 

To verify the accuracy of alloy preparation, a chemical analysis of a set of as-cast 

CrFeNi, CoCrNi, CoCrFeNi, Al0.3CoCrFeNi, and NbTiVZr alloys have been done by 

inductively coupled plasma optical emission spectrometry (ICP-OES) using an iCAP 6500 

Duo View (Thermo Fischer Scientific GmbH) device. The chemical analysis was carried out 

by Mrs. Andrea Voꞵ (IKM-IFW). The results obtained by averaging over three specimens 

for each composition are given in Table 2.2 and Table 2.3. The concentrations of alloy 

components deviated by 0.06 – 0.6 at. % from the nominal values. Since the alloy preparation 

was always kept at similar conditions, it can be assumed that the composition of the samples 

studied in this work was within these uncertainty limits. It was identified in the NbTiVZr 

alloy 0.3 % of Hafnium as an impurity element, see Table 2.3.  

 

Table 2.2. Measured chemical composition of the CrFeNi, CoCrNi, CoCrFeNi, and Al0.3CoCrFeNi 

as-cast alloys. 

Alloy  Chemical composition (atomic %) 

 Al Co Cr Fe Ni 

CrFeNi ----- ----- 33.11 ± 0.20 33.39 ± 0.17 33.49 ± 0.18 

CoCrNi ----- 33.29 ± 0.25 33.22 ± 0.23 ----- 33.49 ± 0.26 

CoCrFeNi ----- 25.02 ± 0.19 24.90 ± 0.16 24.99 ± 0.18 25.09 ± 0.18 

Al0.3CoCrFeNi 6.90 ± 0.03 23.10 ± 0.21 23.10 ± 0.12 23.20 ± 0.19 23.20 ± 0.19 

The sum may not equal 100 % as they are average numbers over 3 measurements.  

 

The origin of this impurity should be the raw Zr rod. Hf and Zr have the same crystal 

structure, comparable electronegativity, atomic radius, and similar physical properties [125], 

which leads to believe that the small amount of Hf will not influence the results of this study. 
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Table 2.3. Measured chemical composition of the NbTiVZr as-cast alloy. 

Alloy Chemical composition (atomic %) 

 Nb Ti V Zr Hf 

NbTiVZr 24.80 ± 0.17 24.90 ± 0.10 24.80 ± 0.15 24.40 ± 0.45 0.3 ± 0.00 

The sum may not equal 100 % as it is an average number from 3 measurements.  

 

2.2 Electromagnetic levitation 

 Levitation is defined in the Cambridge dictionary as “to rise and float in the air 

without any physical support”. The first theoretical description of high-frequency EML was 

presented by Muck in 1923 [126]. The first experimental results by a levitation technique 

were reported by Okress, Wroughton, and Comenetz in 1952 [127]. Following their 

pioneering experiments, levitation techniques have been used for studies in different areas 

of metallurgy such as alloy preparation, metal purification, vapor plating, sintering, 

measurement of liquid-metal densities and emissivity, viscosity measurements, liquid 

undercooling, and alloy thermodynamics [128].  

 EML is the most suitable levitation technique for metallic materials. The levitation 

process occurs because of the induction of eddy currents in an electrically conducting 

material when the metal droplet experiences a time-dependent magnetic field B (Lenz rule) 

[10]: 

 

∇  × 𝐸 =  
𝜕𝐵

𝜕𝑡
     (Eq. 2.1) 

 

where 𝐸 is the electrostatic field. For a non-uniform magnetic field, the eddy currents 

induced in a sample create a magnetic dipole moment 𝑚 that is opposite to the primary field 

𝐵. This leads to a diamagnetic repulsion force 𝐹𝑟 between the sample and the primary field 

as can be visualized in Fig. 2.1: 

 

𝐹𝑟 = −∇(𝑚 ∙ 𝐵)      (Eq. 2.2) 

 

being the repulsion force equal and with opposite direction to the gravitational force, 𝐹𝑟 =

𝑚𝑔 ∙ 𝑔, where 𝑚𝑔 and 𝑔 represent the mass of the sample and the gravitational force, 

respectively. The levitation and heating processes are coupled in EML and the advantage is 

that there is no need for an external heating source, while the disadvantage is that control of 
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the heating process is limited to a narrow range.  

The average force on an electrically conductive non-ferromagnetic sample is 

determined by: 

 

𝐹𝑒𝑚 = −
4𝜋𝑟

3
∙

𝐵∙∇𝐵

2𝜇0
∙ 𝐺(𝑞)     (Eq. 2.3) 

 

where 𝑟 represents the radius of the sphere and 𝜇0 the permeability of vacuum. The term 

𝐺(𝑞) is determined by: 

 

𝐺(𝑞) =
3

4
(1 −

3 sinh(2𝑞)−sin (2𝑞)

2𝑞 sinh(2𝑞)−cos(2𝑞)
)    (Eq. 2.4) 

 

𝑞 is the ratio of the sample 𝑟 and the skin depth 𝛿𝑠𝑑: 

 

𝑞 =
𝑟

𝛿𝑠𝑑
  with 𝛿𝑠𝑑 = √

2

𝜇𝜔𝜎
           (Eqs. 2.5 and 2.6) 

 

The skin depth represents the surface thickness of a conductive sample whose direct current 

DC resistance is equivalent to the total alternate current AC resistance. It is defined as the 

depth below the surface of a sample where the current density or magnetic field strength has 

decreased to e−1 (37% of its value at the surface) [129]. Being 𝜔, 𝜎, and 𝜇 the angular 

frequency of the electrical current, the electrical conductivity, and the magnetic permeability 

of the sample, respectively. As can be seen from Eq. 2.3 the levitation force is proportional 

to the gradient of the magnetic field. For the levitation process it is essential a proper design 

of the levitation/induction coil geometry and to optimize the function G(q) (Eq. 2.4). The 

efficiency of electromagnetic levitation is adjusted by the parameters of the frequency of the 

alternating electromagnetic field, the sample size, and the electrical conductivity of the 

sample.  
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Figure 2.1. Schematic representation of electromagnetic levitation; the droplet is placed in a 

levitation coil consisting of four water-cooled windings and two counter windings at the top to 

stabilize the position of the levitated drop. The arrows give the geometry of the magnetic field inside 

the coil. 𝐹𝑙 and 𝐹𝑔 denote the levitation force and the gravitational force while 𝐼𝑐 is the current induced 

in the droplet by the alternating electromagnetic field. Adapted from [10].  

 

 In EML, due to containerless processing in a high-purity inert-gas atmosphere, 

heterogeneous nucleation in a molten sample can essentially be suppressed, and 

undercooling up to several hundred Kelvin can be reached before solidification. 

Furthermore, simultaneous use of different in situ measurement techniques such as thermal 

analysis by pyrometer, high-speed video (HSC), and high-energy synchrotron XRD [130] 

enables obtaining a comprehensive picture of solidification as well as for the phase 

transformations upon heating/cooling of the solid sample.  

Non-equilibrium solidification studies were carried out using a mobile EML facility. 

A schematic illustration of the device is given in Figure 2.2. Spherical- or cylindrical-like 

samples (4-7 mm in diameter or 6-9 mm in length,  0.55-1 g in weight) were 

electromagnetically levitated and induction heated using a specially shaped water-cooled 

coil made of copper tube with an inner diameter of 1 mm and an outer diameter of 2 mm. A 

high-frequency generator TruHeat HF 3010 from Hüttinger Elektronik (10 kW) was 

operated at 280 kHz. The experimental chamber was evacuated to better than 5 ∙ 10−6 mbar 

and backfilled with high purity He (6N) to 500-700 mbar. An active sample cooling was 

done by two He gas jets (6N purity) directed to the sample surface from opposite sides with 

a flow of up to 28 l ∙ min−1. The samples were weighed before and after the experiments, 
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and the maximum mass loss was determined to be  0.2 wt. %. 

 The behavior of the levitated samples during EML processing was recorded with a 

high-speed camera FASTCAM SA5, model 775K-M3 from Photron, at speeds between 1000 

and 50000 fps (frames per sec). The image size, in pixels, is dependent on the speed chosen 

and varied between 1024×1024 and 524×218. Time-temperature profiles were acquired 

using a single-color pyrometer with a sampling rate of 20 ms. The sample emissivity was 

calibrated to reproduce the liquidus temperature (𝑇𝑙) of each alloy measured by differential 

scanning calorimetry (DSC). 

 

 

Figure 2.2. Schematic representation of the IFW-EML facility.  

 

2.3 In situ X-ray diffraction  

Temperature- and time-resolved high-energy XRD measurements have been 

performed on electromagnetically levitated samples at the beamline P21.1 (PETRA III, 

DESY Hamburg) using the IFW-EML facility. The EML processing parameters were the 

same as those for in-house experiments described in section 2.2. The diffraction experiments 

were carried out in transmission mode; the energy of photons and the beam size were 101.55 

keV and 1.1×1.1 mm2, respectively. Two-dimensional (2D) XRD patterns were taken by a 

hybrid pixel PILATUS3 X2M CdTe detector (DECTRIS) with sampling rates of 20, 250, or 

500 Hz, depending on alloy composition and the processing conditions. Using the FIT2D 

software [131], the recorded 2D images were azimuthally integrated to obtain XRD 

intensities as functions of the diffraction vector 𝑄 =
4𝜋 sin 𝜃

𝜆
 , where 2𝜃 is the diffraction 

angle and 𝜆 is the wavelength. Figure 2.3 shows the actual experimental setup for in situ X-

ray diffraction studies that occurred at DESY in November 2019.  
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Figure 2.3. Experimental setup for in situ X-ray diffraction studies at DESY. In the image, one can 

see the mobile EML facility and the Pilatus detector. 

 

2.4 Microstructural and structural analysis 

The microstructure and phase constitution of the solidified samples were studied 

using a scanning electron microscope (SEM) and laboratory XRD. For this, the samples were 

cut using a cut-off device, and the specimens for microstructure analysis were prepared by a 

standard metallographic procedure using SiC grinding paper up to P4000 grit size, diamond 

polishing suspensions with 3, 1, and 0.25 µm particle size, and 0.05 µm colloidal silica final 

polishing. XRD measurements of cross-sectioned samples were done using a PANalytical 

X’Pert Pro diffractometer with a Co-anode (current: 40 mA, voltage: 40 kV, 2θ-range: 20° 

– 120°). The diffraction patterns were analyzed using the X’Pert HighScore Plus software 

[29]. 

Room temperature high-energy synchrotron XRD was measured on the cross-

sectioned samples of the NbTiVZr RHEA at the P21.1 beamline at DESY (1 x 1 mm beam, 

λ = 0.122 Å). The diffraction patterns were analyzed using the X’Pert HighScore Plus 

program [132] and the lattice constants were calculated with the UnitCell software [133].  

 A ZEISS Gemini field emission SEM device was always operated at 20 keV. SEM 

micrographs were recorded either in the secondary-electron (SE) or electron backscattered 

(BSE) modes. Electron backscatter diffraction (EBSD) patterns were recorded with a 70° tilt 

of the sample, at a detector distance of 16-18 mm, accelerating voltage of 20 keV, exposure 

time of 20-45 ms, and a step size of 0.5-1.5 µm. The SEM device is coupled with an energy-

dispersive X-ray spectroscopy (EDX) detector which has been used with the following 



45 
 

parameters: 10 mm working distance, a spot size of 60 µm, and 20 keV accelerating voltage 

to create elemental maps. 

Transmission electron microscopy (TEM) samples were prepared as follows. First, 

cross-sections of the sphere-like samples processed in the EML were thinned by grinding to 

100 µm. Next, thin cross-sections in the range of approximately 50-80 nm (electron-

transparent) were obtained from these ground samples by ion beam milling using a focused 

ion beam (FIB) in the SEM, after which these thin cross-sections were fixed onto a TEM 

grid. The specimens were placed in a TEM single-tilt holder and measured using an FEI F30 

TEM operating in a conventional mode at an acceleration voltage of 300 kV and a Thermo 

Fisher Scientific Talos F200X operating in conventional and scanning modes at an 

acceleration voltage of 200 kV. The TEM images were analyzed and processed using the 

FEI TEM Imaging and Analysis, Thermo Fisher Scientific Velox software, and Gatan 

Digital Micrograph package. The selected area electron diffraction (SAED) patterns 

collected in the TEM were indexed using the software ELDISCA C# [134]. The TEM 

analysis was performed in collaboration with Dr. Rafael G. Mendes (IFW-Dresden, Utrecht 

University).  

 

2.5 Thermal analysis 

The DSC measurements for determining the liquidus 𝑇𝑙 and solidus 𝑇𝑠 temperatures 

of the alloys investigated were carried out with samples of ~ 10 mg using a Netzsch-DSC 

404 C device. The scans were obtained during heating and cooling cycles at a rate of 20 K ∙

min−1 under Ar-flow after a preliminary evacuation of the experimental chamber to about 

10−4 mbar.  

The DSC measurements for determining the specific heat capacity at constant 

pressure 𝐶𝑝 of CoCrFeNi, CrFeNi, and CoCrNi alloys were performed on samples with ~ 40 

mg using a Netzsch-DSC 404 C device according to the sapphire method described by 

ASTM International [135]. The DSC scans were recorded during two, non-stop, heating and 

cooling cycles with a rate of 10 K ∙ min−1 from room temperature to 973 K. The 𝐶𝑝 was 

calculated using the Netzsch Proteus® software according to the method described by Ref. 

[135]. 

 

2.6 Dilatometry 

Thermal expansion measurements were carried out using a Netzsch Dil 402 C 
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dilatometer from room temperature to 1263 K at a 10 K ∙ min−1 heating and cooling rate. 

The measurements were done on 25 mm long rods, cast according to section 2.1, under an 

Ar atmosphere using a sample holder and a pushrod made of fused silica. The equipment 

was calibrated using fused silica standard specimens from Netzsch. The data analysis was 

performed using the Netzsch® Proteus software. 

 

2.7 Magnetic moment 

The temperature-dependent magnetic moment was measured on cast samples of 

CoCrFeNi, CrFeNi, and CoCrNi (1 mm length and 4.5 mm diameter) by heating-cooling 

cycles (5 K ∙  min−1) in the temperature range of 10-900 K. Since it was not possible to 

measure the entire temperature range at once, two separate measurements were performed 

(10-350 K and 300-900K). Measurements were done with an applied magnetic field of 1000 

Oe with the Vibrating Sample Magnetometer (VSM) option of a Quantum Design Physical 

Property Measurement System (PPMS). 

 

2.8 Heat treatment 

Based on the DSC curves of the CoCrFeNi, CrFeNi, and CoCrNi alloys, as-cast 

samples were thermally-treated as described: aged for 24 hours at 973 K under a continuous 

Ar flow (not sealed in quartz tube) and subsequently water-quenched. The heating rate was 

6.66 K ∙ min−1.  
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Chapter 3: In situ study of non-equilibrium solidification of CoCrFeNi 

high-entropy alloy and CrFeNi and CoCrNi ternary suballoys 

 

 In this first results Chapter, non-equilibrium solidification of the equiatomic 

CoCrFeNi, CrFeNi, and CoCrNi alloys was studied. Special attention was given to describe 

phase selection, crystal growth kinetics, and microstructure formation under different liquid 

undercooling. The results of this Chapter have been published in Ref. [130].  

 

3.1 Introduction 

 As discussed in Chapter 1, five-component CoCrFeMnNi [89], quaternary CoCrFeNi 

[91], and ternary CoCrNi [92] and CrFeNi [93] alloys exhibit a simultaneous increase of 

tensile strength and ductility upon decreasing temperature and are interesting for low-

temperature applications. Besides the specific features of CoCrFeNi, CoCrNi, and CrFeNi 

alloys, these compositions make a base for a large class of HEAs (3d-transition metals) and 

have been therefore extensively studied so far.  

It has been widely accepted that CoCrFeNi alloy forms a SPSS with a fcc structure 

when processed by different routes such as casting [136], quenching and subsequent 

annealing [137], recrystallization [138], selective laser melting [139], or sputtering [140]. 

However, there are also reports on the existence of at least two distinct phases in CoCrFeNi 

HEA and ternary, so-called medium-entropy alloys (MEAs). 

Dahlborg et al. [141] studied as-cast and annealed CoCrFeNi samples (3 h annealing 

at 673 K, 973 K, or 1373 K) with high-energy X-ray diffraction (XRD) and concluded about 

the coexistence of two fcc phases with remarkably similar lattice constants after analysis of 

a diffraction peak asymmetry in the as-cast samples. Using transmission electron 

microscopy, He et al. [142] also observed two fcc phases with close lattice constants in 

CoCrFeNi annealed for 800 h at 1023 K. However, Christofidou et al. [143], who later 

observed the same lenticular features in an annealed CoCrFeNi alloy, argued that the features 

observed by He et al. [142] are more likely to be stacking faults due to their same 

composition to the matrix. 

Minor bcc phase was identified at the grain boundaries of the fcc matrix in a 

recrystallized CrFeNi alloy (1 h annealing at 1173 K after preliminary homogenization and 

swaging) in the work of Laplanche et al. [144], whereas only fcc solid solution was found in 

CoCrNi and CoCrFeNi alloys processed in the same manner. Regarding the CoCrNi alloy, 
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there are no reports in the literature about the presence of a secondary phase upon liquid state 

processing.  

Precipitates of a minor bcc phase in the fcc matrix were also reported for CoCrFeNi 

solidified after melt undercooling in the works of Li et al. [145], Wang et al. [146], and 

Zhang et al. [147], solidified using B2O3 glass fluxing. Only a single fcc solid solution was 

observed in the ternary CoFeNi and binary CoNi alloys in Ref. [147].  

As introduced in Chapter 1, it was initially supposed that a high configurational 

entropy plays a dominant role in the stabilization of SPSSs in HEAs [4], whereas later studies 

showed that this is essentially an overestimated assumption [16,19]. Kube and Schroers have 

suggested in a recent paper [18] that SPSS structure in most, if not all, HEAs is metastable 

and is formed through a polymorphic solidification upon rapid cooling. 

Given the just mentioned, contradicting results, investigation of phase formation, 

temperature-dependent transformations, and microstructure development upon solidification 

of HEAs and MEAs, such as CoCrFeNi, CrFeNi, and CoCrNi, studied in the present thesis, 

are of high interest. A metastable solidification regime was achieved by using the 

electromagnetic levitation technique described in section 2.2. Extensive studies of 

undercooling and metastable solidification have been carried out for a variety of classical 

metallic alloys so far, e.g., see Ref. [128]. However, there are just a few reports on phase 

selection, crystal growth kinetics, and microstructural evolution in undercooled HEAs and 

MEAs, which additionally motivates the present study. 

 

3.2 Results 

 

3.2.1 In situ synchrotron X-ray diffraction 

A typical 3D plot showing XRD intensities 𝐼(𝑄) measured from a levitated 

CoCrFeNi sample during a heating-cooling cycle is presented in Fig. 3.1. The XRD patterns 

were captured at the highest speed-mode (500 fps) of the PILATUS3 X 2M detector. The 

measurement over a 50 s time-interval, limited by the detector’s memory at this frequency, 

started at about 625 K upon heating and finished at about 870 K upon cooling. There are 

patterns with decreasing height of the Bragg peaks measured from the solid sample during 

heating, patterns with broad diffuse maxima from the melt, and patterns with re-appearing 

and increasing reflections from crystalline phases taken upon solidification and cooling. The 

apparent increase of the intensity of crystalline reflexes observed during melting 

(approximately from 17th to 25th s) is due to the movement of the remaining solid phase to 



49 
 

the equator of the rotating semi-solid sample, i.e., into the X-ray beam. The crystalline 

reflexes decrease and disappear upon continuing to melt. It must be mentioned that the 

sample position is rather unstable during melting, which also contributes to the variations of 

the measured XRD intensity. The XRD data obtained with the same detector parameters for 

CrFeNi, CoCrNi, and CoCrFeNi alloys are shown as 2D time-intensity contour plots 

together with the correspondent thermograms in Figs. 3.2a – 2c. Such data presentation is 

more convenient for data analysis and comparison. 

 

 

Figure 3.1. 3D plot showing XRD intensities 𝐼(𝑄) measured from an electromagnetically levitated 

CoCrFeNi sample during a heating-cooling cycle; the melt was undercooled by 135 K upon 

solidification as shown in Fig. 3.2c. 

 

A distinct thermal arrest appearing on the T(t) curves (Figs. 3.2a – 3.2c) measured 

upon heating corresponds to the sample melting, occurring within a narrow temperature 

interval between the solidus and liquidus temperatures 𝑇𝑠 and 𝑇𝑙. This event, correlated with 

the respective data obtained by DSC (Table 3.1), is used for the adjustment of the 

temperature measured by the pyrometer. The DSC scans are shown in Fig. 3.3. 
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Figure 3.2. (a) - (c) Thermograms and corresponding XRD contour plots measured from levitated (a) 

CrFeNi, (b) CoCrNi, and (c) CoCrFeNi samples. Labels in panel (a): Tl – liquidus temperature, Tn –

temperature of the melt at a maximum undercooling; Δtm and Δtsol – time intervals corresponding to 

the sample melting upon heating and solidification after recalescence upon cooling.  

 

Once molten, the sample is further heated well above 𝑇𝑙 and cooled at a rate of about 80 - 

130 K ∙ s−1 by reducing the electric current in the induction coil and by applying the gas-jet 

cooling. Due to the containerless processing, high-purity elements used for sample 

preparation, and high-purity sample environment the levitating molten alloy is undercooled 

below the 𝑇𝑙 without crystallization. Spontaneous nucleation occurring at a temperature 𝑇𝑛 

below the liquidus is accompanied by a steep temperature rise due to the fast, quasi-adiabatic 

latent heat release from the crystallizing sample, as observed on the cooling part of T(t) 

curves in Figs. 3.2a – 3.2c. In most experiments, the sample undercooling 𝛥𝑇 = 𝑇𝑙 − 𝑇𝑛 was 

in a range of about 70 K to 170 K. The largest 𝛥𝑇 value of 230 K was achieved in an 

experiment with the CoCrNi alloy. 

After recalescence, the sample temperature decreases again: relatively slowly until 

the solidification of the remaining liquid is completed (the corresponding time interval 𝛥𝑡𝑠𝑜𝑙 

is marked on the T(t) curve in Fig. 3.2a), and faster for the solid sample. The slope on T(t) 

in the solidification regime depends on the level of undercooling and therefore, on the 

fraction of the remaining liquid, as demonstrated for a CrFeNi sample in Fig. 3.4. 

The measured XRD patterns follow the respective temperature-time curves (Figs. 

3.2a – 3.2c). There are patterns with decreasing height of the Bragg peaks measured during 



51 
 

heating and melting, patterns with broad diffuse maxima from the melt, and patterns with 

re-appearing and increasing crystalline reflections taken upon sample solidification and 

cooling. For all three compositions studied, the measured crystalline reflections correspond 

to the fcc structure only; no other reflections could be found neither on the XRD plots shown 

in Figs. 3.1 and 3.2a – 3.2c, nor on those obtained in other runs. The positions of the Bragg 

peaks shift to smaller or larger Q-values due to the thermal expansion/contraction if the 

sample temperature changes. 

 

Table 3.1. Solidus and liquidus temperature, 𝑇𝑠 and 𝑇𝑙, for CoCrFeNi, CrFeNi, and CoCrNi alloys 

obtained from DSC scans measured during heating at 20 K ∙ min−1. 

 Composition 

 CrFeNi CoCrNi CoCrFeNi 

𝑇𝑙 (K) 1686 1712 1723 

𝑇𝑠 (K) 1671 1692 1704 

 

 

Figure 3.3. DSC scans measured on CoCrNi, CrFeNi, and CoCrFeNi alloys at a heating rate of 20 K ∙

 min−1. 
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Figure 3.4. Recalescence and crystallization of CrFeNi melt at different undercooling T. tsol – time 

required for the solidification of the residual liquid. tsol is determined from the end of recalescence 

until a change of slope in the T(t) curves.  

 

3.2.2 High-speed video imaging  

Phase selection 

 Selected digital images representing the solidification of CrFeNi, CoCrNi, and 

CoCrFeNi melts at low and large undercooling are shown in Figs. 3.5a – 3.5f. Detailed image 

sequences are available in Appendix 2 (Video montages A2.1 – A2.6). 

Each series in Fig. 3.5 begins with an image taken from a levitated molten sample 

shortly before crystallization. For convenience, the time scale was set to zero at this point. 

Due to the higher temperature of a crystallized phase (recalescence), it appears as a brighter 

spot in the background of the darker liquid. At a lower undercooling (Figs. 3.5a, 3.5c, 3.5e, 

video montages A2.1, A2.3, and A2.5 in Appendix 2) only one solid phase nucleating and 

expanding over the sample surface with time is observed. At a larger undercooling (Figs. 

3.5b, 3.5d, 3.5f, video montages A2.2, A2.4, and A2.6 in Appendix 2) another bright spot 

corresponding to a second crystalline phase comes out from the primary phase and quickly 

overtakes it, growing through the whole sample. This essentially differs from the results of 

in situ XRD measurements in which only one crystalline phase (fcc) could be identified for 

all compositions and undercooling investigated. Also, only one crystallization (recalescence) 

event is observed on the thermograms measured by the pyrometer. The reason for 'unseeing' 

the two-step crystallization at a larger undercooling, neither by in situ XRD nor pyrometry, 

is the noticeably short lifetime (< 2 ms) of the primary phase (see Figs. 3.5b, 3.5d, 3.5f, and 
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the corresponding video montages in Appendix 2). The time resolution of the XRD detector 

at the highest speed mode is 2 ms and the pyrometer is 20 ms. 

 

Table 3.3. Statistics on the high-speed videos taken from the levitated samples and observed crystal 

phases. The values refer to the number of cases when one or another phase has been observed to 

nucleate primarily in the undercooled melt. 

 
CrFeNi CoCrNi CoCrFeNi 

Videos analyzed 45 47 56 

Nucleation observed 18 19 17 

Primary bcc 14 9 13 

Primary fcc 4 10 4 

Double recalescence (bcc-fcc) (%) 78 47 76 

Single recalescence (fcc) (%) 22 53 24 

 

In total, 45 high-speed videos were recorded for CrFeNi composition, 47 videos for 

CoCrNi composition, and 56 videos for CoCrFeNi composition. Crystal nucleation could be 

detected on about one-third of the videos when it occurred on a sample side viewed by the 

camera. Detailed statistics are given in Table 3.3. 

To estimate possible composition changes during the high-temperature processing in 

the EML facility, a dedicated study of the mass loss has been carried out. For this, the 

samples of the three alloys were weighed before and after each heating-cooling cycle. Six 

CrFeNi, five CoCrNi, and nine CoCrFeNi samples were studied in the case of a single cycle, 

and two to six samples for the higher number of cycles. The mean values of the mass loss 

were calculated based on the experiments carried out. The results presented in Table 3.4 

show that the mass loss was < 0.05 % after two cycles, < 0.1 % after three cycles, and  0.2 

% after four cycles, considering all alloys. As the densities of Co, Cr, Fe, and Ni are quite 

similar, it can be safely concluded that the sample composition changes are of the same 

order. 
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Figure 3.5. Digital images representing different solidification modes of CrFeNi (a, b), CoCrNi (c, 

d), and CoCrFeNi (e, f) melts at low (a, c, and e) and large undercooling (b, d, and f). T is the 

undercooling temperature. For each image series, the time scale was set to zero at a moment shortly 

before the crystallization onset. 

 

Table 3.4. Relative changes of the sample mass after heating-cooling processing in EML facility: the 

mean values and the experimental standard deviations of the mean. The relative values are calculated 

with respect to the sample mass before the first heating. 

Alloy Relative mass change (%) 

 Number of heating-cooling cycles 

 1 2 3 4 5 

CrFeNi − 0.02 ± 0.01 − 0.02 ± 0.01 − 0.09 ± 0.04 − 0.20 ± 0.03 – 

CoCrNi    0.00 ± 0.00 − 0.02 ± 0.01    0.00 ± 0.00 − 0.05 ± 0.04 − 0.02 

CoCrFeNi − 0.02 ± 0.01 − 0.04 ± 0.01 − 0.04 ± 0.02 − 0.10 ± 0.05 − 0.14 ± 0.05 
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 The temporal resolution of phase formation can be essentially increased by extracting 

the sample temperature from the grayscale level of the high-speed video data. The 

relationship between the gray value H of a pixel or selected area on a digital image and the 

temperature T on the sample surface can be written by Eq. 3.1 as shown by Wang et al. 

[148]:  

 

𝐻 = A ∙ e−
𝑎

𝑇,  (Eq. 3.1) 

 

where A and a are constants. Thus, considering a linear correlation between ln 𝐻 and 
1

𝑇
 and 

having the temperature of the melt just before and after the recalescence event measured by 

a pyrometer, the intermediate temperatures can be calculated with the same temporal 

resolution as that of the corresponding high-speed video data.  

 

 

Figure 3.6.  The determination of the sample temperature using a grayscale analysis of the digital 

images taken by a high-speed video camera during solidification of the CrFeNi alloy, ΔT = 138 K. 

Upper panel – selected area for grayscale analysis marked by a rectangle. Bottom left panel – 

grayscale values 𝐻 extracted from the area marked in the upper panel. Bottom right panel – grayscale 

values corresponding to the temperature of the levitated sample just before and after the recalescence 

event measured by pyrometer (minimum and maximum temperature on 𝑇(𝑡) curves) and linear 

interpolation of ln 𝐻 between the two temperatures on the inverse scale. 
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To account for all phases (liquid, solid one, and solid two), a pixel area of 10 x 10 pixels in 

the center of the primary crystalline phase has been selected and analyzed as shown in Fig. 

3.6. The gray values of the selected pixel area were determined using the Fiji ImageJ 

program [149]. 

 

 

Figure 3.7. Time-temperature profiles derived from the grayscale analysis from high-speed digital 

video data taken during solidification of undercooled liquid alloys: a) CrFeNi; b) CoCrNi; c) 

CoCrFeNi. 

 

The high-resolution time-temperature curves obtained by the gray level analysis of 

the video data for CrFeNi, CoCrNi, and CoCrFeNi melts (Video montages A2.1 – A2.7 in 

Appendix 2) are plotted in Fig. 3.7. The 𝑇(𝑡) curves corresponding to the samples 

undercooled to smaller T are characterized by just one steep temperature increase due to a 

single recalescence event. In contrast, the 𝑇(𝑡) curves for the samples with larger 

undercooling exhibit a two-step temperature increase related to a sequence of two 

recalescence events. However, due to the stochastic nature of the nucleation process, a 

double recalescence has not always been observed at a large undercooling as it can be seen, 

for example, on the 𝑇(𝑡) curves for CoCrNi solidifying at T of 155 K and 160 K (Fig. 
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3.7b). Above a critical undercooling the formation of both, stable fcc and metastable bcc 

phases, is thermodynamically possible. As a result, a single recalescence due to direct fcc 

formation has been detected at the undercooling where double recalescence is observed, but 

not vice versa (Fig. 3.8). 

 

 

Figure 3.8. Formation of primary bcc or fcc phases in CrFeNi, CoCrNi, and CoCrFeNi melts 

depending on liquid undercooling. 

 

A double recalescence occurring during solidification of deeply undercooled Fe-

based melts has been observed earlier, e.g., in Fe-Co alloys by Rodriguez et al. [150] and 

Herman et al. [151], and in the Fe-Cr-Ni system by Koseki and Flemings [152], and Matson 

et al. [153]. Based on the thermodynamics considerations and microstructure analysis of the 

solidified samples it was concluded about a transient crystallization with the formation of a 

metastable bcc phase followed by a stable fcc phase. The in situ XRD diffraction studies of 

non-equilibrium solidification of a Fe72Cr16Ni12 (wt. %) alloy [154] have unambiguously 

proven that it was a bcc phase formed under a large undercooling. It is worth noting that the 

morphology of the primary phase formed in deeply undercooled CrFeNi, CoCrNi, and 

CoCrFeNi melts is the same as that of the bcc phase in the Fe72Cr16Ni12 undercooled melt, 

identified by in situ XRD. Compare, for example, Fig. 4 in Ref. [154] and Fig. 3.5 and 

corresponding Video montage sequences (A2.1 – A2.6) in Appendix 2. 
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It is, therefore, reasonable to conclude that the just described phase formation 

sequence (bccfcc at a large undercooling; single fcc at a low undercooling) is valid for the 

CrFeNi, CoCrNi, and CoCrFeNi melts. The only difference is the significantly shorter 

lifetime of the metastable bcc phase in the equiatomic compositions. In the case of a single 

recalescence (blue curves in Fig. 3.7), the sample temperature increases to above the solidus 

of the fcc phase Ts(fcc). In the case of a double recalescence, the sample temperature firstly 

grows to an intermediate value, being well below Ts(fcc), and after some delay jumps to the 

semisolid range of the fcc phase (red curves in Fig. 3.7). A distinct plateau at the intermediate 

temperature observed on most 𝑇(𝑡) curves with double recalescence suggests that this is the 

liquidus temperature of the bcc phase, denoted as Tl(bcc). 

 

Crystal growth velocity 

 Crystal growth velocity 𝑣 was calculated from the propagation of a recalescence 

front in a definite time interval recorded by the high-speed video camera as shown in the 

schematic representation in Fig. 3.9. The pixel size was determined using the digital images 

of a standard (steel-ball of known size) taken at the same video settings at the beginning of 

experiments. The image sequences were analyzed with the Fiji ImageJ software [149]. 

 The crystal growth velocities for the stable (fcc) and metastable (bcc) phases 

nucleating and growing in the undercooled CrFeNi, CoCrNi, CoCrFeNi melts are shown in 

Fig. 3.10. For comparison, the published data for Fe-12Cr-16Ni (wt. %) by Matson [153] 

and Fe-15Cr-16Ni (at. %) by Volkmann et al. [155] are also plotted. In both studies, the 

samples were processed using the EML technique; the crystal growth velocities were 

obtained from high-speed video in Ref. [153] and using a silicon photodiode in Ref. [155]. 

For a proper comparison of the growth velocity of the bcc phase in different alloys (CrFeNi 

and CoCrFeNi (this work), Fe-15Cr-16Ni [155], Fe-2Ni [156]), it is presented in Fig. 3.11 

as a function of the undercooling concerning the corresponding liquidus temperature of the 

bcc phase 𝑇𝑙(𝑏𝑐𝑐). 
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Figure 3.9.  To the determination of the crystal growth velocity using high-speed videos taken during 

crystallization of the undercooled melts: (a) montage of video frames sequences of the crystallization 

event recorded with a high-speed camera during EML processing; (b) edge-contour montage of the 

sequence of frames shown in (a); (c) temporal-color code representation of the image sequence 

shown in (b). The inset scale represents the measured travel distance of the crystallization front in a 

definite time.   Upper panel – bcc crystal growing in CrFeNi sample at T = 139 K; bottom panel – 

fcc crystal growing in CoCrFeNi sample at T = 137 K. 

 

The observed scattering of the growth velocity values plotted in Figs. 3.10 and 3.11 can 

be explained by the experimental uncertainties and by uncertainties arising during the 

analysis of the digital images, both are hard to be estimated. Most problematic is a correct 

determination of the recalescence front travel distance if a growing crystal is situated close 

to an apparent drop edge as the images just give a projection of a curved surface. To estimate 

this effect, crystal growth was simulated by Y. Yang (University of Alberta, Canada) using 

stereographic projection modeling for three cases:  bcc phase in CrFeNi and CoCrFeNi and 

fcc phase in fcc-CoCrNi. The bcc dendrites were simulated as regular octahedrons, while the 
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fcc dendrite was approximated by a sphere due to its rather smooth growth front. A model 

dendrite was placed into a sphere of the samples’ size and moved to reproduce the contours 

of the real crystal in a reference image when viewed from the front (see Figs. A2.8 and A2.9 

in Appendix 2). From the movement of the simulated dendrites, the dendrite tip velocity was 

calculated. It was found out that the velocity values obtained directly from the recalescence 

front propagation and using dendrite simulation were quite close if the crystals were 

nucleated and grown in a central part of the sample, as viewed by video. However, the 

growth velocity obtained from the recalescence front propagation was  2.1 times smaller 

than the dendrite tip velocity obtained in the simulations (see Fig. A2.8 in Appendix 2). This 

demonstrates that the uncertainties related to the curvature of the sample should not be 

neglected. To minimize the inaccuracy of velocity, the analysis was done for crystals 

nucleating and growing in a central part of the video frame to minimize errors due to surface 

curvature. 

 

 

Figure 3.10. Crystal growth velocity as a function of melt undercooling for fcc and bcc phases in 

CoCrFeNi, CoCrNi, and CrFeNi alloys measured by a high-speed camera. The reference temperature 

for ∆𝑇 is the 𝑇𝑙(𝑓𝑐𝑐) of the respective alloys. 
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Figure 3.11. Crystal growth velocity as a function of melt undercooling for the metastable bcc phase 

in CoCrFeNi and CrFeNi alloys measured by a high-speed camera. The reference temperature for 

∆𝑇 is the 𝑇𝑙(𝑏𝑐𝑐) of the respective alloys. Also included in the plot are the results for Fe-15Cr-16Ni 

(at. %) [155], and Fe-2Ni (at. %) [156]. 

 

 

Figure 3.12. Delay time τ for nucleation of fcc phase within preexisting metastable bcc phase as a 

function of melt undercooling for CrFeNi, CoCrNi, and CoCrFeNi alloys.  

 

 A time interval between the nucleation of bcc and fcc phases, so-called delay time, 

τ, determined from analysis of the high-speed videos is shown in Fig. 3.12. The delay time 

quickly drops with increasing ∆𝑇 from ~ 90 K to ~140 K (decrease from ~2 ms to about 0.4 

– 07 ms) and exhibits rather a weak variation upon further increase of ∆𝑇. 
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3.2.3 Microstructure of the solidified samples 

 XRD patterns measured from the cross-sectioned CoCrFeNi samples after 

solidification at different undercooling (Fig. 3.13) show peaks of a fcc phase only, without 

indication of any other crystalline phase(s) including the metastable bcc observed as a 

primary phase under larger undercooling. 

  

 

Figure 3.13. X-ray diffraction patterns of postmortem samples of the CoCrFeNi alloy with different 

undercooling.  

 

  The microstructure of CoCrFeNi samples solidified at a small, medium, and large 

undercooling ΔT (38 K, 150 K, and 212 K, respectively) is presented by SEM images and 

EBSD maps in Fig. 3.14. The panels a’’, b’’, and c’’ in Fig. 3.14 show the distribution of 

grain boundary misorientation angle (GBMA) for the three samples. The values presented 

in the histogram were calculated as fractions of pixels corresponding to a specific 

misorientation angle relative to the total number of pixels along all grain boundaries within 

the analyzed area. 

 

Low undercooling 

 Figure 3.14a shows an SEM image from the cross-section of a sample solidified at 

low undercooling (ΔT = 38 K). Coarse grains with a solidification direction from the surface 

to the center of the spherical sample are seen. In the right-top region of the image, a 

solidification void is shown. For the CoCrFeNi alloy and the ternary suballoys processed 

with the EML, this occurred for samples with low and medium undercooling, while samples 
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that solidified with an undercooling ≥ 160 K did not show the presence of a void. In Fig. 

3.14a’, the orientation map overlapped with the SEM image, clearly shows well-developed 

primary trunk dendrites, with coarse secondary arms, covering several hundred micrometers 

in length. The GBMA distribution (Fig. 3.14a") shows preferred distributions of high-angle 

grain boundaries with peaks at about 22° and 45° and a small fraction of low-angle 

boundaries.   

 

 

Figure 3.14. SEM images showing the microstructural evolution for the CoCrFeNi alloy solidified 

at different undercooling: a) ΔT = 38 K; b) a) ΔT = 150 K; c) ΔT = 212 K. Panels a’, b’ and c’ show 

the EBSD color code orientation maps of the same samples. Panels a”, b” and c” present the 

distributions of the corresponding grain boundary misorientation angles. 

 

Medium undercooling 

 Coarse grains solidified from the surface to the center of the sample are also seen for 

the intermediate undercooling (Fig. 3.14b). However, in contrast to the weakly undercooled 

sample, distinct dendritic structures with a primary trunk and secondary arms are no longer 

recognizable at increased undercooling, and the large grains are decorated by numerous fine 

sub-grain structures (Fig. 3.14b’). The GBMA (Fig. 3.14b”) is characterized by a trimodal 
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distribution with a peak at about 45° for the boundary orientations of the coarser grains, a 

major peak at about 9°, and low-angle boundaries due to the sub-grains. It should be noticed, 

however, that there are few grains in the observed region.   

 

Large undercooling 

 For the sample solidified at the large undercooling, only fine equiaxed grains 

homogeneously distributed over the sample volume can be observed (Figs. 3.14c and 

3.14c’). The EBSD inverse pole figure (Fig. 3.14c’) shows a random orientation of the grains 

along with the formation of coherent annealing twins, marked by blue lines. The random 

grain orientation is also reflected by a wide GBMA distribution (Fig. 3.14c’’) where most 

grain boundaries are high angle misoriented. The boundary misorientations reveal that 

twinned crystals consist predominantly (92%) of T3 <111> oriented twins which are low 

energy coherent boundaries. 

 A similar microstructural evolution has been observed for the ternary CrFeNi and 

CoCrNi MEAs. The corresponding SEM and EBSD images are shown in Appendix 2 (Figs. 

A2.10 and A2.11). 

 

3.3 Discussion  

 

3.3.1 bcc-fcc nucleation and growth competition 

Crystal nucleation and initial stages of crystal growth are the most notable events in 

crystallization. However, experimental studies of these phenomena are rather difficult due 

to the duration and length scale of these events. Therefore, atomic simulations have been 

used trying to corroborate the experimental findings. Using molecular dynamics simulation 

Wolde et al. [157] investigated the nucleation/growth competition between bcc/fcc phases 

in a Lennard-Jones system, which is known to have a stable fcc structure up to the melting 

temperature. They found that in a melt undercooled by ∆𝑇 = 0.2 𝑇𝑙, predominantly bcc-like 

precritical nuclei formed and the nuclei cores became fcc-like when the clusters reached their 

critical size. It was therefore concluded that the fcc-like structures nucleate inside the bcc-

like precritical nuclei. In contrast, Swope and Anderson [158] argued that both bcc and fcc 

phases nucleate in an undercooled Lennard-Jones melt at the initial stage, and only the fcc 

phase grows subsequently, which can be described as a growth competition rather than a 

nucleation competition. In a more recent publication, using phase-field modeling Tang et al. 

[159] showed that bcc precursors act as substrates for medium-range atoms to attain the long-
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range order and stabilize the fcc nuclei. Nonetheless, Tang et al. [159] pointed out that even 

though in their simulation and in that of Wolde et al. [157] the bcc phase acts as a substrate 

for fcc nucleation, the mechanisms are rather different and further studies are required to 

clarify them. 

High-speed videos were taken during the solidification of CrFeNi, CoCrNi, and 

CoCrFeNi undercooled melts (Figs. 3.5b, 3.5d, and 3.5f, and corresponding video montages 

in Appendix 2) showed that in the case of a double recalescence the fcc phase always 

nucleates and grows from the primary bcc phase. Even though the time and length scales in 

our experiments are completely different from those in computer simulations, it is in 

qualitative agreement regarding the solidification sequence predicted by the modeling of 

Wolde et al. [157] and Tang et al. [159]. Li, Ozawa, and Kuribayashi [160] have also 

concluded on the determining role of nucleation in a competition of stable and metastable 

phases with similar crystalline structures like fcc and bcc, whereas the growth competition 

controls the phase selection for crystals with substantially different structures. 

It has been shown for different systems that even though the driving force for 

solidification of the stable phase (fcc) is greater than that of the metastable phase (bcc), at 

𝑇𝑛  <  𝑇𝑙 (𝑏𝑐𝑐), the phase selection in undercooled melts is governed by the solid-liquid 

interfacial energy [156]. Volkmann et al. [161] calculated the activation energies for 

homogenous and heterogeneous nucleation using both the classical nucleation theory [162] 

and the diffuse interface theory (DIT) developed by [163], for different compositions of the 

Fe-Cr-Ni system. Their results demonstrated that due to smaller interfacial energy between 

the bcc nucleus and the undercooled melt, there is a higher probability for the nucleation of 

the metastable phase beyond a critical undercooling. In a second part of the work of 

Volkmann et al. [155], it was shown that the DIT model with nucleus composition deviations 

could better describe the experimental results found using EML and the drop tube 

techniques. Koseki and Flemings [164] estimated the interfacial energies for different 

possible nucleation sites and showed that the fcc phase should preferentially nucleate on the 

grain boundaries of a preexisting bcc phase.  

One peculiarity of the present study is that a double recalescence event could never 

be captured by the pyrometer, in contrast to the reported results for binary and ternary 

systems [151–153]. As already mentioned, this was due to the extremely short lifetime of 

the metastable bcc phase (< 2 ms) being smaller than the time-resolution of the pyrometer. 

As discussed by Matson [153], the lifetime of the metastable bcc phase in ternary Fe-Cr-Ni 

alloys is strongly dependent on the composition and can last from a few microseconds for a 
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Ni:Cr ratio of 2.4 up to several seconds when the ratio is 0.6. In some studies of Fe-Cr-Ni 

alloys, the metastable bcc phase could even be ‘frozen’ in the microstructure [164]. 

As mentioned in the Introduction of this Chapter, Li et al.[145], Wang et al. [146], 

and Zhang et al. [147] reported on metastable bcc phase precipitates in the final 

microstructure of undercooled CoCrFeNi alloy processed by the glass fluxing method. Li et 

al. [16] showed the volume fraction of the metastable bcc phase for an undercooled sample 

to be 15 % after solidification. In work [145], the volume fraction of the secondary phase 

(bcc) of 16-18 % was reported to be independent of liquid undercooling for ΔT between 50 

and 300 K. Wang et al. [146] and Zhang et al. [147] suggested that the bcc phase was formed 

as a secondary phase in their studies, which is different from the findings of the present work 

in which the bcc appears as a transient primary phase in the undercooled melts. Wang et al. 

[146] claimed that segregation to interdendritic regions leads to the formation of Ni- and Cr-

rich islands, which would then be susceptible, as in stainless steels, to form a fcc and a bcc 

phase, respectively. However, according to the solute trapping models [165,166], and 

experimental results [167], at large undercooling the crystallization mode is predominantly 

collision-controlled. The heat extraction rate from the melt is the major factor limiting the 

solidification velocity. At 300 K undercooling most of the primary solid forms during 

recalescence. Thus, a large volume fraction of the sample solidifies under conditions where 

segregations are partially or completely suppressed due to the fast attachment kinetics. 

The calculations of the stable and metastable x-T diagrams for the composition 

section (CoCrNi)-Fe were performed using the Thermo-Calc 2020a software from Thermo-

Calc AB [168] and thermodynamic databases TCHEA4 of Chen et al. [50], TCFE10 from 

Thermo-Calc AB [169], and the thermodynamic description of quinary Al-Co-Cr-Fe-Ni 

system from Stryzhyboroda et al. [170]. The stable diagram was calculated with all phases 

included in the databases for the Co–Cr–Fe–Ni system. The metastable diagram was 

calculated via rejection of the fcc and L12 phases. 

The stable and metastable phase diagrams for the (CoCrNi)-Fe section calculated by 

V. Witusiewicz (ACCESS e.V., Aachen) using the thermodynamic descriptions of the 

quaternary Co-Cr-Fe-Ni system from Refs. [50,169,170] is presented in Fig. 3.15. All three 

databases resulted in virtually similar stable phase diagrams; the temperature of solidus for 

the equiatomic composition measured by DSC is slightly below the calculated liquidus line. 

Rejection of the fcc and L12 phases by calculation of the metastable diagrams resulted in the 

appearance of bcc phase below liquidus in all composition range of Fe. However, the 

calculated liquid/bcc equilibria for the equiatomic quaternary composition (CoCrFeNi) 
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deviates from the present experimental findings by about 50-70 K.  Such significant 

differences induced us to re-optimize the ternary interaction parameters oLbcc(Co,Cr,Fe) of 

the bcc and oLfcc(Co,Cr,Fe) of the fcc phases given in the description [170]. 

 

 

Figure 3.15. Stable and metastable equilibria for (CoCrNi)-Fe composition section calculated using 

available thermodynamic databases [50,169,170]. 

 

 

Figure 3.16.  Stable and metastable equilibria for (CoCrNi)-Fe composition section calculated after 

re-optimization of the thermodynamic description of fcc and bcc phases from Ref. [170]. 

 

In the process of optimization, the weight for the solidus temperature measured by 

DSC was selected to be twice larger in comparison with the liquidus due to its better 
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determination as it follows from the practical guide on differential thermal analysis of metals 

and alloys by the National Institute of Standards and Technology [171]. The re-optimized 

stable and metastable phase diagrams show a very good agreement with the experimental 

data as illustrated in Fig. 3.16. 

 

3.3.2.  Crystal growth kinetics  

The growth velocities of the stable fcc phase (Fig. 3.10) show similar dependences 

on the undercooling for the equiatomic CrFeNi, CoCrNi, and CoCrFeNi alloys studied in 

the present work as well as for Fe-(rich)-Cr-Ni alloys from Refs. [153,155]. Furthermore, 

practically the same 𝑣-values have been reported by Barth et al. [172] for the fcc phase in 

binary Fe70Ni30 and Fe75Ni25 electromagnetically levitated melts. The growth velocity of the 

bcc crystals (Fig. 3.11) also exhibits a similar behavior for CoCrFeNi, CrFeNi, compared 

with Fe-(rich)-Cr-Ni [155], and binary Fe-2Ni [156] alloys if it is considered as a function 

of the melt undercooling relative to the metastable liquidus temperature of the bcc phase and 

not to the alloys’ melting temperature. This is reasonable, as the driving force for the bcc 

growth is determined by the undercooling ∆𝑇𝑙(𝑏𝑐𝑐). 

The crystal growth velocity of both fcc and bcc phases increases with undercooling. 

At low ∆𝑇, sluggish crystal growth is governed mainly by diffusion of the solute elements. 

At higher undercooling, the driving force for crystallization increases leading to a transition 

from diffusion- to thermally controlled growth. Diffusionless growth with complete trapping 

of the solute elements is not evidenced from the 𝑣(∆𝑇) dependence in Fig. 3.10. 

Nonetheless, taking into account a low partitioning coefficient associated with the fcc phase 

(Fig. 3.16) and its high growth rates of 10-20 m/s at ΔT = 150-160 K (Fig. 3.10) such 

transition should not be excluded.  

At all degrees of undercooling, the fcc phase grows remarkably faster than the 

metastable bcc, which agrees with previous reports [150,151,172]. It is however noteworthy 

that the growth velocities of both phases is principally the same in Fe-rich binary Fe-Ni [156] 

and ternary Fe-Ni-Cr [153,155] alloys, as well as in the equiatomic CrFeNi, CoCrNi, and 

CoCrFeNi alloys. This suggests that the crystal growth kinetics does not become sluggish in 

the medium-entropy and high-entropy alloys studied here. This finding corroborates with 

the diffusion studies of Vaidya et al. [70] who have shown that solid-state diffusion 

coefficients of the elements in a polycrystalline CoCrFeNi are comparable to those of binary 

alloys. 
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  Recently, Zhang et al. [147] reported the growth velocity of the fcc phase as a 

function of melt undercooling for the quaternary CoCrFeNi alloy in comparison to the 

ternary CoFeNi and binary CoNi alloys. The velocity was calculated from high-speed video 

data, as in the present work, but the samples were undercooled using the glass fluxing 

technique. Interestingly, the crystallization kinetics for CoFeNi and CoNi alloys reported by 

Zhang et al. [147] is like that observed in the present study, which was the same for all alloys 

studied. However, the growth velocity for the fcc phase in the quaternary CoCrFeNi alloy 

from Ref. [147] is at least one order of magnitude smaller at any undercooling level. For 

example, 𝑣  28 m/s was obtained for ∆𝑇 = 180 K in the present work (Fig. 3.10), whereas 

𝑣  0.4 m/s was reported in Ref. [147] at a comparable undercooling. Zhang et al. [147] 

suggested the addition of Cr, and not the number of elements, causes the crystallization to 

become sluggish. This is not the case in our findings since the 𝑣 of ternary CrFeNi and 

CoCrNi alloys, which have a higher concentration of Cr (in at. %), are of the same order of 

magnitude as that of CoCrFeNi. If the processing method should have such a huge influence 

on the 𝑣 for the quaternary CoCrFeNi alloy is an open question. 

 Considering the delay time for nucleation of the fcc phase within the preexisting 

metastable bcc phase in undercooled Fe-Cr-Ni stainless steel alloys, Matson [173] proposed 

a retained damage model based on the idea that the free energy of the metastable bcc phase 

increases due to the accumulation of defects (e.g., dislocations, tilt boundaries, and lattice 

strain) during rapid crystal growth and/or melt convection. Thus, the more crystal defects 

are formed in the metastable phase lattice, the larger is the driving force for nucleation of the 

fcc phase. As the growth kinetics depends on the melt undercooling, the latter (indirectly) 

influences the bcc-fcc transition. Matson et al. [154] have recently shown that the delay time 

for the bcc-fcc transition in Fe-Cr-Ni stainless steels was reduced by ~5 times from some 2 

to 0.4 ms if the undercooling changed from approx. 70  to 140 K. A similar decrease of τ is 

observed for CrFeNi, CoCrNi, and CoCrFeNi alloys when the undercooling increases from 

approx. 90 to 140 K; however, it changes remarkably slower with further undercooling as 

can be seen in Fig. 3.12. It has also to be mentioned that the delay time for the bcc-fcc 

transition in Fe-Cr-Ni stainless steels was shown to be affected to a much larger extent by 

the melt convection [154], which is significant in the case of electromagnetic levitation. 
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3.3.3. Microstructural evolution 

 XRD and microstructure analysis of the samples solidified at different undercooling 

levels provided no evidence for the metastable bcc phase to be present in the final 

microstructure in any of the alloys studied (Figs. 3.13, 3.14, and Figs. A2.10 and A2.11 in 

Appendix 2). This confirms that the metastable bcc phase formed above a critical 

undercooling completely transforms into the stable fcc during solidification. As the fcc phase 

nucleates and grows in the bcc + liquid mushy zone, the release of the latent heat raises the 

temperature to 𝑇𝑙(𝑓𝑐𝑐), well above 𝑇𝑙(𝑏𝑐𝑐) (see Fig. 3.7 and Fig. 3.16), promoting complete 

remelting of the residual metastable phase. Based on the observed lifetime of the bcc phase 

(Fig. 3.5, Fig. 3.7), a cooling rate of the order of 103 K ∙  s−1 would be required to ‘freeze-

in’ this metastable phase. Under the current experimental conditions, the bcc phase cannot 

be preserved, and the final microstructure is formed by the fcc phase as a SPSS. 

Microstructure analysis shows an evident transition from coarse columnar grains 

(Figs. 3.14a and 3.14b, and Fig. A2.11 in Appendix 2) to refined equiaxed grains (Fig. 3.14c 

and Fig. A2.11 in Appendix 2) upon increasing undercooling. The reasons for grain 

refinement in undercooled melts of pure metals and alloys has been a long-standing scientific 

debate since Walker first noticed it to occur in undercooled pure Ni (see the book of 

Chalmers [174]). Among different theories attempting to explain this phenomenon [175–

182] most widely accepted is the fragmentation of primary dendrites taking place during 

recalescence or shortly after it while still in the semi-solid state [177–182]. Schwarz et al. 

[179] suggested that dendrite fragmentation proceeds by remelting driven by minimization 

of the solid-liquid interfacial energy. According to this model, fragmentation can occur if a 

characteristic time of dendritic breakup is shorter than the time required for complete 

solidification. The breakup time is decreasing with decreasing dendrite tip radius, which 

reduces to some critical value upon a certain undercooling. Simultaneously, the increase of 

the growth velocity and associated solute trapping results in supersaturation of the growing 

crystalline phase further enhancing the driving force for fragmentation. In some alloy 

systems, a discontinuity in the 𝑣(∆𝑇) curves are found to coincide with the onset of grain 

refinement [66]. Although no such discontinuity could be seen for the CoCrFeNi alloy, a 

steep rise in the growth velocity of the fcc phase above ΔT ~ 160 K (Fig. 3.10) might indicate 

a critical undercooling for the spontaneous grain refinement evidenced by the microstructure  

(Fig. 3.14c’).  

 EBSD analysis (Figures 3.14a’ and 3.14c’, as well as Figs. A2.11 and A2.12 in 

Appendix 2) show that the samples do not have any preferential texture at low and large 
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undercooling. Random distribution of crystal orientations can be explained by the rotation 

of growing grains under the effect of electromagnetic stirring, which is always present in 

EML. The low-angle subgrain boundaries observed in Fig. 3.14b’ support the idea of 

dendrite deformation [183] to occur during solidification at intermediate undercooling and 

might be regarded as an initial stage for dendrite fragmentation at deeper undercooling. Li 

et al. [184] performed a detailed analysis of the electromagnetic stirring effect by comparing 

the microstructural evolution of the Ni99B1 alloy processed by EML and electrostatic 

levitation (ESL). While the samples processed in ESL fully developed dendrites could grow 

at low and medium undercooling, this was not the case for EML where equiaxed grains were 

formed. A second major difference was a significant texturing in the samples processed by 

ESL in contrast to EML which showed randomly oriented grains for large, medium, and low 

undercooling. 

 In Fig. 3.14c’ and Fig. A2.11 in Appendix 2, the presence of coherent annealing 

twins can be noticed for many grains at large undercooling. While the occurrence of 

deformation twins [185] and annealing twins formed during recrystallization [93,138] is a 

common feature for the CoCrFeNi, CrFeNi, and CoCrNi alloys, the appearance of annealing 

twins during solidification of these alloys has not been reported so far, to our knowledge. 

However, this conforms to a study of undercooled Ni99B1 melts by Li et al. [184], who have 

shown twins in the samples solidified at a high undercooling. We believe that in the case of 

CoCrFeNi, CrFeNi, and CoCrNi alloys the twins are formed due to the thermal stresses in 

the rapidly growing fcc phase during recalescence and are annealed upon a temperature 

increase due to the heat release. The former is evidenced by the fact that twins are not 

observed in all grains (Fig. 3.14c’). During recalescence, only some fraction of the liquid is 

transformed into a primary solid and therefore only these grains are prone to show twins. In 

contrast, the remaining liquid that is reheated up to the liquidus temperature solidifies at a 

slower cooling rate so that there are virtually no twins. Also, as the crystal growth is slower 

at smaller undercooling, no twinned crystals could be found in the samples solidified at low 

and medium undercooling (Figs. 3.14a’ and 3.14b’). The formation of coherent low-energy 

twin boundaries during solidification of the CoCrFeNi and CoCrNi together with 

spontaneous grain refinement opens a promising landscape for grain-boundary engineering 

and provides a possibility to tune the mechanical properties of MEA and HEAs during 

solidification.   
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Chapter 4: The effect of Al addition to the CoCrFeNi alloy on the non-

equilibrium solidification behaviour 

 

 In this Chapter, non-equilibrium solidification behavior has been investigated when 

a small quantity of aluminum was added to the quarternary CoCrFeNi studied in the previous 

Chapter. Again, the goal was to understand phase selection, crystal growth kinetics, and 

microstructural evolution as a function of melt undercooling.  

 

4.1 Introduction  

 It is well-described in the literature that the addition of aluminum to the quaternary 

CoCrFeNi alloy induces a transition from a single-phase fcc solid solution in (Alx)CoCrFeNi 

with x = 0 – 0.4 (molar fraction), to a dual-phase fcc and bcc microstructure for x = 0.5 – 0.8. 

A spinodal decomposition takes place upon cooling from higher temperatures and a  fcc + 

bcc/B2 is stable at room temperature.  For x ≥ 0.9 a bcc/B2 structure is formed [136,186]. 

The reason for such phase transitions is attributed to the larger atomic radius of Al compared 

to the transition metals which generate a volumetric strain, thus, making the more loose-

packed bcc crystal structure favorable as the Al content is increased [62]. 

   The transition from fcc to bcc/B2 is accompanied by remarkable changes in 

mechanical properties. For example, the Vickers hardness increases from HV 113 ± 4 for x 

= 0.25 (molar fraction) to HV 433 ± 22 for x = 1 [186]. The fcc-structured alloys have good 

ductility but low strength, while the bcc/B2 alloys have considerably higher strength but 

limited ductility. For instance, the equimolar AlCoCrFeNi HEA is brittle at room 

temperature, which is attributed to a weave-like microstructure formed due to the spinodal 

formation of bcc and B2 phases [187]. 

 It was initially believed that the Al0.3CoCrFeNi alloy would form a stable fcc SPSS 

at room temperature, but soon after several reports described that this was a non-stable 

configuration [188–191]. According to the 𝐻𝑒𝑙 vs. VEC empirical criterion proposed by 

Andreoli et al. [19], this composition is predicted to lie just outside the fcc SPSS region. 

Shun et al. [189] investigated as-cast samples and the influence of different annealing 

temperatures on the microstructure of this alloy. SEM micrographs of the as-cast and the 

annealed samples at 973 K for 72 hours showed a fcc SPPS microstructure. However, TEM 

analysis revealed spherical nanosized precipitates homogenously distributed in the matrix of 

the as-cast alloy, and after annealing at 973 K, nanosized platelet precipitates were identified. 
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Both precipitates were determined to be ordered L12 phase. After annealing at 1173 K for 

72 hours, micro-sized rod-shaped particles appeared in the fcc matrix which were indexed 

as ordered B2 phase.  

 The mechanical properties of the Al0.3CoCrFeNi alloy were reported to be 

significantly tuned by a combination of different thermomechanical treatments, as was 

shown by Gwalani et al. [192], which makes it attractive for structural applications. A tensile 

yield-strength increase from 160 to 1800 MPa was described depending on precipitate type, 

morphology, distribution, and size. According to the authors, this is the highest yield strength 

increase ever reported for the same alloy without composition modification, due to only 

microstructure engineering.  

 In Chapter 3, a double recalescence was shown to occur for CrFeNi, CoCrNi, and 

CoCrFeNi alloys when sufficiently undercooled. Moreover, it was shown that rapid 

crystallization kinetics and that grain refinement occurred at large undercooling.  It is the 

goal of this study to evaluate the effects of non-equilibrium solidification on the 

Al0.3CoCrFeNi HEA.  

 

4.2 Results and Discussion  

Figure 4.1 shows a 3D (time-wavevector-intensity) plot of a Al0.3CoCrFeNi sample 

processed in the EML facility during in situ XRD.  

 

 

Figure 4.1. 3D plot showing XRD intensities 𝐼(𝑄) measured from an electromagnetically levitated 

Al0.3CoCrFeNi sample during a heating-cooling cycle; the melt was undercooled by 77 K before 

crystallization, as shown in Fig. 4.2.  
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 Figure 4.2 represents the run depicted in Fig. 4.1 but as a 2D contour plot representing 

the wave vector 𝑄 vs. XRD intensities. The detector sampling rate was 20 Hz. The 

temperature-time profile is shown in the upper panel. Temperatures started to be recorded 

around 600 K upon heating from room temperature. Only a diffuse halo observed at 1690 K 

and higher temperatures confirms that the sample is completely molten (lower panel). This 

point (1690 K) is defined as the liquidus temperature 𝑇𝑙. A peak in the temperature-time 

curve at 1741 K is related to a change of emissivity occurring as the melting of the samples 

starts.  

 

 

Figure 4.2. Time-temperature curve and corresponding XRD contour plot measured from a levitated 

Al0.3CoCrFeNi samples with liquid undercooling of 77 K. The detector sampling rate was 20 Hertz.  

 

The DSC curve plotted in Fig. 4.3 was used to determine the 𝑇𝑠 and 𝑇𝑙, and these 

values were used to calibrate the time-temperature curve shown in Fig. 4.2. There is a narrow 

difference between 𝑇𝑠 and 𝑇𝑙 of 20 K. Besides the evident endothermic reaction 
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corresponding to the melting of the sample, where the solidus and liquidus were determined 

as 1670 and 1690 K, respectively, an exothermic peak is shown by the inset arrow at ~ 880 

K. This may indicate the formation of the L12 phase upon heating of the specimen [193].  

 

 

Figure 4.3.  DSC scan measured on the Al0.3CoCrNi alloy at a heating rate of 20 K∙ min−1. 

 

Returning to Fig. 4.2, the sample was overheated by about 300 K above 𝑇𝑙, 

maintained at this temperature for some time, and afterward cooled by reducing the power 

to the induction coil and by applying jet-gas cooling (He). The liquid was undercooled by 

77 K below liquidus, and the nucleation temperature 𝑇𝑛 recorded as 1613 K, followed by a 

recalescence with peak temperature at 1672 K. During the subsequent cooling of the sample 

to ~ 950 K no other thermal event is observed on the T(t) plot. From the beginning to the 

end of the experiment only diffraction peaks of a fcc structure are seen (lower panel), while 

(100) peaks relative to a superlattice structure of the L12 phase were never observed. This 

was always the case for other XRD runs performed in situ. It was discussed in the 

Introduction of this Chapter that a SPSS microstructure is a non-equilibrium state for this 

alloy at lower temperatures. However, the samples are heated at a rate of ~ 130 – 150 K s−1 

in the EML experiments, and under these conditions, the precipitation of equilibrium phases 

can be kinetically suppressed. On the other hand, the XRD profiles measured during cooling 

are limited to temperatures above 900 K and the formation of the L12 phase, for example, is 

predicted as a solid-state transformation at lower temperatures according to CALPHAD 

calculations [193]. Furthermore, the cooling rates were always ~ 100 – 150 K s−1 which 
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makes it unlikely that intermediate-temperature equilibrium phases will be formed. The 

structure and microstructure of the solidified samples will be addressed later.   

 

 

Figure 4.4.  Digital images showing the crystallization of a Al0.3CoCrFeNi HEA melt with a 

maximum ΔT = 70 K. The time scale was set to zero at a moment shortly before the crystallization 

onset. 

 

The first major difference observed in the experiments with the Al0.3CoCrFeNi alloy, 

compared to the CoCrFeNi and MEAs detailed in Chapter 3, is that the addition of Al limits 

the degree to which the liquid can be undercooled. While undercooling up to 215 K was 

described for the CoCrFeNi alloy in Chapter 3, the maximum ∆𝑇 achieved for the five-

component composition studied here was 88 K. The decrease in the ability to undercool the 

liquid may not be linked to the addition of Al itself but rather to heterogenous nucleation 

caused by the formation of oxides. The formation of oxides on the surface of the molten 

material was observed during casting of samples to be used in EML experiments. While an 

attempt was made to remove them mechanically (grinding and subsequent ultrasonic 

cleaning), these oxides were also present during EML processing as shown in Fig. 4.4 

(brighter spots in the darker liquid in the upper left panel). This limited the studies on phase 

selection, crystallization kinetics, and microstructural evolution, for this alloy, to the region 

of low undercooling.  

In Figure 4.4 the sequence of images represents the crystallization of the 

Al0.3CoCrFeNi HEA at ∆𝑇 = 70 K. The first panel in the upper row shows the molten alloy 
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(darker-gray) at its maximum undercooling before crystallization. Also, oxides are observed 

on the surface of the droplet. The time was set to zero at this instance for convenience. From 

the second panel and thereafter a medium-gray phase grows continuously from the right-

hand side of the image to the left until it completely overtakes the whole sample.  

From all high-speed videos analyzed, where the nucleation point could be captured, 

only a single phase crystallizing was always observed. The in situ XRD experiments (Figs. 

4.1 and 4.2) allow us to conclude that the crystallization occurs from liquid to a fcc SPSS, 

within the undercooling range evaluated, as illustrated in Figure 4.4. Due to limited 

undercooling of the Al0.3CoCrFeNi samples in the present study, it is not possible to make 

any conclusion about a probable formation of a metastable bcc phase at higher undercooling.  

The crystal growth kinetics of the Al0.3CoCrFeNi as a function of melt undercooling 

is shown in Fig. 4.5. Crystal growth velocities 𝑣 were determined in the same manner as in 

Fig. 3.9. The 𝑣(∆𝑇) shows the same trend as the CoCrFeNi, CrFeNi, and CoCrNi alloys 

(Fig. 3.10), and 𝑣 is slow in the low undercooling range, as can be seen in Figure 4.5  and 

Table 4.1. In Fig. 4.5 the 𝑣(∆𝑇) is also shown for the MEAs described previously in Chapter 

3 and the data for the Fe-12Cr-16Ni (at. %) stainless steel from Matson et al. [153]. The 

growth velocity of the Al0.3CoCrFeNi HEA is slower compared to the equiatomic ternary 

alloys discussed in Chapter 3, and Fe-12Cr-16Ni stainless steel at a comparable undercooling 

(Fig. 4.5). Nonetheless, they are in the same order of magnitude. Again, dendritic growth at 

low undercooling is controlled by chemical diffusion which in turn limits the growth 

velocity. The more sluggish crystal growth of the Al0.3CoCrFeNi may be related to solute 

rejection at the liquid/solid interface. As was shown by Liu et al. [194] during directional 

solidification of the Al0.7CoCrFeNi HEA, Al and Cr tend to strongly segregate to the 

interdendritic regions while Fe and Co partition to the dendrite’s core. 
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Figure 4.5. Crystal growth velocity 𝑣 as a function of undercooling of the Al0.3CoCrFeNi HEA. Also 

added to the plot are the values of 𝑣 for CoCrNi and CrFeNi MEAs (Chapter 3, section 3.2.2), and 

Fe-12Cr-16Ni [153]. 

 

Table 4.1. Crystal growth velocity 𝑣 as a function of melt undercooling for the Al0.3CoCrFeNi HEA.   

Undercooling ΔT (K) Crystal growth velocity 𝑣 (ms) 

53 0.402 

54 0.374 

55 0.4024 

70 0.473 

88 1.254 

  

The room-temperature X-ray profiles obtained by an in-house diffractometer (see 

section 2.4) are presented for two samples solidified under EML processing with liquid 

undercooling of 30 and 70 K in Fig. 4.6. The diffractogram of the ΔT = 30 K sample (Fig. 

4.6a) reveals a mixture of a disordered fcc plus ordered L12 phases. The L12 phase is evident 

from the discrete (100) superlattice peak at ~ 28° which is a prohibited diffraction reflection 

for the face-centered cubic structure. Contrary, the sample solidified with an undercooling 

of 70 K (Fig. 4.6b) only shows peaks of a fcc crystal structure. 
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Figure 4.6. Ex situ X-ray diffraction patterns of solidified samples of the Al0.3CoCrFeNi HEA under 

EML processing. a) ΔT = 30 K; b) ΔT = 70 K.  

 

As mentioned previously, the formation of intermetallic B2 and L12 phases are 

predicted as solid-state transformations by thermodynamic calculations. The L12 phase is 

expected to precipitate at temperatures below 873 K [193]. It can also be seen from the DSC 

scan in Figure 4.3. Its formation is dependent on the cooling rate since it was sometimes 

reported [195] and other times not [189]. In this study, the cooling rate in the solid-state is 

virtually the same for the different undercooling, see a comparison in Fig. A3.1 in Appendix 

3. However, the in situ measurements are limited to ~ 900 – 1000 K on cooling. The 

formation of the L12 intermetallic phase shown in Fig. 4.6a should have happened after the 

sample was dropped into the Al2O3 crucible and therefore it was not monitored. As discussed 

earlier (100) superlattice peaks were never observed on the in situ XRD patterns.  

Figure 4.7 shows a comparison between the cross-sectioned microstructures of the 

Al0.3CoCrFeNi alloy, processed in the EML, for two different undercooling levels, ∆𝑇 = 30 

and 70 K. All images were obtained using EBSD and the experimental setup was described 

in section 2.4. In the left panels, the grain maps showing different grains in random colors 

are presented. In the central panels, the inverse pole figures are displayed and the right panels 

show the phase maps for the different ∆𝑇.  
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Figure 4.7. EBSD images of Al0.3CoCrFeNi samples solidified during EML-processing at different 

undercooling. Left panels – grain maps; central panels – inverse pole figures; right panels – phase 

maps.  

 

Observing the grain maps it is clear to see an intense grain refinement as the liquid 

undercooling increases from 30 to 70 K. At ∆𝑇 = 30 K the mostly coarse grains have an 

undefined shape while for ∆𝑇 = 70 K the grains have a refined equiaxed morphology. This 

observation is the second major difference between the alloys investigated in Chapter 3 and 

the Al0.3CoCrFeNi alloy. For CrFeNi, CoCrNi, and CoCrFeNi alloys spontaneous grain 

refinement was only observed at large undercooling (see Fig. 3.14), while grain refinement 

is noticed at low undercooling for the five-component alloy. Furthermore, the formation of 

annealing twins is not seen for the equiaxed grains of Al0.3CoCrFeNi at ∆𝑇 = 70 K (see the 

IPF), which contrasts with the grain refined microstructures shown in Figs. 3.14c’ and A2.11 

in Appendix 2. This evidence supports the conclusion that recrystallization did not occur in 

the post recalescence period for the Al0.3CoCrFeNi alloy. 

 Spontaneous grain refinement taking place during solidification at low undercooling 

has been observed experimentally for other alloy systems, e.g., Ni-base superalloy [176], 

Ni-Cu [178,179], Ni-C [196], and Fe-Ni alloys [197]. The rationale for spontaneous grain 

refinement at low undercooling is explained by the same mechanism as in deeply 

undercooled melts; dendritic break-up and coarsening caused by remelting if the dendrite 

break-up time ∆𝑡𝑏𝑢 is less than the post recalescence time ∆𝑡𝑠𝑜𝑙 [178]. As mentioned in 

Chapter 3, the driving force for fragmentation of the primary dendrites is an attempt of the 
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system to minimize the solid/liquid interface area via heat and solute diffusion in the bulk 

phases. The break-up time as a function of melt undercooling ∆𝑡𝑏𝑢(∆𝑇) can be estimated as 

[177]: 

 

∆𝑡𝑏𝑢(∆𝑇) ≈
3

2

𝑅(∆𝑇)3

𝑑0𝐷𝑐
|

𝑚𝑙𝑐0(1−𝑘𝐸)

∆𝐻𝑓 𝐶𝑝⁄
|   (Eq. 4.1) 

 

where 𝑅(∆𝑇) is the dendrite trunk radius dependence on undercooling, 𝑚𝑙 the equilibrium 

liquidus slope, 𝑐0 the nominal alloy’s composition, 𝑘𝐸 the equilibrium partition coefficient, 

Δ𝐻𝑓 the heat of fusion, 𝐶𝑝 the specific heat at constant pressure, 𝐷𝑐 the solute diffusivity in 

the liquid, and 𝑑0(=  Γ𝐶𝑝 Δ𝐻𝑓)⁄  the capillarity length where Γ is the Gibbs-Thomson 

coefficient. According to Ref. [177], there is a proportionality constant between 

𝑅(Δ𝑇) 𝑅𝑡𝑖𝑝(Δ𝑇)⁄ = 20, being 𝑅𝑡𝑖𝑝 the dendrite tip radius.  

 

 

Figure 4.8. Schematic representation of dendritic break-up time ∆𝑡𝑏𝑢 as a function of melt 

undercooling according to Eq. 4.1. [177]. 

 

Equation 4.1 predicts two consecutive grain refinement regions (II and IIII) for alloys 

as a function of undercooling, one at low and another at higher Δ𝑇, as can be seen in Fig. 

4.8. The Δ𝑡𝑏𝑢 decreases sharply until a minimum, rises also sharply until reaching a 

maximum, and then decreases continuously. The reason for a minimum and maximum in the 

Δ𝑡𝑏𝑢(Δ𝑇) is justified by the dependence of the 𝑅𝑡𝑖𝑝 to melt undercooling. Since chemical 
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diffusion controls dendritic growth at low undercooling the tip radius decreases as the 

concentration gradient becomes steeper at the solid/liquid interface. This is the first region 

of grain refinement (region II in Fig. 4.8). 

 In the next stage, with increasing Δ𝑇 and consequently increasing 𝑣, solute trapping 

causes the concentration gradient to become smaller which in turn increases the tip radius. 

At this undercooling level, columnar dendrites are observed again in the solidified samples 

(region III in Fig. 4.8). Beyond a critical undercooling the dendritic growth is mostly 

thermally controlled and the increase in thermal gradient between the solid/liquid interface 

causes the tip radius to decrease once more. This is the second region in ∆𝑡𝑏𝑢(∆𝑇) curve 

where grain refinement is observed (region IIII in Fig. 4.8). 

The inverse pole figures (Fig. 4.7) show that in both cases there is no crystallographic 

texture. As discussed in Chapter 3, under the effect of electromagnetic stirring the growing 

dendrites can be moved and rotate in the remaining liquid. Though the preferential growth 

of fcc dendrites occurs in the <100> crystallographic directions, due to the weak anisotropy 

of the liquid/solid surface tension, the motion and rotation of the individual dendrites lead to 

a non-textured microstructure [198]. Li et al. [184] have stated that fluid flow has a more 

pronounced effect at low undercooling where the growth velocity is slower and it is 

weakened as ∆𝑇 increases.  

The phase maps shown in Fig. 4.7, on the right-hand panels, show that in both cases 

only a single-phase fcc structure is observed. The EBSD technique cannot distinguish the 

difference in Kakuchi patterns from fcc and L12 phases since they have similar crystal 

structures. This reason, added to the nanoscale size of the precipitates detailed by Ref. [189], 

makes it impossible to distinguish the two phases in the EBSD map of the ΔT = 30 K sample.  

Figure 4.9 illustrates a dendritic structure, in three dimensions, formed during the 

solidification of the Al0.3CoCrFeNi alloy with a melt undercooling of 30 K. As the solid 

reached the central part of the sphere the liquid had been consumed by crystallization and 

the dendrites grew into a void. After sectioning the cross-section of the sample the dendritic 

structure was exposed. The image was captured using the BSE detector in the SEM with 20 

kV acceleration and it was artificially colored.  
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Figure 4.9. The dendritic structure of the Al0.3CoCrFeNi HEA solidified with a ∆𝑇 = 30 K.   
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Chapter 5: Non-equilibrium solidification of the NbTiVZr refractory 

high-entropy alloy 

 

 This Chapter describes the non-equilibrium solidification experiments carried out 

with the refractory NbTiVZr HEA which has been described in the literature to crystallize 

mainly with a body-centered cubic crystal structure. 

 

5.1 Introduction 

The search for materials suitable for high-temperature and radiation-resistant 

applications gained a new perspective with the introduction of refractory high-entropy alloys 

(RHEAs) [102]. This design concept opened new avenues for exploring a compositional 

space based on the high melting temperature metallic elements of the periodic table (W, Ta, 

Mo, Nb, Hf, V, Zr). At the same time, it brings challenges in understanding phase formation 

and stability ranges, mechanical properties, and corrosion resistance under such extreme 

conditions. Resolving these key material properties are required to cross the bridge between 

scientific enthusiasm and practical applications. 

 The NbTiVZr equiatomic composition was proposed as a low density (ρ = 6.52 g 

cm−3) RHEA [199,200], showing good compressive ductility and strong work hardening 

behavior at room temperature. The compression yield strength data for this alloy, at the high-

temperature regime, seems to be scattered. Low yield strengths of 75 and 58 MPa at 1273 K 

were reported in Refs. [200] and [201], respectively. This perhaps limits its use for high-

temperature applications but it does not exclude service at moderate temperatures [202]. 

Contrarily, Jia et al. [203] observed that the strength of this alloy reached a maximum of 500 

MPa and then stabilized at 200 MPa during compression testing, also at 1273 K. 

 Senkov et al. [199] produced NbTiVZr samples by arc melting followed by hot 

isostatic pressing at 1473 K and 207 MPa for 2 hours. In sequence, the alloy was 

homogenized at 1473 K for 24 hours and cooled with a low rate of 10 K min−1. The 

microstructure was composed of large grains (~ 600 μm) with a body-centered cubic (bcc) 

crystal structure and homogeneously distributed Zr-rich regions of 20 – 30 μm inside the 

grains, and sub-micron V-rich particles inside the Zr-rich regions. The crystal structure of 

the precipitates could not be identified with (XDR) due to their small volume fraction. 

 King et al. [202] used a high throughput computational tool, Alloy Search and 

Predict, to screen over one million four-component equiatomic compositions, looking for 
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those which would form a single-phase solid solution (SPSS) at the melting temperature and 

have low thermal neutron absorption cross-section. The NbTiVZr alloy was found to comply 

with both requirements. In their study [202], the as-cast and homogenized alloy (1473 K, 

100 hours) followed by water quenching formed a bcc SPSS microstructure. After 

subsequent aging at 973 K for 100 hours, it decomposed into a bcc matrix and hexagonal 

closed-packed (hcp) and V2Zr (C15-Laves) minor phases. 

 The formation of a bcc SPSS in the homogenized and quenched state in Ref. [202], 

and in the as-cast condition in Ref. [63] differs from the microstructure observed in Ref. 

[199]. The discrepancy was attributed to different cooling rates from the homogenized or 

liquid state [202]. As has been demonstrated for many HEAs [17,142,191,204], kinetics 

plays an important role in determining the final microstructures, and a metastable SPSS may 

be 'frozen' depending on the processing conditions. 

 A challenge in the study of refractory materials is that high-temperature 

measurements are usually difficult due to instrumentation limits. For example, determining 

the liquidus 𝑇𝑙 and solidus 𝑇𝑠 temperatures cannot be done using conventional differential 

scanning calorimetry. On the other hand, an electromagnetic levitation (EML) technique 

allows for processing and investigating even in the liquid state. This study aims at 

understanding phase and microstructure formation upon non-equilibrium solidification and 

during heating/cooling of the NbTiVZr RHEA. A better understanding of metastability, 

temperature-dependent phase transformations, and the role of kinetics is required for a 

proper choice of the processing parameters during fabrication and potential use of this 

material in high-temperature and/or radiation-resistant applications. 

 

5.2 Results 

 

5.2.1 In situ synchrotron X-ray diffraction 

 Figure 5.1a shows a temperature-time profile measured during a heating/cooling 

cycle, coupled with the time-resolved XRD patterns plotted as a color-contour diagram. The 

pyrometer was calibrated using the melting point of pure vanadium by measuring in the EML 

facility at the same processing conditions. Thermal analysis using a calorimeter was not 

possible since the NbTiVZr samples reacted with both Al2O3 and ZrO2 crucibles. The solidus 

𝑇𝑠 and liquidus 𝑇𝑙 temperatures for the NbTiVZr alloy were registered during 16 

heating/cooling cycles carried out in the EML facility, and the average temperature and 

standard deviation were calculated (Table 5.1).  
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Figure 5.1. (a) Thermogram and corresponding XRD contour plot measured from an undercooled 

NbTiVZr alloy by ∆𝑇 = 80 K; (b) Inset XRD contour plot from Fig. 5.1a showing the crystallization 

event upon cooling from the liquid state; (c) comparison of XRD profiles at the initial and final stages 

of EML-processing.  

 

Table 5.1. The solidus 𝑇𝑠 and liquidus 𝑇𝑙 temperatures of the NbTiVZr RHEA measured with a one-

color pyrometer during heating in the EML facility and calculated using the ThermoCalc AB 

software and the TCHEA4 database (calculations by V.T. Witusiewicz). 

 𝑇𝑠 (K) 𝑇𝑙 (K) 

Experimental 1736 ± 12 1858 ± 7 

CALPHAD 1762 1926 

 

Lever rule thermodynamic calculations and Scheil solidification simulation were performed 

by V.T. Witusiewicz (ACCESS e.V., Aachen) using the Thermo-Calc 2020a software from 

Thermo-Calc AB [168] and the TCHEA4 database [50]. In both cases, all phases modeled 

in the TCHEA4 relating to the Nb-Ti-V-Zr system were entered. The values of 𝑇𝑠 and 𝑇𝑙 

from the equilibrium thermodynamic calculations are included in Table 5.1. 
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 In Figure 5.1a, a peak appearing at 1766 K on the thermogram, measured during 

heating, is due to a change of emissivity upon the onset of melting. The solidus temperature 

𝑇𝑠 is registered as 1736 K. During heating up to 𝑇𝑠 only XRD peaks corresponding to a bcc 

crystal structure can be identified. The melting ends at 1858 K and the liquid is further 

overheated by approximately 300 K above 𝑇𝑙. During this stage, only diffuse scattering is 

measured, confirming that the alloy is completely molten. The liquid is then cooled by 

lowering the input power to the induction coil and by two jet-streams of He directed to the 

sample's surface by opposite sides. At 1778 K spontaneous nucleation is recorded by the 

pyrometer which yields a liquid undercooling of ΔT = 80 K. A peak appearing upon 

crystallization is related to the change of emissivity. The XRD peaks that appear following 

this stage correspond to a bcc crystal structure. Figure 5.1c shows the X-ray diffractograms 

for this particular cycle at two distinct temperatures; during heating at 856 K and cooling at 

806 K. It is clear from the patterns that the initial and final states show the same (bcc) 

structure. A 3D XRD plot corresponding to the crystallization of the sample is shown in Fig. 

A4.1 in Appendix 4. 

 Figure 5.2a shows a temperature-time profile coupled with the time-resolved XRD 

patterns for a NbTiVZr sample heated up close to the liquidus temperature, but without 

reaching a complete melting. This is seen from the (110), (200), and (211) peaks that extend 

throughout the whole duration of the experiment. During heating from room temperature up 

to 𝑇𝑠 only diffraction peaks that are indexed to a bcc structure are recognizable. In the 

semisolid state, between ~15 s and 75 s Bragg peaks of the bcc phase overlap with diffuse 

peaks scattered by the liquid phase, see for example the XRD pattern at 1830 K and at ~ 56 

s in Figure 5.2c.  

 Upon the sample cooling, starting from approximately ~ 75 s, reflections of several 

crystalline phases are observed in the XRD patterns, see the enlarged plot in Fig. 5.2b. These 

peaks are indexed to two extra bcc phases. The onset temperature for the appearance of the 

bcc#2 is 1491 K and the onset temperature for the bcc#3 phase is 1281 K. A small peak on 

the temperature-time profile around 74 s (Fig. 5.2a) corresponds to a change of the emissivity 

of the alloy upon crystallization. A 3D XRD plot measured during cooling of this sample is 

shown in Fig. A4.2 in Appendix 4. 

 The samples were always weighed before and after the levitation experiments and 

the maximum weight loss was ~ 0.01 wt. %. This indicates that neither oxidation nor crucial 

compositional changes occurred.  
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Figure 5.2. (a) Thermogram and corresponding XRD contour plot measured from a NbTiVZr alloy 

heated between 𝑇𝑙 and 𝑇𝑠 and cooled.  (b) Inset XRD contour plot from Fig 5.2a showing the 

appearance of different diffraction peaks upon cooling. (c) comparison of XRD profiles at the initial 

and final stages of EML processing, and also at the semisolid state. 

 

5.2.2 Room temperature synchrotron X-ray diffraction 

 Figure 5.3 displays the ex situ synchrotron XRD measurements of the samples shown 

in Figs. 5.1 and 5.2 after solidification. In Figure 5.3a only peaks corresponding to a bcc 

SPSS (bcc#1) are seen. In Fig. 5.3b besides the peaks corresponding to the primary bcc phase 

(bcc#1), additional (110) reflections are marked for bcc#2 and bcc#3 phases. Fig. 5.3c shows 

the same pattern as in Fig. 5.3b but with a reduced scale of intensity so the reflections from 

other crystallographic planes from bcc#2 and bcc#3 are distinguishable. 
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Figure 5.3. Room temperature XRD patterns measured with high-energy synchrotron radiation. a) 

sample solidified from the liquid state with a melt undercooling of 80 K; b) sample solidified from 

the semi-solid state; c) The same XRD pattern shown in Fig. 3b but with a reduced scale of Intensity 

to highlight different diffraction peaks from different crystallographic planes of bcc#2 and bcc#3 

phases. 

 

5.2.3 High-speed video imaging 

 Digital images representing the solidification of a NbTiVZr melt at a maximum 

undercooling of 107 K are shown in Fig. 5.4a. In the upper left panel, the melt at its 

maximum undercooling is seen. In the upper-middle panel, a phase can be observed (brighter 

contrast) growing in the liquid (darker contrast). The remaining panels show the sequence 

of the crystallization process. The difference in the contrast is due to the release of latent 

heat from the crystallizing solid. In Fig. 5.4b the variation of the images’ grayscale level, 

measured on a 50 x 50-pixel area in the central part of a sample in the videos, is shown as a 

function of time during the crystallization of the liquid. The grayscale dataset is smoothened 

because the crystallization is slower than the rotation of the sample. This makes either the 
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liquid or solid phase to be within the analyzed area in a certain period. Therefore, a periodic 

pattern of the grayscale is observed especially once the crystallization starts. The 

solidification sequence is shown in Fig. A4.3 in Appendix 4. 

 

 

Figure 5.4. a) Digital images representing the solidification of a NbTiVZr HEA melt with a maximum 

undercooling of 107 K. The time scale was set to zero at a moment shortly before the crystallization 

onset. b) Variation of the grayscale level on a 50 x 50-pixel area as a function of time measured in 

the central part of the sample shown in Fig. 5.4a. 
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5.2.4 Microstructure and structure analysis 

 SEM micrographs recorded using the BSE detector, combined with corresponding 

EDX elemental maps, are displayed in Figs. 5.5a and 5.5b and 5.5c and 5.5d for the samples 

shown in Figs. 5.3a and 5.3b, respectively. Figure 5.5a shows a dendritic microstructure with 

solute rejection to interdendritic regions (brighter contrast). From the EDX elemental 

mappings, it is possible to observe that the dendrite cores are rich in Nb and Ti, while they 

are depleted of Zr and V. Despite the evident microsegregation (Fig. 5.5b), no second phase 

can be recognized from the SEM image (Fig. 5.5a) which is in agreement with the in situ 

(Fig. 5.1) and ex situ synchrotron XRD measurements in Fig. 5.3a.  

 

 

Figure 5.5. Microstructural characterization of the NbTiVZr solidified samples. a) EBS SEM image 

of the sample solidified with a melt undercooling of 80 K. b) EDX maps from the region shown in 

5.5a. c) BSE SEM image of the sample solidified from the semisolid state. d) EDX maps from the 

region shown in 5.5c.  

  

 In Fig. 5c, a dendritic microstructure, which is much coarser than that shown in Fig. 

5a, is observed with three different contrast regions from the SEM-BSE image: a medium-

bright region corresponding to the matrix, a brighter region along the grain boundaries, and 

submicron-sized dark particles inside the latter. The EDX mappings show that the matrix, 
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bcc#1 in the XRD profile in Fig. 5.3b, is rich in Nb and Ti, while depleted of Zr and V. The 

bright regions along the grain boundaries seen in the BSE SEM image (Fig. 5.5c) are 

enriched with Zr and V, and the dark particles are rich with vanadium. SEM and SEM-EDX 

images with higher magnification are shown in Fig. A4.4 in Appendix 4. The crystal 

structure of the precipitates was further investigated using TEM by R.G. Mendes (IFW 

Dresden and Utrecht University). 

 Figure 5.6a shows a SEM-BSE image of the dendritic microstructure of a sample 

solidified with a melt undercooling of 80 K, as illustrated in Fig. 5.5a. The red line marks 

the area from which a FIB-SEM cross-section for further TEM investigations was prepared. 

A low magnification TEM image of the prepared cross-section is shown in Figure 5.6b. 

Multiple SAED measurements were acquired to confirm the presence of a single bcc phase. 

Typical electron diffractograms for different regions of the sample are shown in Figure 5.6c 

and Figure 5.6d. The diffraction pattern was indexed as a bcc phase with a lattice parameter 

of 0.330 nm corresponding to the lattice parameter determined from the synchrotron XRD 

at room temperature (Fig. 5.3a).  

 

 

Figure 5.6. a) BSE SEM image showing the dendritic microstructure and the red line corresponding 

to the area where the TEM cross-section was prepared. b) shows a TEM image of the specimen cross-

section. Panels c) and d) show the SAED pattern for two different regions of the cross-section. e) 

HAADF image of the cross-section and the corresponding EDX elemental mapping for the different 

regions shown in panels f) and g). 
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 Figure 5.6e shows images of the cross-sectional specimens collected with a high-

angle annular dark-field (HAADF) detector with the TEM operating in the scanning mode 

(STEM). STEM is a variation of TEM that uses a focused electron beam that is scanned over 

a thin specimen. STEM-HAADF imaging allows the differentiation between different 

atomic elements due to differences in atomic mass as in this imaging mode, the intensity 

scales with approximately the atomic number squared (I ~ Z2). STEM also makes it possible 

to probe the local chemical composition of the specimen using the EDX detector. STEM-

EDX mappings of different regions of the sample (Figure 5.6f and Figure 5.6g) show the 

homogeneous nature of the sample. A thorough investigation of the cross-section was 

conducted with high-resolution images and multiple regions for SAED were acquired and 

presented in Appendix 4 (Figs. A4.5 and A4.6).  

 

 

Figure 5.7. a) SEM image showing the different contrast corresponding to different phases. The dark 

contrast corresponds to the V-rich region (lattice constant: 0.312 nm), the brighter contrast 

corresponds to the Zr-rich region (lattice constant: 0.344 nm), and the medium-bright contrast 

corresponds to the matrix (lattice constant: 0.330 nm). The red line depicts the area from which a 

cross-section of the specimen was prepared; b) TEM image showing the cross-section of the 

specimen; c) High-magnification TEM showing the region with all phases coexisting. Panels d-g are 

SAED patterns for the matrix, the interface between V-rich and Zr-rich regions, and the V-rich 

region, respectively. HAADF image of the cross-section is shown in panel h. The local elemental 

mapping for the different regions shown in panels i and j. The elemental mapping of panel i (matrix) 

is homogeneous, whereas the one from panel j shows clearly the different chemical compositions. 
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 Figure 5.7 shows images of a sample processed from the semisolid state, as illustrated 

in the XRD pattern in Fig. 5.3b. The SEM-EBS image is shown in Fig. 5.7a. To investigate 

in detail these three regions, a cross-section indicated by the red line in Fig. 5.7a has been 

studied by TEM. Low magnification and high magnification TEM images depicting the 

different regions of interest are shown in Fig. 5.7b and Fig. 5.7c, respectively. Figure 5.7d 

and Figure 5.7e show electron diffraction patterns corresponding to the matrix (lattice 

constant: 0.330 nm). A thorough study of the matrix was also conducted in this case with a 

high-resolution image and multiple SAED patterns and is presented in Appendix 4 (Fig. 

A4.7).  

 Figure 5.7f shows a diffraction pattern on the interface between the Zr-rich region 

(lattice constant: 0.344 nm) and the V-rich region (lattice constant: 0.312 nm), where it is 

possible to distinguish two different diffraction points due to the slightly different lattice 

parameters. Figure 5.7g presents the diffraction pattern of the V-rich particles (lattice 

constant: 0.312 nm). All patterns were indexed corresponding to the (100) zone axis of a bcc 

crystal structure, showing that all grains and interfaces are aligned in the same bcc 

superstructure. The TEM-EDX elemental mapping of the different regions depicted in the 

HAADF  image (Fig. 5.7h) shows that Nb, Zr, Ti, and V are homogeneously distributed in 

the matrix (Figure 5.7i), whereas Figure 5.7j clearly shows the V-rich and Zr-rich regions at 

the grain-boundary. This is in agreement with the EDX maps obtained with SEM (Fig. 5.5d). 

High-resolution images of all phases are presented in Appendix 4 (Fig. A4.8) while the 

elemental mapping images of higher magnifications are presented in Fig. A4.9 in Appendix 

4. 

 

5.3 Discussion  

 

5.3.1 Phase formation upon solidification 

 To the best of the author’s knowledge, no experimental values of 𝑇𝑠 and 𝑇𝑙 have been 

reported in the literature for this RHEA. This is supposedly due to the reactivity of this alloy 

with the crucible materials during DTA experiments at high temperature, as that observed in 

the present study. The solidus temperature 𝑇𝑠 = 1736 ± 12 K (Fig. 5.1 and Table 5.1), as 

determined using the pyrometer in the EML device, is in good agreement (only 26 K lower) 

with the value predicted for equilibrium conditions by CALPHAD, as shown in Fig. 5.8 and 

Table 5.1. The liquidus temperature 𝑇𝑙 = 1858 ± 7  K is 68 K lower than that predicted by 

CALPHAD (Fig. 5.8 and Table 5.1). Usually 𝑇𝑠 is much less dependent on heating rates and 
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sample sizes than 𝑇𝑙 [205]. Considering the mean value of 𝑇𝑠 and the standard deviation in 

Table 5.1, one can see a very good agreement with CALPHAD prediction. On the other 

hand, 𝑇𝑙 should be much more dependent on the heating rate and sample mass [205], but 

even so, the values are in reasonable agreement. 

 The crystallization of a bcc#1 SPSS, which can be seen when the liquid was 

undercooled by 80 K in Fig. 5.1, agrees with previous studies where it was observed during 

quenching from the liquid state [63] or homogenized state [202]. Indeed, from equilibrium 

thermodynamic calculations (Fig. 5.8) one may observe a wide stability range of the primary 

bcc#1 phase formed below 𝑇𝑙. For equilibrium conditions the formation of  a second bcc#2 

phase is predicted by CALPHAD via a spinodal decomposition , starting at 1041 K, see Fig. 

5.8.  

 

 

Figure 5.8. Phase fraction as a function of temperature for equilibrium solidification predicted using 

the ThermoCalc AB software and the TCHEA4 database. 

 

 Yurchenko et al. [206] had observed a splitting of the (110) bcc peak for as-cast and 

homogenized (1473 K, 24 hours) NbTiVZr samples, which could indicate the formation of 

two bcc phases either during casting, homogenization, or subsequent cooling. From the 

microstructural analysis, a small fraction of a second phase was observed at the grain 

boundaries. Nonetheless, the authors stated that the reason for the peak splitting should be 

further studied. The in situ XRD peaks shown in Figure 5.1 do not show splitting and the 

microstructural and structural analysis (Figs. 5.1a, 5.3a, 5.5a, and 5.6) further confirm its 



96 
 

homogenous nature despite that microsegregation of Zr and V is observed in the 

interdendritic regions (Fig. 5.5b). Based on this evidence it is safe to conclude that the only 

transformation that occurred was from the liquid into a bcc#1 SPPS when the melt was 

undercooled by 80 K (Fig. 5.1). 

 In Fig. 5.2 the in situ XRD patterns revealed the formation of different phases as the 

sample was cooled from the semisolid sate. Postmortem analysis of the samples disclosed 

the formation of two additional bcc phases at the grain boundaries (Figs. 5.3b, 5.5c, and 5.7). 

From the onset temperatures of the bcc#2 and bcc#3 (Fig. 5.2b), which are 245 and 455 K 

below 𝑇𝑠, one could naturally conclude that they occurred as solid-state transformations. 

However, during non-equilibrium solidification constitutional undercooling may lead to an 

overall change in the composition of the remaining liquid.  The interdendritic liquid then 

solidifies at a different 𝑇𝑠 than the nominal alloy’s composition. Furthermore, the pyrometer 

only measures a small surface area on the north pole of the droplet. It cannot distinguish 

temperature gradients over the sample and it does not probe local temperatures. The 

formation of bcc#2 and bcc#3 phases (Fig. 5.2) occurred during the final stage of 

solidification with crystallization of the interdendritic liquid. This is evident from the 

solidified microstructures shown in Figs. 5.5c and 5.5d. While the sample was cooled 

between 𝑇𝑙 and 𝑇𝑠 solute partitioning from the primary dendrites (bcc#1) to the interdendritic 

regions created the compositional conditions for their formation. 

 Non-equilibrium solidification of the NbTiVZr alloy calculated using the Scheil-

Gulliver model is shown in Fig. 5.9. The solidification proceeds between 𝑇𝑙 = 1926 K, which 

is the same as for the equilibrium conditions, and a eutectic temperature 𝑇𝑒 ≈1491 K at what 

the fraction of the liquid phase decreases to about 1 %. The temperature dependences for the 

compositions of the liquid and the solid phases are shown in Fig. 5.10 . The Scheil-Gulliver 

simulation suggests that cores of the bcc#1 dendrites formed in earlier stage of solidification 

are enriched with Nb and Ti (Fig. 5.10 b, T above ∼1770 K). Upon cooling, both V and Zr 

continuously segregate into the interdendritic liquid (Fig. 10a) and start to dominate in the 

peripheral areas of the dendrites (Fig. 10b, T below ∼1735 K). Below 1492 K, the 

interdendritic liquid solidifies into the V- rich bcc#2 and a Zr-rich bcc#3 phases via eutectic 

reaction which completely finishes at 1491 K. These results agree with the element 

distribution maps presented in Fig. 5.5d and in Fig. A4.4 in Appendix 4. Also, such 

solidification path conforms with the in-situ XRD measurement upon solidification of the 

NbTiVZr alloy from the semisolid state (Fig. 5.2). In that case, the (110) reflection of a V-

rich phase was observed to appear at 1491 K. The (110) peak of a Zr-rich phase was noticed 
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at a lower temperature (1281 K). The discrepancy on the formation of the metastable bcc 

phases between the Scheil-Gulliver calculation and in-situ XRD measurements could be 

explained either by some deviation of the real and simulated solidification paths or by 

somewhat imperfect modelling of the TCHEA4 database, or by experimental uncertainty. 

Indeed, the molar fraction of the bcc #2 and bcc #3 phases is very small and they can be 

noticed on XRD patterns only when they reach a detectable quantity at the X-ray beam 

position. 

 

 

Figure 5.9. The temperature dependence of the fraction of solid phases during solidification of the 

NbTiVZr alloy under the equilibrium (Lever rule) and non-equilibrium (Scheil) conditions simulated 

with the ThermoCalc AB software using the TCHEA4 database. 

 

 The ex situ XRD patterns (Figs. 5.3a and 5.3b) confirm that in both cases the phases 

formed at high temperature, as shown from the in situ XRD patterns in Figs. 5.1 and 5.2, and 

are preserved at room temperature. The formation of equilibrium hcp and C15-Laves phases 

which are predicted by CALPHAD (see Fig. 5.8) and have been experimentally observed 

after long-time annealing, at lower temperatures [202,206], were kinetically suppressed due 

to the fast cooling rate ( ~ 100 K s−1)  in the solid-state. 

 The sequence of images in Fig. 5.4a reveals that multiple grains nucleate and grow 

in the undercooled melt simultaneously and that they collide as solidification progresses. It 

is obvious from the plot of the gray value versus time (Fig. 5.4b) that only one recalescence 

(quasi-adiabatic release of heat upon crystallization) occurs. Thus, considering the in situ 
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XRD showed in Fig. 5.1, the crystallizing solid corresponds to dendrites of a single bcc#1 

phase. 

 

 

Fig. 5.10. Composition of the liquid and solid phases predicted by Scheil-Gulliver solidification 

simulation of NbTiVZr. 

 

5.3.2 Crystal growth kinetics 

 The crystal growth kinetics 𝑣 of the NbTiVZr RHEA is exceptionally sluggish, see 

Table 5.2, when compared to the fcc-structured medium- and HEAs measured by the same 

technique by Andreoli et al. [130]. The 𝑣 of fcc phase, at ΔT = 100 K, for CrFeNi, CoCrNi, 

and CoCrFeNi equiatomic alloys were in the range of 5-10 m/s, while for the bcc phase in 

NbTiVZr it is estimated to be in the range of 0.015 – 0.017 m/s, which is two orders of 

magnitude slower. For the NbTiVZr RHEA ΔT = 100 K represents an undercooling of 0.05 

𝑇𝑙. The 𝑣 is sluggish in this undercooling level because it should mostly be diffusion-

controlled as evidenced by the microstructure (see Figs. 5.5a and 5.5b). Wang et al. [207], 

who also used high-speed imaging during electrostatic levitation, reported that the 𝑣 of the 

bcc phase for the NbMoTaWZr RHEA was 0.23 and 0.98 m/s for ΔT = 82 and 355 K, 
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respectively, but that 𝑣 reached a maximum of 13.5 m/s at ΔT = 640 K. In this study such 

high undercooling levels were not achieved, however, at comparable ΔT (82 in Ref. [207], 

77 K in this study) the 𝑣 of the NbTiVZr alloy is one order of magnitude slower than the 

NbMoTaWZr RHEA. 

 

Table 5.2. Crystal growth velocity 𝑣 as a function of melt undercooling upon crystallization of the 

NbTiVZr RHEA. 

Undercooling ΔT (K) Crystal growth velocity 𝑣 (m/s) 

77 ~ 0.009 

101 ~ 0.015 

107 ~ 0.017 

112 ~ 0.019 

145 ~ 0.037 

 

5.3.3 Structural and microstructural features 

 At very low undercooling, which must be the case when the melt was slowly cooled 

from the semisolid state (Fig. 5.2), constitutional undercooling is dominant. At this level of 

undercooling the dendrite tip is capable of coarsening which can lead to coarser 

microstructures. This is observed when comparing the dendritic structures shown in Figs. 

5.5a and 5.5c. Crystal growth velocity should be very limited which also contributes to 

coarsening of the microstructure. Unfortunately, the visualization of the solidification when 

samples are processed in this manner cannot be done because of the extremely weak contrast 

between the liquid and the crystalline phase, due to a small release of latent heat.  Under 

these conditions solute rejection occurring at the solid/liquid interface has had sufficient time 

to result in partitioning which is evident from the interdendritic regions in Figs. 5.5c and 

5.5d. Contrarily, the microstructure of the sample solidified under an undercooling of 80 K 

revealed a much finer dendritic structure and less severe microsegregation (Figs. 5.5a and 

5.5b). At moderates undercooling (e.g., 80 K) the decrease of dendrite tip and faster crystal 

growth kinetics may lead to smaller dendrites (Fig. 5.5a).  

 The X-ray diffraction pattern shown in Fig. 5.3b and the TEM analysis (Fig. 5.7) 

confirmed the presence of three distinct bcc solid solution phases when the sample was 

slowly cooled from the semisolid state. The appearance of three different bcc phases in the 

NbTiVZr RHEA was reported after compression deformation at 1273 K by Senkov et al. 

[201]. Before testing, the samples were cast, hot isostatically pressed at 1473 K and 207 MPa 
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for 2 h, and then annealed at 1473 K for 24 h and revealed a SPSS bcc structure. The lattice 

constant of the bcc#1 was 0.332 nm before testing, and after compression, it was 0.332, 

0.345, and 0.324 nm for the three bcc phases, respectively. Three distinct bcc phases were 

also reported for the NbTiVZr alloy in Ref. [200] after compression tests at 1273 K. The 

lattice constants determined in the present work are, respectively, 0.330, 0.312, and 0.344 

nm, for bcc#1, bcc#2, and bcc#3 as determined from the room temperature synchrotron XRD 

patterns plotted in Figs. 5.3a, 5.3b, and 5.3c. 

 The ternary phase diagrams of Ti-V-Zr and Nb-V-Zr ternary systems show a 

miscibility gap extending over a wide compositional range due to the separation of the 

primary bcc phase into two composition sets, one being rich and one being poor in Zr [208]. 

It is reasonable to assume that these miscibility gaps are responsible for the decomposition 

occurring in the quaternary system. Senkov et al. [200] had suggested the appearance of the 

three bcc phases at temperatures below 1673 K. The present experimental work provides 

evidence for the formation of three bcc phases in the NbTiVZr RHEA under non-equilibrium 

solidification conditions. 
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Chapter 6: Solid-state thermophysical properties of CrFeNi, CoCrNi, 

and CoCrFeNi medium- and high-entropy alloys 

 
The goal of this study was to investigate, using conventional laboratory techniques, 

such as dilatometry and DSC, the solid-state thermophysical properties of the CoCrFeNi 

HEA, and two medium-entropy alloys (MEAs) which are suballoys to the latter: CrFeNi and 

CoCrNi.  

 
6.1 Introduction  

Understanding the solid-state thermophysical properties of metals and alloys is 

crucial for applications. Detailed knowledge of thermophysical behavior is imperative to 

design efficient systems and predict thermal stresses that may reduce a component’s service 

life [209].  

There has been extensive work on the thermophysical properties of Ni-Cr binary and 

ternary alloys over the last 70 years. For example, in 1951 German scientist Hans Thomas 

observed abnormal changes to the electrical resistivity, following heat treatments at low 

temperatures, for a series of electrical-resistance alloys, including Ni-Cr, with no apparent 

phase transformations nor magnetic transitions [210]. In his publication, the phenomenon 

was described as the “Komplex Zustand”, which translates to English as the ‘complex state’, 

and it is known today as the K-state transition. Later, it has been demonstrated that this 

intriguing event not only affects the electrical resistivity but also other thermophysical 

properties such as thermal expansion [211], heat capacity [212], thermal conductivity [209], 

and mechanical properties [213] of some alloys containing at least one transition metal as 

the solvent element. 

  Different reasons have been proposed for the occurrence of the K-state transition 

such as; (1) formation of Guinier-Preston zones [214]; (2) atomic long-range order (LRO) 

[213,215], which was reported for long-time annealing of alloys near the stoichiometric 

composition of intermetallic phases; (3) chemical short-range order (CSRO) [216,217]; and 

(4) changes in electronic configuration due to local lattice distortions [218]. Up to this date, 

the physical reasons for the occurrence of the K-state transition are still not completely 

understood.  

 According to Marucco and Nath [213], ordering, be it short-range or long-range, will 

have the following effects on crystal structure: (i) lattice parameter contraction which leads 

to dimensional instability; (ii) thermal and electrical characteristics variations; and (iii) 
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changes in mechanical properties due to pile-ups of dislocation dipoles. An order-disorder 

transformation should be evident in the thermal expansion coefficient due to a lattice 

constant change, and in the heat capacity measurements as the result of the change in 

enthalpy during the transformation [209]. 

 

6.2 Results  

The methods used to measure the thermophysical properties of the medium- and 

high-entropy alloys studied here were described in Chapter 2. The relative expansion 

dependence curves to temperature of CrFeNi, CoCrFeNi, and CoCrFeNi alloys are shown 

in Fig. 6.1. The coefficient of linear thermal expansion α of the three alloys, obtained by 

dilatometry, is shown as a function of temperature in Fig. 6.2a. The α represents the first 

derivative of the relative expansion curves shown in Fig. 6.1. At the low-temperature range 

(below 800 K) CoCrNi shows a slightly lower α than CrFeNi and CoCrFeNi compositions. 

In the high-temperature limit (above 900 K) all three alloys seem to have remarkably similar 

α. The values of α extracted from the dilatometry curves are, respectively, 22.27, 22.77, and 

22.04 (10−6 K−1) for CrFeNi, CoCrNi, and CoCrFeNi at 1260 K, the highest experimental 

temperature.  

 

 
Figure 6.1. Relative elongation (∆𝐿 𝐿0)⁄  measured during heating (10 K ∙  min−1) in the dilatometer.  

 

A discontinuity on the temperature-dependent α is seen for all three alloys in the 

temperature range of 750 – 950 K (Fig. 6.2a). Figure 6.2b shows the α of the CoCrFeNi alloy 

measured during the first and second heating. As can be observed, in the first heating a 
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minimum occurs at ~ 860 K followed by an increment in the thermal expansion coefficient 

with increasing temperature. In the second heating cycle, however, there is no minimum on 

the α(T) curve. Instead, a sudden increase in α occurs at the same temperature range where 

the minimum in the first heating exists. 

 

 

Figure 6.2. (a) The thermal expansion coefficient α of CrFeNi, CoCrNi, and CoCrFeNi alloys 

measured during heating (10 K ∙  min−1); (b) α of the CoCrFeNi alloy measured during the first and 

second heating.  
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 In Fig. 6.3 the temperature-dependent magnetic moment of the three alloys is 

presented. No magnetic transition is observed in the temperature range of 293 to 1073 K. 

The Curie temperatures 𝑇𝑐, obtained from the temperature-dependent magnetic moment 

curves are, respectively, 23 and 134 K, for CrFeNi and CoCrFeNi. It was not possible to 

determine the 𝑇𝑐 of the CoCrNi alloy since it is below the low limit of 10 K in the 

experimental setup. Literature reports the value of 7 K [219]. 

 

 

Figure 6.3. The temperature-dependent magnetic moment during heating-cooling cycles (5 K ∙

 min−1) of CrFeNi, CoCrNi, and CoCrFeNi equiatomic alloys.  

 

 The heat capacity 𝐶𝑝 of CrFeNi, CoCrNi, and CoCrFeNi alloys as a function of 

temperature (400-1000 K) is shown in Figure 6.4. Again, in the first heating, all three alloys 

show minima in the 𝐶𝑝(𝑇) curves, in the temperature range of 730 – 950 K, followed by a 

steep increase in the heat capacity upon further heating. The heating-cooling cycles were 

repeated twice to eliminate the effect of exothermal reactions due to non-equilibrium cooling 

during casting. One may note that during the second heating all alloys show a steep increase 

in 𝐶𝑝 in the same temperature range as the first heating, however, no minima occur.  

 In Fig. 6.5 the XRD profiles of the as-cast and annealed (973 K for 24 hours) samples 

of CrFeNi, CoCrNi, and CoCrFeNi alloys are displayed. It is observed that in both conditions 

only Bragg peaks corresponding to a fcc structure are distinguishable, for all alloys. The 
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changes of peak intensity ratio, particularly large for the CoCrNi alloy, indicate texture 

changes upon annealing.  

 

 

Figure 6.4. The heat capacity 𝐶𝑝 of CrFeNi, CoCrNi, and CoCrFeNi alloys measured during the first 

and second heating cycles. The heating rate was 10 K ∙  min−1. 

 

 

Figure 6.5. X-ray diffraction patterns of CrFeNi, CoCrNi, and CoCrFeNi alloys in the as-cast and 

annealed states.  
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Figure 6.6. The microstructures of CrFeNi, CoCrNi, and CoCrFeNi alloys for two different 

magnifications; in the as-cast state (two first columns) and the annealed state (two last columns).   

 

 To investigate a possible influence of annealing on the microstructural/phase 

transformations resulting from annealing of the alloys during the thermophysical 

measurements, samples of the alloys were thermally treated for 24 hours at 973 K as 

described in section 2.9. The microstructures of CrFeNi, CoCrNi, and CoCrFeNi alloys are 

shown in Fig. 6.6 for the two different states; as-cast and annealed. The CoCrNi and 

CoCrFeNi microstructures reveal a SPSS in both conditions. In contrast to the XRD profile 

shown in Fig. 6.5, the SEM analysis of CrFeNi alloy reveals precipitates of a minor second 

phase at the grain boundaries (last column, first row) after the annealing treatment. As 

mentioned in section 3.1, Laplanche et al. [144] had noticed the formation of precipitates at 

the grain boundaries of the CrFeNi alloy after thermomechanical processing and annealing. 

Based on XRD and EBSD data they determined that the precipitates had the bcc structure. 

Precipitation of a bcc phase is predicted by CALPHAD calculations below 1273 K for the 

CrFeNi alloy [93].  

 

6.3 Discussion 

 

6.3.1 Thermophysical properties  

The α of CrFeNi, CoCrNi, and CoCrFeNi alloys (Fig, 6.2a) show an exponential 

temperature dependence in the temperature range of 293 to 1203 K. This is a similar trend 
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to that reported for austenitic steels by van Bohemen [220]. The thermal expansion 

coefficient of CrFeNi, CoCrNi, and CoCrFeNi alloys has been measured previously. For 

example, Laplanche et al. [144] determined the α(T) for all three alloys investigated in this 

study, while in another study Laplanche et al. [221] determined the α(T) for a single-crystal 

CoCrNi alloy. However, in both cases, their measurements were limited to 700 K. A 

comparison between α at 700 K, obtained in this work and Refs. [144,221], is shown in Table 

6.1. One may note that for the polycrystalline CoCrNi and CoCrFeNi alloys reported in Ref. 

[144] there is a very good agreement to the values described here. For the CrFeNi alloy, 

however, there is a slight disagreement, and the reasons are unknown at this moment.  

 

Table 6.1. Comparison of the thermal expansion coefficient α between this study and those reported 

in the literature.  

Alloy α at 700 K (10−6 K−1) 

 Ref. [221] Ref. [144] This work 

CrFeNi -- 16.6 17.8 

CoCrNi -- 16.4 16.5 

CoCrNi (sc) 16.0 -- -- 

CoCrFeNi -- 17.3 17.4 

sc = single-crystal 

 

 Anomalies in the thermal expansion coefficients are seen for the three alloys between 

750 and 950 K (Fig. 6.2a). Chou et al. [54] had observed the same anomaly for a 

homogenized CoCrFeNi alloy, during dilatometry measurements, in the temperature range 

of 293 to 1073 K also at a heating rate of 10 K ∙  min−1. They attributed this to an Invar-

type thermal expansion anomaly that occurs at the Curie temperature. However, from Fig. 

6.3 one can see that in the temperature range of 300 – 1000 K no magnetic transition is 

observed for this alloy.  Therefore, a transition from a paramagnetic to a ferromagnetic state 

is excluded as the possible cause for the anomalies in the α(T) curves. 

Lattice vibrations play a major contributing role in the thermal expansion of 

crystalline materials. It is usually very responsive to composition, planar atomic density, 

electron configuration, magnetic state, and interatomic interactions [222]. Recrystallization 

has previously been reported to cause a similar anomaly in α(T)  of low-carbon steels [222] 

at the same temperature range as those observed in Fig. 6.2. However, the alloys were 

previously hot rolled and further cold-rolled, thus, a driving force for recrystallization was 
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present. This is not the case in this study where the samples were in the as-cast state. The 

only effect that should be expected is normal grain growth. However, grain growth does not 

necessarily cause anomalies in α(T) since it would, in general, be observed for other alloys. 

Regarding the valley which is seen in the first heating cycle (Fig. 6.2b), a possible 

explanation for its occurrence is the annihilation of vacancies and defects from non-

equilibrium solidification (as-cast samples), as it was never observed on the second heating. 

The fact that an increment in α is still seen on the second heating cycle indicates that the 

transitions are reversible. 

As magnetic transitions, first-order phase transformations (for CoCrNi and 

CoCrFeNi alloys), and recrystallization and texture formation are discarded as the probable 

causes for the observed eccentric curves in α(T), the S-shaped anomalies may be caused by 

chemical atomic ordering involving the diffusion-controlled redistribution of atoms during 

heating of the sample. The anomalies observed in Fig. 6.2 are similar to those which have 

been reported previously for Ni-Cr alloys in Ref. [209] and were attributed to a chemical 

short-range order transition. 

 The same peculiar behavior is also observed in the 𝐶𝑝(𝑇) curves (Fig. 6.4). As the 

samples were heated and cooled for two consecutive cycles it becomes evident that the 

phenomenon is reversible. Kim et al. [215] used thermal analysis to investigate order-

disorder reactions in a Ni-Cr alloy (alloy 600) for a series of different mechanical- and heat-

treated samples. They observed S-shaped curves, like those seen in Fig. 6.4, with exothermic 

and endothermic reactions in the temperature range of 330 to 873 K. The reaction 

temperatures were shown to be dependent on the thermomechanical treatment and that cold 

rolling could lower the reaction temperature. Based on the analysis of the activation energies 

they concluded about the existence of a substitutional diffusion process that leads to a short-

range order-disorder transformation.  

Jin et al. [223] also observed the same endothermic reactions in the 𝐶𝑝(𝑇) curves, 

for a series of Cr-containing alloys going from binary to HEAs, at the same temperature 

ranges as those observed in this study. Neutron diffraction patterns at room- and high-

temperature revealed no sign of superlattice peaks and the fcc SPSS structure was confirmed. 

Based on the observed evidence and literature reports they attributed the transitions in 𝐶𝑝(𝑇) 

to the K-state effect caused by chemical short-range order/disorder reaction. In their study 

[223], they have also estimated the temperature dependence of α, for the CoCrNi and 

CoCrFeNi alloys, based on the data of lattice expansion derived from neutron diffraction 
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patterns as a function of temperature (300 – 1273 K). The results agree with those in Fig. 6.2 

in that the α of CoCrNi, in the low-temperature range, is lower than CoCrFeNi and in the 

high-temperature range they are equivalent. Interestingly, α increased monotonically and no 

minima or sharp slope increase were observed during the whole measurement.  

The K-state effect on the 𝐶𝑝(𝑇) of the CoCrNi equiatomic composition has been 

theoretically studied by Pei et al. [59] using the Wang–Landau Monte Carlo method and 

simulated annealing algorithms to understand the reasons for a peak around 900 K. There 

were discrepancies in the peak position temperatures of 80-180 K for the theoretical specific 

heat curve and the experimental one. The authors argued that when the vibrational and 

electronic entropies are ignored in the calculations the difference between the total entropies 

of the ordered and disordered phases is underestimated, which results in an overestimation 

of the transition temperature. By calculating the short-range order parameters, the atomic 

ordering transition was revealed. According to the authors, reordering of Cr–Ni, and Cr–Co 

pairs occurs, whilst Co–Ni nearest neighbors do not change strongly. 

Already several studies have claimed to observe CSRO experimentally in MEAs and 

HEAs, including CoCrNi alloy. These studies will be addressed in the next section. 

   

6.3.2 Short-range order in medium- and high-entropy alloys 

The experimental determination of CSRO in metallic alloys is by no means a trivial 

task. X-ray diffraction evidence of CSRO is rather difficult to be determined, especially for 

alloys containing Cr, Fe, and Ni simultaneously, due to the similarity of the atomic scattering 

factors [224]. To overcome this difficulty, Cenedese et al. [225] employed thermal neutron 

diffuse scattering on three single-crystal specimens (heat-treated at 773 K for 10 hours) with 

identical chemical but a different isotopic composition of a Fe0.56Cr0.21Ni0.23 stainless steel 

alloy. This enabled them to distinguish a local CSRO between Ni and Cr atoms. 

Zhang et al. [58] used X-ray and neutron total scattering and extended X-ray 

absorption fine structure (EXAFS) techniques to investigate the local atomic arrangements 

of the CoCrNi alloy, in single-crystals and single-phase polycrystalline samples. By 

analyzing the pair distribution functions, extracted from the neutron and X-ray experiments, 

they found that no obvious lattice distortion was present. Furthermore, by fitting the 

experimental EXAFS function, using a disordered fcc cluster with 55 atoms built based on 

the Warren-Cowley parameter calculation, they revealed that Cr is favorably bonded with 

Ni and Co and results in CSRO. As a result, CoCrNi alloy, despite does not show any long-

range chemical order, cannot be considered a truly disordered system. 
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Applying energy-filtered TEM, Zhang et al. [61] compared the diffraction patterns 

and dark field images measured from the CoCrNi samples water-quenched from 1200 °C 

and samples further annealed at 1000 °C for 120 hours, and subsequently furnace cooled. 

The diffraction patterns of the annealed sample showed obvious streaks along with the [111] 

directions between fcc Bragg spots, and the dark field images from this region revealed 

nanoscale domains. Neither of these features were observed in the water-quenched sample. 

This was interpreted by the authors as structural CSRO. 

Recently, Fantin et al. [226] used EXAFS, measured at the K-edges of the transition 

metals and Al, for a single-phase fcc (homogenized above the dual-phase temperature) 

Al8Co17Cr17Cu8Fe17Ni33 (at. %) HEA. The SPSS state was confirmed by different methods 

at different length scales (ranging from optical microscopy to atom-probe tomography). 

They could determine that Cu has a preferential affinity to Al atoms (~ 2.7 Al atoms), 

followed by Ni (~ 2.2 Al atoms), Fe and Co (~ 1.5 Al atoms), and Cr (~ 0.9 Al atoms), while 

Al-Al first neighbors were virtually not detected. This indicates that some degree of CSRO 

occurs in this HEA. Furthermore, the local lattice distortion was quantified as ~ 0.03 Å 

considering the 1st atomic shells of each element which is much inferior to that predicted if 

the atomic radii are considered. 

CSRO seems to be more common in medium- and high-entropy alloys than originally 

assumed based on the entropic effect. Experimental proof that a short-range order-disorder 

transition occurs in CrFeNi, CoCrNi, and CoCrFeNi alloys requires further complex 

experiments which are beyond the scope of this study. Some ideas about possible 

experimental setups that may reveal the nature of the anomalies observed in α(T) and 𝐶𝑝(𝑇) 

will be addressed in Chapter 8: Outlook. 
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Chapter 7: Summary 

 
7.1 Empirical rule of phase formation of complex concentrated alloys 

 The analysis of an extensive database containing 235 complex concentrated alloys 

(Appendix 1) carried out in the present work reveals clear trends in predicting the phase 

stability and formation by simple empirical criteria which can be summarized as follows.  

 The elastic-strain-energy ∆𝐻𝑒𝑙 parameter shows three distinct regions for complex 

concentrated alloys: (i) the single-phase solid-solution alloys with fcc crystal structure 

precipitate predominantly in the range of ∆𝐻𝑒𝑙 ≤ 6.05 kJ mol−1 ; (ii) The range of 6.05 < 

∆𝐻𝑒𝑙 ≤ 22 kJ mol−1 contains most of the bcc SPSS alloys, and other types of complex 

concentrated alloys (e.g. ss + IMs, IMs, or duplex alloys); and the region (iii) for ∆𝐻𝑒𝑙 > 22 

kJ mol−1, where all bulk metallic glasses and ∼ 56% of the single-phase intermetallics can 

be found.  

 The ∆𝐻𝑒𝑙 vs. VEC criterion (Fig. 1.3) is a straightforward guideline that can be used 

to predict single-phase solid-solution formation in complex concentrated alloys. The 

criterion shows an improved ability to predict single-phase solid-solution alloys from 

intermetallic-forming alloys, especially for the alloys that precipitate the μ phase, when it is 

compared with the different approaches already used in literature.  

 The vanadium-containing complex concentrated alloys forming the 𝜎 phase are by 

far the most common IM phase to overlap within the SPSS-predicted regions in the literature. 

The alloys that are prone to form the 𝜎 phase and contain V are difficult to predict by using 

the empirical methods because of their near-zero enthalpy of mixing, low atomic-size 

mismatch, and low elastic-strain energy. Further investigation should be carried out to 

establish reliable models.  

 The simplified ∆𝐻𝑒𝑙 parameter improves the quality to predict single-phase solid-

solution microstructures compared to the well-established 𝛿 parameter. The ∆𝐻𝑒𝑙 parameter, 

together with those previously reported in the literature, can be used in the design of new 

complex concentrated alloys. 

 

7.2 Non-equilibrium solidification of medium- and high-entropy alloys  

Electromagnetic levitation was used to cointainerlessly process and undercool 

samples of the equiatomic CoCrFeNi, CrFeNi, and CoCrNi alloys. The non-equilibrium 

solidification was monitored in situ using pyrometry, high-speed video, and high-energy 

synchrotron X-ray diffraction. All three compositions showed a double recalescence with 
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the primary formation of a transient metastable bcc phase if the liquid was sufficiently 

undercooled. 

The in situ XRD and high-speed video recording showed that all three compositions 

form a fcc single-phase solid solution directly from the melt at a low undercooling. However, 

at a sufficiently large undercooling, crystallization occurred with the primary formation of a 

transient metastable bcc phase, as revealed by the high-speed videos. In this case, the 

nucleation of the fcc phase always happened within growing bcc dendrites, confirming this 

to be the preferential nucleation site for the fcc phase. The delay time, a time interval between 

the nucleation of the bcc and fcc phases showed an inverse relation to the melt undercooling, 

explained by the accumulation of defects in the growing bcc dendrites as the undercooling 

was increased. 

The growth velocities of the fcc and bcc phases in CoCrFeNi, CrFeNi, and CoCrNi 

alloys agreed well with those reported for Fe-Ni alloys and Fe-(rich)-Cr-Ni alloys. The 

growth kinetics do not change with the increasing number of elements in these systems and 

are not sluggish. 

The microstructural evolution for the three alloys is as follows: at low undercooling, 

fully developed dendrites of no specific texture were formed; as the undercooling was 

increased to 100-150 K, columnar grains developed sub-grain structures; beyond a critical 

undercooling, ΔT ~ 160 K for CoCrFeNi, the microstructure evolved to considerably refined, 

randomly oriented equiaxed grains, with multiple T3 <111> twins.  

 The in situ non-equilibrium solidification study of the Al0.3CoCrFeNi HEA could 

reveal significant differences compared to the equiatomic CoCrFeNi, CrFeNi, and CoCrNi 

alloys. The first major difference observed was that the ability of the liquid to be undercooled 

is diminished. This fact may be linked to the formation of stable oxides on the surface of the 

alloy which acts as heterogeneous nucleation sites.  

The crystal growth kinetics, evaluated in the low undercooling range, shows that 

growth velocity 𝑣(∆𝑇) for the five-component alloy is lower at comparable undercooling. 

Nonetheless, they were in the same order of magnitude.  

Spontaneous grain refinement with the formation of equiaxed grains was observed 

at low undercooling (ΔT = 70 K) for the Al0.3CoCrFeNi HEA, while for the MEAs and the 

CoCrFeNi HEA grain refined microstructures were only observed under a deep undercooling 

regime. The equiaxed grains do not form twins which can be interpreted as that no 

recrystallization occurred following recalescence. The natural grain refinement occurring at 

low undercooling is associated with the dendritic break-up and remelting of dendrites as the 
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system attempts to minimize the solid/liquid interface area via heat and solute diffusion in 

the bulk phases.  

The initial state and solidification kinetics play a central role in the high-temperature 

phase formation of the NbTiVZr RHEA. While a bcc single-phase microstructure was 

formed when the liquid was undercooled over 80 K, solidification from the semisolid state 

between 𝑇𝑙 and 𝑇𝑠 lead to the development of a multi-phase microstructure. In the first case, 

as the driving force for crystallization is proportional to the liquid undercooling, a non-

equilibrium solidification is established with (relatively) higher crystal growth rates which 

were evident from the fine solidified microstructure. In the latter case, with negligible 

undercooling, a coarse dendritic microstructure was formed with intense microsegregation 

of vanadium and zirconium into the interdendritic regions and appearance of two additional 

bcc phases at the grain boundaries. The solute microsegregation and formation of the bcc#2 

and bcc#3 phases could be explained by Scheil-Gulliver solidification that was simulated by 

the CALPHAD approach using the TCHEA4 database. The discrepancy on the onset 

temperature for the formation of the bcc#3 phase between CALPHAD prediction and 

experiment can be explained either by deviation of the real and simulated solidification 

paths, or somewhat imperfect modelling of the TCHEA4 database or experimental 

uncertainty. The growth velocity of the primary bcc phase in the NbTiVZr alloy is found to 

be about one order of magnitude smaller than that of the NbMoTaWZr alloy at a similar 

undercooling reported in the literature. 

 

7.3 Thermophysical properties of the medium- and high-entropy alloys  

 The temperature-dependent thermal expansion coefficient α and constant pressure 

heat capacity 𝐶𝑝 were measured using dilatometry and differential scanning calorimetry for 

the CrFeNi, CoCrNi, and CoCrFeNi alloys. All alloys showed an anomalous behavior, in 

both α and 𝐶𝑝, in the temperature range of 730 – 950 K. Temperature-dependent magnetic 

moment measurements showed that a magnetic transition is not responsible for the observed 

phenomenon, as the Curie temperature of these alloys is below room temperature.  

 While CoCrNi and CoCrFeNi are single-phase solid solutions in both as-cast state 

and after annealing at 973 K for 24 hours, eliminating first-order phase transformations as a 

possible cause,  the CrFeNi showed micron-scale bcc precipitates at the grain boundaries. 

Recrystallization and texture can also be disregarded as the reasons for the S-shaped curves 

since no driven force for recrystallization is present. Based on literature reports of Ni-Cr, 
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stainless-steels, and HEAs, it is believed that the abrupt changes in the slope of α and 𝐶𝑝 

may be caused by a diffusional local chemical ordering during in situ measurements. 

Nonetheless, the exact nature and the driving force for the transitions require further 

theoretical and experimental investigations.   
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 Chapter 8: Outlook  

 

 The non-equilibrium solidification studies of medium- and high-entropy alloys in the 

present work opened several new questions. Concerning the results obtained in Chapter 3, 

the formation of a transient primary bcc phase in CoCrFeNi and ternary suballoys at the 

initial stages of crystallization leads to two main questions: (1) what is the chemical 

composition of the primary phase? Does it have the same composition as the liquid, being 

the only difference to the stable phase (fcc) the crystallographic arrangement of its 

constituents? Or it nucleates as a completely different composition with the rejection of 

solute to the liquid? (2) Is it possible to ‘freeze-in’ the metastable phase, thus, making it 

possible to study its characteristics? 

 Being able to conserve the primary bcc in the solidified microstructures would 

provide the answers to questions 1 and 2. An alternative is to use different containerless 

solidification methods to achieve this goal. One option is to perform studies using the drop 

tube technique. Another option is to perform studies in an electrostatic levitation (ESL) 

device. As discussed in Chapter 3, because in ESL the samples are free from magnetic 

stirring the delay time τ between the nucleation of the metastable and the stable phases, in 

some studies, has been shown to increase by 5-fold. Furthermore, it would be thought-

provoking to compare crystal growth velocities and microstructure formation under ESL 

conditions to the results described in this work.  

It would also be interesting be to vary the amount of each element in these 

compositions and investigate the influence in phase selection, delay time, crystal growth 

kinetics, and the resulting microstructures using EML. This would allow for a deeper 

understanding of the influence of specific elements in the non-equilibrium solidification 

behavior in these systems. Not only that, but also it would be of scientific importance to 

describe these features for different classes of medium- and high-entropy alloys. Since the 

compositional space of HEAs is so vast, it is imperative to select alloys that have a clear 

potential for industrial applications.  

Regarding the study on the thermophysical properties of CoCrFeNi, CrFeNi, and 

CoCrNi alloys the major question that arose is to understand the nature of the anomalies 

revealed in the dilatometry, and specific heat capacity curves. It was initially planned for 

January 2021 to conduct Extended X-Ray Absorption Fine Structure (EXAFS) experiments 

in the European Synchrotron Radiation Facility (Grenoble) in collaboration with Dr. Andrea 
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Fantin (TU Berlin/ Helmholtz-Zentrum Berlin). Unfortunately, due to the restrictions 

imposed by the COVID-19 pandemic, the beamtime was rescheduled for late May 2021. It 

is expected that EXAFS analysis may shed light on the nearest atomic neighbors of the 

CoCrFeNi alloy in two different conditions: (i) homogenized at 1473 K for 24 hours and, 

(ii) annealed for 24 hours at 973 K (just above the peak temperature of the anomaly). It is 

known that the absorption edges of Co, Cr, Fe, and Ni are relatively close which makes the 

determination rather difficult. So, at this moment it is just speculation, and only after the 

analysis of the results, it will be possible to conclude. Another possible experimental tool for 

understanding the different atomic-level structures of CoCrFeNi and its suballoys, in the 

homogenized and annealed states, would be neutron diffraction studies using isotopic 

substitution of elements.  
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Appendix 1 
 

Table A1. Compositions, crystal structures, phase constitutions, atomic-size mismatches δ, 

enthalpies of mixing ∆𝐻𝑚𝑖𝑥, valence electron concentrations VEC, and the elastic-strain energies 

∆𝐻𝑒𝑙 of 235 high-entropy alloys. VEC, δ, ∆𝐻𝑚𝑖𝑥 is taken from Refs. [27, 34] and calculated ∆𝐻𝑒𝑙.  

Composition Structure Phases Ref. δ  ∆𝐻𝑚𝑖𝑥 VEC ∆𝐻𝑒𝑙  

    %  kJ mol−1  kJ mol−1 

Al0.25CoCrCu0.75FeNi fcc fcc SPSS [227] 3.1  −0.7 8.4 1.82 

Al0.25CoCrCu0.75FeNiTi0.5 fcc fcc SPSS [228] 5.1  −7.3 8 6.89 

Al0.25CoCrFeMoNi fcc + fcc 2ss [36] 3.7  −7.1 7.8 7.39 

Al0.25CoCrFeNi fcc fcc SPSS [54] 3.3  −6.8 7.9 1.91 

Al0.25NbTaTiV bcc bcc SS [229] 3.5  −4.8 4.6 7.34 

Al0.2CrCuFe fcc + bcc 2ss [24] 2.9  7.7 8 2.36 

Al0.2CrCuFeNi2 fcc fcc SPSS [24] 2.8  0.1 8.8 1.53 

Al0.375CoCrFeNi fcc fcc SPSS [54] 3.9  −8 7.8 2.76 

Al0.3CoCrCuFeNi fcc fcc SPSS [4] 3.2  0.2 8.5 2.05 

Al0.3CoCrFeMo0.1Ni fcc fcc SPSS [36] 3.8  −7.3 7.8 3.04 

Al0.3CoCrFeNi fcc + L12 ss + IM [36] 3.6  −7.3 7.9 2.26 

Al0.3CoCrFeNiTi0.1 fcc fcc SPSS [36] 4.1  −8.9 7.8 3.60 

Al0.3CrCuFeMnNi fcc + bcc 2ss [230] 3.1  −0.3 8.1 4.35 

Al0.3CrFe1.5MnNi0.5 bcc + fcc + B2 2ss + IM [41] 3.3  −5.5 7.2 5.41 

Al0.4CrCuFeNi2 fcc fcc SPSS [24] 3.6  −1.7 8.6 2.60 

Al0.5CoCrCu0.5FeNi fcc fcc SPSS [227] 4.1  −4.6 8 3.28 

Al0.5CoCrCuFeNiTi fcc + bcc + σ 2ss + IM [231] 6.1  −11.6 7.6 10.97 

Al0.5CoCrCuFeNiTi0.2 fcc fcc SPSS [231] 4.6  −4.1 8.1 4.96 

Al0.5CoCrCuFeNiTi0.4 fcc + bcc 2ss [231] 5.1  −6.4 8 6.68 

Al0.5CoCrCuFeNiTi0.6 fcc + bcc 2ss [231] 5.5  −8.4 7.9 8.25 

Al0.5CoCrCuFeNiTi0.8 fcc + bcc + σ 2ss + IM [231] 5.8  −10.1 7.7 9.67 

Al0.5CoCrCuFeNiTi1.2 fcc + bcc + σ 2ss + IM [231] 6.3  −12.9 7.5 12.15 

Al0.5CoCrCuFeNiV fcc + bcc + σ 2ss + IM [38] 4  −5.3 7.8 3.57 

Al0.5CoCrCuFeNiV0.2 fcc fcc SPSS [38] 3.9  −2.5 8.2 3.20 

Al0.5CoCrCuFeNiV0.4 fcc + bcc 2ss [38] 3.9  −3.3 8.1 3.32 

Al0.5CoCrCuFeNiV0.6 fcc + bcc + σ 2ss + IM [38] 3.9  −4.1 8 3.42 

Al0.5CoCrCuFeNiV0.8 fcc + bcc + σ 2ss + IM [38] 4  −4.7 7.9 3.50 

Al0.5CoCrCuFeNiV1.2 fcc + bcc 2ss [38] 4  −5.7 7.7 3.54 

Al0.5CoCrCuFeNiV1.4 fcc + bcc 2ss [38] 4  −6.1 7.6 3.66 

Al0.5CoCrCuFeNiV1.6 fcc + bcc 2ss [38] 4  −6.5 7.5 3.68 

Al0.5CoCrCuFeNiV1.8 fcc + bcc 2ss [38] 3.9  −6.8 7.5 3.72 

Al0.5CoCrCuFeNiV2 fcc + bcc 2ss [38] 3.9  −7.1 7.4 3.73 

Al0.5CoCrFeNi fcc + bcc 2ss [54] 4.3  −9.1 7.7 3.54 
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Al0.5CoCrFeNiTi fcc + bcc + L 2ss + IM [109] 6.5  −19.6 7 13.02 

Al0.5CrCuFeMnNi fcc + bcc 2ss [230] 3.8  −1.9 7.9 5.14 

Al0.5CrFe1.5MnNi0.5 bcc + fcc + B2 2ss + IM [41] 4  −7.3 7 6.36 

Al0.5NbTaTiV bcc bcc SS [229] 3.4  −8.4 4.6 6.99 

Al0.6CrCuFeNi2 fcc fcc SS [24] 4.2  −3.3 8.4 3.53 

Al0.75CoCrCu0.25FeNi fcc + bcc 2ss [227] 4.8  −8.5 7.6 4.73 

Al0.75CoCrCu0.25FeNiTi0.5 bcc + bcc 2ss [228] 5.9  −14.4 7.3 9.40 

Al0.75CoCrFeNi fcc + bcc 2ss [54] 4.9  −10.9 7.4 4.95 

Al0.875CoCrFeNi fcc + bcc ss + IM [54] 5.1  −11.7 7.3 5.58 

Al0.8CoCrCuFeNi fcc + bcc 2ss [4] 4.5  −3.6 8 4.41 

Al0.8CrCu1.5FeMnNi fcc + bcc 2ss [230] 4.3  −1.7 7.9 4.91 

Al0.8CrCuFe1.5MnNi fcc + bcc 2ss [230] 4.3  −3.3 7.7 5.91 

Al0.8CrCuFeMn1.5Ni fcc + bcc 2ss [230] 4.3  −4.2 7.6 6.39 

Al0.8CrCuFeMnNi fcc + bcc 2ss [230] 4.4  −4 7.7 6.19 

Al0.8CrCuFeNi2 fcc fcc SS [24] 4.6  −4.6 8.2 4.45 

Al1.25CoCrFeNi bcc bcc SS [54] 5.6  −13.4 7 7.24 

Al1.2CrCuFe fcc + bcc 2ss [24] 5.3  −0.5 6.8 8.20 

Al1.2CrCuFeNi2 fcc + bcc 2ss [24] 5.2  −6.8 7.8 6.00 

Al1.3CoCrCuFeNi fcc + bcc 2ss [4] 5.2  −6.2 7.6 6.28 

Al1.3CoCrFeNi bcc + B2 ss + IM [186] 5.7  −13.7 7 7.44 

Al1.5CoCrCu0.5FeNi fcc + bcc 2ss [232] 5.6  −10.1 7.2 7.50 

Al1.5CoCrCuFeNi fcc + bcc 2ss [4] 5.4  −7.1 7.5 6.92 

Al1.5CoCrFeNi bcc bcc SS [54] 5.8  −14.3 6.8 8.17 

Al1.6CoCrCuFeNi fcc + fcc + B2 2ss + IM [231] 5.5  −7.8 7.4 7.22 

Al1.75CoCrFeNi bcc + B2 ss + IM [186] 5.9  −14.9 6.6 8.99 

Al1.8CoCrCuFeNi fcc + bcc 2ss [4] 5.6  −8.1 7.3 7.78 

Al10Cu15Nb5Ni13Zr57
 a amorphous BMG [233] 10  −33.9 5.8 50.56 

Al10Cu15Ni10Zr65
a amorphous BMG [234] 9.7  −33.9 5.5 51.43 

Al10Cu20Ni12Ti5Zr53
 a amorphous BMG [234] 10.3  −34.1 6 49.87 

Al10Cu20Ni8Ti5Zr57
 a amorphous BMG [28] 9.8  −31.5 5.8 48.14 

Al2.3CoCrCuFeNi fcc + bcc + B2 2ss + IM [4] 5.9  −9.4 7 8.99 

Al2.5CoCrCuFeNi fcc + bcc + B2 2ss + IM [4] 6  −9.8 6.9 9.38 

Al2.5CoCrFeNi bcc bcc ss [235] 6.2  −16.1 6.2 10.90 

Al2.8CoCrCuFeNi bcc bcc ss [236] 6  −10.3 6.7 9.96 

Al2CoCrCu0.5FeNi fcc + bcc 2ss [237] 5.9  −11.6 6.8 8.95 

Al2CoCrFeNi bcc bcc ss [54] 6.1  −15.4 6.5 9.71 

Al3.25CoCrCuFeNi fcc + bcc + B2 2ss + IM [231] 6.1  −10.8 6.5 10.68 

Al3CoCrFeNi bcc bcc ss [235] 6.3  −16.4 6 11.81 

Al7.5Cu17.5Ni10Zr65
 a amorphous BMG [234] 10  −32.2 5.8 53.12 

Al7Cu46Y5Zr42
 a amorphous BMG [238] 12.5  −24.9 7.1 46.99 
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Al8Cu12Ni14Zr66
 a amorphous BMG [234] 9.9  −35.4 5.6 55.15 

Al8Cu7Ni19Zr66
 a amorphous BMG [234] 10.1  −39.3 5.5 58.12 

Al9Cu16Ni9Zr66
a amorphous BMG [234] 9.7  −32.4 5.6 51.23 

AlCo0.5CrCu0.5FeNi fcc + bcc 2ss [232] 5.2  −7.9 7.4 6.18 

AlCo0.5CrCuFeNi fcc + bcc 2ss [239] 5  −4.5 7.7 5.64 

AlCo0.5CrFeMo0.5 bcc + σ ss + IM [240] 5.5  −9.7 6.1 10.45 

AlCo0.5CrFeMo0.5Ni bcc + σ ss + IM [240] 5.6  −11.7 6.9 8.92 

AlCo1.5CrCu0.5FeNi fcc + bcc 2ss [232] 5  −7.8 7.7 5.20 

AlCo1.5CrFeMo0.5 bcc + σ ss + IM [240] 5.5  −10.4 6.7 8.79 

AlCo1.5CrFeMo0.5Ni bcc + σ ss + IM [240] 5.4  −11.1 7.3 7.63 

AlCo1.5CrFeNiTi0.5 fcc + bcc 2ss [241] 6  −17.2 7.1 9.80 

AlCo2CrCu0.5FeNi fcc + bcc 2ss [232] 4.8  −7.7 7.8 4.81 

AlCo2CrFeMo0.5 fcc + bcc + σ 2ss + IM [240] 5.4  −10.4 6.9 8.12 

AlCo2CrFeMo0.5Ni fcc + bcc + σ 2ss + IM [240] 5.3  −10.7 7.4 7.10 

AlCo2CrFeNiTi0.5 fcc + bcc 2ss [241] 5.9  −16.4 7.2 9.09 

AlCo3.5CrCu0.5FeNi fcc + bcc 2ss [232] 4.5  −7 8 4.50 

AlCo3CrCu0.5FeNi fcc + bcc 2ss [232] 4.6  −7.3 7.9 4.19 

AlCo3CrFeNiTi0.5 fcc + bcc 2ss [241] 5.7  −15 7.5 7.94 

AlCoCr0.5Cu0.5FeNi fcc + bcc 2ss [232] 5.3  −8.3 7.7 6.17 

AlCoCr0.5CuFeNi fcc + bcc 2ss [239] 5.1  −5 8 5.64 

AlCoCr0.5FeMo0.5Ni bcc + σ ss + IM [242] 5.7  −12.1 7.2 8.91 

AlCoCr1.5Cu0.5FeNi fcc + bcc 2ss [232] 4.9  −7.6 7.4 5.21 

AlCoCr1.5FeMo0.5Ni bcc + σ ss + IM [242] 5.3  −10.8 7 7.63 

AlCoCr2Cu0.5FeNi fcc + bcc 2ss [232] 4.7  −7.2 7.3 4.82 

AlCoCr2FeMo0.5Ni bcc + σ ss + IM [242] 5.1  −10.3 6.9 7.12 

AlCoCrCu0.25FeNi bcc bcc ss [22] 5.2  −9.9 7.4 5.90 

AlCoCrCu0.25FeNiTi0.5 bcc + bcc 2ss [243] 6  −15.5 7.1 10.15 

AlCoCrCu0.5Fe fcc + bcc 2ss [232] 5.2  −6.1 7 6.74 

AlCoCrCu0.5Fe0.5Ni fcc + bcc 2ss [232] 5.3  −8.9 7.5 6.09 

AlCoCrCu0.5Fe1.5Ni fcc + bcc 2ss [232] 4.9  −7.1 7.6 5.80 

AlCoCrCu0.5Fe2Ni fcc + bcc 2ss [232] 4.7  −6.5 7.6 4.92 

AlCoCrCu0.5FeNi bcc bcc ss [239] 5.1  −7.9 7.5 5.65 

AlCoCrCu0.5FeNi0.5 fcc + bcc 2ss [232] 5.1  −7.3 7.3 6.15 

AlCoCrCu0.5FeNi1.5 fcc + bcc 2ss [232] 5  −8.3 7.8 5.22 

AlCoCrCu0.5FeNi2 fcc + bcc 2ss [232] 4.9  −8.4 7.9 4.36 

AlCoCrCu0.5FeNi2.5 fcc + bcc 2ss [232] 4.8  −8.4 8.1 4.53 

AlCoCrCu0.5FeNi3 fcc + bcc 2ss [232] 4.7  −8.4 8.2 4.25 

AlCoCrCu0.5FeNiTi0.5 bcc + bcc 2ss [243] 5.9  −13.4 7.2 9.72 

AlCoCrCu0.5Ni bcc bcc ss [244] 5.5  −10.2 7.4 6.59 

AlCoCrCuFe0.5Ni fcc + bcc 2ss [239] 5.1  −5.6 7.8 5.56 
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AlCoCrCuFeMoNiTiVZr fcc + bcc 2ss [245] 8.1  −17.2 6.6 21.07 

AlCoCrCuFeNi0.5 fcc + bcc 2ss [239] 4.9  −3.9 7.6 5.61 

AlCoCrCuFeNiTi bcc + fcc + bcc 3ss [246] 6.3  −13.8 7.3 11.95 

AlCoCrCuFeNiTiV fcc + bcc 2ss [244] 5.9  −13.9 7 10.74 

AlCoCrCuFeNiV fcc + bcc 2ss [246] 4.7  −7.8 7.4 5.21 

AlCoCrCuNi fcc + bcc 2ss [55] 5.3  −6.6 7.8 5.94 

AlCoCrCuNiTi B2 + fcc + σ ss + IM [247] 6.6  −16.7 7.2 13.15 

AlCoCrCuNiTiY AlNi2Ti + Cu2Y IM [247] 15.2  −19.3 6.6 30.26 

AlCoCrCuNiTiY0.5 AlNi2Ti + Cu2Y IM [247] 12.6  −18.3 6.8 22.26 

AlCoCrCuNiTiY0.8 AlNi2Ti + Cu2Y IM [247] 14.3  −19 6.7 27.17 

AlCoCrFe0.6Mo0.5Ni bcc + σ ss + IM [40] 5.6  −12.3 7 8.75 

AlCoCrFe1.5Mo0.5Ni bcc + σ ss + IM [40] 5.3  −10.5 7.2 7.73 

AlCoCrFe2Mo0.5Ni bcc + σ ss + IM [40] 5.2  −9.7 7.2 7.27 

AlCoCrFeMo0.1Ni bcc bcc ss [248] 5.3  −12.1 7.2 6.66 

AlCoCrFeMo0.2Ni bcc + σ ss + IM [248] 5.4  −12 7.2 7.12 

AlCoCrFeMo0.3Ni bcc + σ ss + IM [248] 5.4  −11.8 7.1 7.52 

AlCoCrFeMo0.4Ni bcc +σ ss + IM [248] 5.5  −11.6 7.1 7.89 

AlCoCrFeMo0.5 bcc + σ ss + IM [240] 5.5  −10.3 6.4 9.56 

AlCoCrFeMo0.5Ni bcc + σ ss + IM [40] 5.5  −11.4 7.1 8.23 

AlCoCrFeMo0.5Ni0.5 bcc + σ ss + IM [249] 5.5  −11.1 6.8 8.86 

AlCoCrFeMo0.5Ni1.5 fcc + bcc + σ 2ss + IM [249] 5.4  −11.5 7.3 7.67 

AlCoCrFeMo0.5Ni2 fcc + bcc + σ 2ss + IM [249] 5.4  −11.5 7.5 7.17 

AlCoCrFeNb0.1Ni bcc bcc ss [250] 5.5  −13.3 7.2 7.26 

AlCoCrFeNb0.25Ni bcc + bcc + L ss + IM [250] 5.8  −14.7 7.1 8.77 

AlCoCrFeNb0.5Ni fcc + bcc + L ss + IM [250] 6.2  −16.5 7 10.95 

AlCoCrFeNi fcc + B2 ss + IM [186] 5.3  −12.3 7.2 6.17 

AlCoCrFeNiTi bcc + bcc 2ss [251] 6.6  −21.6 6.7 14.00 

AlCoCrFeNiTi0.5 bcc + bcc 2ss [241] 6.2  −17.9 6.9 10.62 

AlCoCrFeNiTi1.5 fcc + bcc + L 2ss + IM [251] 6.9  −23.9 6.5 16.54 

AlCoCrFeNiTiVZr amorphous BMG [234] 8.7  −26.8 6.1 25.06 

AlCoCu0.33FeNi fcc + fcc + B2 2ss + IM [44] 5.5  −9.2 7.9 7.06 

AlCoCu0.5FeNi fcc + bcc 2ss [232] 5.6  −8.7 7.9 6.80 

AlCoCuNi fcc + bcc 2ss [55] 5.8  −8 8.3 7.13 

AlCoFeMo0.5Ni bcc + σ ss + IM [242] 6  −12.7 7.3 9.71 

AlCr0.5CuFeNiTi fcc + bcc 2ss [252] 6.5  −15.4 7.1 14.40 

AlCr1.5CuFeNiTi fcc + bcc 2ss [252] 6.2  −12.3 6.9 12.69 

AlCr2CuFeNiTi fcc + bcc 2ss [252] 6  −11.1 6.9 11.96 

AlCr3CuFeNiTi fcc + bcc 2ss [252] 5.8  −9.3 6.8 10.73 

AlCrCu0.5FeNi fcc + bcc 2ss [232] 5.3  −7.7 7.2 6.82 

AlCrCuFeMnNi bcc bcc ss [230] 4.8  −5.1 7.5 6.80 
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AlCrCuFeNi2 fcc fcc ss [24] 4.9  −5.8 8 5.26 

AlCrCuFeNiTi fcc + bcc 2ss [252] 6.4  −13.7 7 13.51 

AlCrFeNi0.75 bcc + B2 ss + IM [44] 5.6  −13.2 6.5 8.11 

AlCrMoTaTiZr amorphous BMG [253] 6.6  −16.1 4.7 22.89 

AlCrTaTiZr amorphous BMG [254] 7.1  −20 4.4 27.16 

AlFeNiTiVZr amorphous BMG [234] 8.7  −31.3 5.7 29.75 

AlNbTaTiV bcc bcc ss [229] 3.2  −13.4 4.4 6.37 

AlTiVYZr compound IM [22] 12.3  −14.9 3.8 33.31 

Co1.5CrFeNi1.5Ti0.5 fcc fcc ss [43] 4.6  −10.7 8.1 5.54 

CoCrCu0.5FeNi fcc fcc ss [255] 1.2  0.5 8.6 0.22 

CoCrCu0.75FeNi fcc + fcc 2ss [231] 1.2  2.2 8.7 0.28 

CoCrCuFeMn fcc + bcc 2ss [16] 0.9  4.2 8.2 2.92 

CoCrCuFeMnNi fcc fcc ss [2] 1.1  1.4 8.5 2.57 

CoCrCuFeNi fcc fcc ss [42] 1.2  3.2 8.8 0.34 

CoCrCuFeNiTi fcc + L ss + IM [42] 5.7  −8.4 8 9.73 

CoCrCuFeNiTi0.5 fcc fcc ss [42] 4.5  −3.7 8.4 5.61 

CoCrCuFeNiTi0.8 fcc + L ss + IM [42] 5.3  −6.8 8.1 8.20 

CoCrCuFeNiTi2 compound IM [22] 6.7  −14 7.4 15.48 

CoCrCuFeNiTiVZr amorphous BMG [234] 8.8  −16.8 7.1 22.60 

CoCrFeMnNbNi compound IM [2] 5.9  −12 7.5 11.75 

CoCrFeMnNi fcc fcc ss [2] 1.1  −4.2 8 2.98 

CoCrFeMnNiTi compound IM [2] 5.8  −13.4 7.3 11.35 

CoCrFeMo0.3Ni fcc fcc ss [36] 3  −4.2 8.1 2.58 

CoCrFeMo0.5Ni fcc + σ ss + IM [39] 3.5  −4.3 8 4.00 

CoCrFeMo0.85Ni fcc + σ + µ ss + IM [39] 4.2  −4.6 7.9 5.86 

CoCrFeMoNiTiVZr amorphous BMG [234] 8.6  −18.8 6.5 24.08 

CoCrFeNbNi fcc + C14 ss + IM [34] 5.7  −14.9 8.8 12.44 

CoCrFeNi fcc fcc ss [255] 1.2  −3.8 8.3 0.03 

CoCrFeNiTa bcc + C14 ss + IM [34] 5.7  −14.4 8.8 14.48 

CoCrFeNiTi χ + C14 + η IM [34] 6.2  −16.3 7.4 11.69 

CoCrFeNiTi0.3 fcc fcc SS [256] 4.1  −8.9 8 4.30 

CoCrFeNiTi0.5 fcc + L + σ + R ss + IM [256] 5  −11.6 7.8 6.74 

CoCrFeNiV fcc + σ ss + IM [34] 2.2  −9 8.8 1.74 

CoCrFeNiW fcc + µ ss + IM [34] 3.8  −2.9 7.8 8.80 

CoCrFeNiY bcc + Y + YNi + Y2 ss + IM [34] 16.4  −9.3 7.2 28.54 

CoCrFeNiZr bcc + C15 ss + IM [34] 10.8  −22.7 7.4 26.43 

CoCrMnNiV fcc + σ ss + IM [16] 2.8  −9.1 7.4 3.68 

CoCuFeNi fcc + fcc 2ss [44] 1.1  4.7 9.5 0.42 

CoCuFeNiTiVZr amorphous BMG [234] 9.2  −20.2 7.3 25.10 

CoCuFeNiV fcc fcc SS [22] 2.8  −2.2 8.6 1.78 
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CoFeMnMoNi fcc + µ ss + IM [16] 4.4  −4 8 7.74 

CoFeMnNiV fcc + σ ss + IM [16] 2.8  −9 7.8 3.93 

CoFeMoNiTiVZr amorphous BMG [234] 8.8  −21.8 6.6 26.15 

Cr2Cu2Fe2MnNi2 fcc + bcc 2ss [257] 1.1  3.6 8.6 1.95 

Cr2Cu2FeMn2Ni2 fcc + bcc 2ss [257] 1.1  2.4 8.4 3.14 

Cr2CuFe2Mn2Ni2 fcc + bcc 2ss [257] 1  0.1 8.1 3.30 

Cr2CuFe2MnNi fcc + bcc 2ss [257] 0.9  2.6 8 2.35 

CrCu0.7FeNi fcc + bcc 2ss [258] 1.2  3 8.6 0.35 

CrCu2Fe2Mn2Ni fcc + bcc 2ss [257] 0.9  4.7 8.5 3.24 

CrCu2Fe2MnNi2 fcc fcc SPSS [257] 1.1  3.9 8.9 2.16 

CrCuFeMn2Ni2 fcc fcc SPSS [257] 1.1  −0.5 8.4 3.88 

CrCuFeMnNi fcc + bcc 2ss [235] 1  2.7 8.4 3.00 

CrCuFeMoNi fcc + bcc 2ss [235] 4.1  4.6 8.2 6.17 

CrCuFeNiZr bcc + IM ss + IM [235] 10  −14.4 7.8 26.04 

CrCuMnNi fcc + bcc 2ss [259] 1.1  1.8 8.5 3.26 

CrFeMnNiTi bcc + L ss + IM [2] 6  −13.3 7 13.14 

CrNbTiVZr bcc + IM ss + IM [199] 7.7  −4.6 4.8 28.98 

CrNbTiZr bcc + IM ss + IM [199] 7.8  −5 4.8 33.64 

Cu47Ni8Ti34Zr11
a amorphous BMG [233] 8.6  −15.4 7.8 24.19 

Cu60Hf10Ti10Zr20
a amorphous BMG [234] 10.3  −17.3 8.2 34.51 

CuFeHfTiZr IM IM [260] 9.8  −15.8 6.2 47.77 

CuFeNiTiVZr amorphous BMG [234] 9.2  −18.8 7 27.95 

CuHfNiTiZr amorphous BMG [260] 10.3  −27.4 6.6 46.69 

CuNbNiTiZr amorphous BMG [261] 9.4  −21.3 6.8 33.03 

FeMoNiTiVZr amorphous BMG [234] 8.6  −19.8 6.2 28.02 

HfNbTaTiZr bcc bcc SPSS [103] 4.1  2.7 4.4 11.13 

MoNbTaVW bcc bcc SPSS [95] 3.2  −4.6 5.4 5.31 

MoNbTaW bcc bcc SPSS [95] 2.2  −6.5 5.5 3.59 

MoNbTiV0.25Zr bcc bcc SPSS [262] 5.3  −2.6 4.8 16.29 

MoNbTiV0.5Zr bcc bcc SPSS [262] 5.6  −2.7 4.8 17.00 

MoNbTiV0.75Zr bcc bcc SPSS [262] 5.8  −2.7 4.8 17.43 

MoNbTiV1.5Zr bcc bcc SPSS [262] 6.1  −2.7 4.8 17.70 

MoNbTiV2Zr bcc bcc SPSS [262] 6.1  −2.7 4.8 17.42 

MoNbTiV3Zr bcc bcc SPSS [262] 6.2  −2.5 4.9 16.43 

MoNbTiVZr bcc bcc SPSS [262] 5.9  −2.7 4.8 17.66 

MoNbTiZr bcc bcc SPSS [262] 5  −2.5 4.8 15.19 

NbTaTiV bcc bcc SPSS [229] 3.6  −0.3 4.8 7.74 

NbTiV2Zr bcc + bcc + bcc 3ss [199] 6.6  −1.3 4.6 20.58 

NbTiVZr bcc bcc SPSS [199] 6.2  −0.3 4.5 20.08 
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Appendix 2 

 

 

Figure A2.1. Video montage sequence of CrFeNi undercooled by 70 K before solidification. The 

time is set to zero just before the crystallization event.  
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Figure A2.2. Video montage sequence of CrFeNi undercooled by 138 K before solidification. The 

time is set to zero just before the crystallization event.  
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Figure A2.3. Video montage sequence of CoCrFeNi undercooled by 120 K before solidification. The 

time is set to zero just before the crystallization event.  
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Figure A2.4. Video montage sequence of CoCrFeNi undercooled by 150 K before 

solidification. The time is set to zero just before the crystallization event.  
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Figure A2.5. Video montage sequence of CoCrNi undercooled by 84 K before solidification. 

The time is set to zero just before the crystallization event.  
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Figure A2.6. Video montage sequence of CoCrNi undercooled by 155 K before solidification. The 

time is set to zero just before the crystallization event.  
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Figure A2.7. Video montage sequence of CoCrNi undercooled by 160 K before solidification. The 

time is set to zero just before the crystallization event.  
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Figure A2.8. Left panels – snapshots of the bcc and fcc crystals growing in the undercooled melts; 

right panels – line contours of the crystals shown on the left panels showing their evolution with 

time: a) bcc phase in CrFeNi melt at ΔT = 139 K; b) fcc phase in CoCrNi melt at ΔT = 180 K; c) bcc 

phase in CoCrFeNi at ΔT = 162 K. 𝑣𝑣𝑖𝑑𝑒𝑜 – crystal growth velocity calculated directly from the 

recalescence front travel distance;  𝑣𝑠𝑖𝑚𝑢𝑙 – dendrite tip velocity obtained from simulations as shown 

in Fig. A2.9. 
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Figure A2.9. The simulation of semi-solid dendrite growth in electromagnetically levitated samples 

performed by Y. Yang (University of Alberta, Canada): Isometric view of a) sphere simulating the 

fcc dendrite growing in CoCrNi; b) octahedron simulating the bcc dendrite growing in CrFeNi; black 

spheres – molten alloys. The model dendrites have been moved and rotated until the surface 

intersection curve fitted the desired contours in the reference images when viewed from the front. 

This way, a series of intersection curves were created and projected onto a 2-dimensional sketch in 

the front plane. 

 

 

Figure A2.10. Backscattered electrons SEM images showing the microstructure of CrFeNi alloy in 

the as-cast state (a), solidified at the melt undercooling T = 38 K (b) and T = 93 K (c). 
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Figure A2.11. a) – c) Secondary electron SEM images taken from the surface of CoCrNi alloy 

solidified at a different level of the melt undercooling in the EML facility. d) – f) Inverse pole figures 

(IPF) measured from the cross-sections of the same samples. 

 

 

 

Figure A2.12. Left panel – EBSD pattern quality for a CoCrFeNi sample solidified with low 

undercooling (ΔT = 50 K). Right panel – Inverse pole figure showing the random distribution of 

grain orientations.  
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  Appendix 3 

 

 

Figure. A3.1. (a) Comparison of the cooling rate after recalescence for two samples of the 

Al0.3CoCrFeNi, ΔT = 55 and 84 K. b) Inset of the cooling curve seen in a showing the different post-

recalescence solidification times for the different undercooling.  
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Appendix 4 

 

 

Figure A4.1. 3D XRD plot during crystallization of the sample shown in Fig. 5.1.  
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Figure A4.2. 3D XRD plot during cooling of the sample shown in Fig. 5.2 evidencing the peaks that 

appear around 75 s. 
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Figure A4.3. Video montage sequence of the NbTiVZr refractory high-entropy alloy undercooled by 

107 K before solidification. The time is set to zero just before the crystallization event.  

 

 

Figure A4.4. Higher EBS SEM magnification of the sample shown in Fig. 5.5c.  
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Figure A4.5 a) TEM image showing the cross-section of the matrix. The numbered green regions 

correspond to the points where the SAED patterns were collected and presented in the bottom 

numbered row. b) HAADF image of the same region presented in panel a). c) High-resolution TEM 

image of region 1 and its fast Fourier transform (FFT) shown in panel d). TEM images here and in 

the next figures were obtained by R.G. Mendes (IFW-Dresden and the University of Utrecht).  

 

 

Figure A4.6. a) TEM image showing the cross-section of the matrix. The numbered green 

regions correspond to the points where the SAED patterns were collected and presented in 

the bottom numbered row. b) HAADF image of the same region presented in panel a). c) 

High-resolution TEM image of region 1 and its fast Fourier transform (FFT) shown in panel 

d).   
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Figure A4.7. a) TEM image showing the cross-section of the matrix. The numbered green regions 

correspond to the points where the SAED patterns were collected and presented in the bottom 

numbered row. b) HAADF image of the same region presented in panel a). c) High-resolution TEM 

image of region 1 and its fast Fourier transform (FFT) shown in panel d).   

 

 

Figure A4.8. a) TEM image showing the three coexisting bcc phases: b) V-rich region, d) interface 

between V-rich and Zr-rich regions, and f) matrix. Panels c, e, and g correspond to high-

magnification TEM images of the V-rich, Zr-rich, and matrix regions, respectively. 

 

 



139 
 

 

Figure A4.9. a) High-magnification HAADF image showing the V-rich regions in dark contrast. b, 

c, d, and e show the EDX elemental mapping for Nb, Zr, Ti, and V, respectively. 
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