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Abstract

This work gives insight in some key aspects for the understanding of the origin of high-
temperature superconductivity in the newly discovered class of iron-based materials. In
particular, thermodynamic methods, such as SQUID magnetometry, specific heat and
dilatometry were used, in order to (i) assess the evolution of electronic correlations in a
series of transition metal substitutions of the well-known BaFe2As2 as a function of 3d
band filling and (ii) to re-investigate the phase diagram of Co-doped LaFeAsO on single
crystals, with particular interest in the interplay between the nematic/magnetic phase of
the parent compound and superconductivity induced by in-plane electron doping.

In the first part of this work, the Sommerfeld coefficient (γexp) was extracted from the
low temperature specific heat data and compared with the theoretical values obtained by
band theory calculations (γth), in order to obtain the mass enhancement (m∗/mb) in the
series BaT2As2 (T = Cr, Mn, Fe, Co, Ni, Cu). The results clearly show an overall de-
crease of the electronic correlations while departing from the half-filled (3d5) to the fully
filled configuration (3d10), thus suggesting a highly correlated 3d5 state. The evolution
of electronic correlations as a function of 3d band filling for n > 5 is in agreement with
previous theoretical calculations, underlining the importance of Hund’s coupling (JH) in
describing the normal-state properties of iron-based superconductors. In addition, it was
found that the decrease in m∗/mb for n > 5 follows an increase of the crystal field split-
ting (∆), determined by the progressive distortion of the As-T -As angle (αbond) from the
ideal tetrahedral environment. This study reveals a complex interplay between electronic
correlations, band filling and crystal structure in determining the physical properties of
122 systems.

In the second part, the phase diagram of Co-doped LaFeAsO was re-investigated using
single crystals by thermodynamic methods. From magnetic susceptibility studies we track
the doping evolution of the antiferromagnetic phase, revealing a continuous decrease of TN

up to 5% Co doping. In order to study the evolution of the so-called nematic phase, the
temperature dependence of the length changes along the a and b orthorhombic directions,
∆L/L0, was determined by high-resolution capacitance dilatometry. The results clearly
show a gradual reduction of the orthorhombic distortion δ and of TS with increasing Co
content up to 4.5%, while it is completely suppressed for 7.5% Co. Bulk superconductivity
with Tc = 10.5 K was found in a small doping region around 6% Co content, while both Tc

and the superconducting volume fraction rapidly drop in the neighbouring doping regime.
Ultimately, no microscopic coexistence between the superconducting and magnetic phases
can be assessed within our resolution limit, in sharp contrast with other iron-pnictide
families, e.g., electron- and hole-doped BaFe2As2.
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1. Introduction

Despite its discovery by H. Kammerlingh Onnes (1) dating back to more than one cen-
tury ago (1911), superconductivity is still regarded as one of the major research treads as
well as key technological challenges in modern days. In fact, the importance of this class
of materials spans from high magnetic field generation, through persistent self-sustaining
currents, which are widely used in research on quantum magnetism and are a key ele-
ment of many designs for the next generation power plants based on nuclear fusion (as the
ITER project (2)), to their implementation in electronic devices, such as high resolution
magnetic field sensors, as well as new generation qubits, as one of the prominent architec-
tures used for quantum computation. (3) The main technological challenge for large scale
applications is to find materials, which could preserve the superconducting properties as
close as possible to room temperature, thus minimizing the energy cost for cooling, which
represents a limiting factor for many technologies. In this context, while the transition
temperatures (Tc) of conventional superconductors, whose behavior is well predicted by
the BCS theory, are intrinsically limited to low energy scales, the so-called unconventional
superconductors can reach much higher critical temperatures. In recent years, the high-
est critical temperatures at athmospheric pressure were probed in CuO-based materials
(i.e. cuprates), yielding a maximum Tc of 135 K. (4) Notably, temperatures as high as
Tc > 200 K could recently be reached in sulfur hydride compounds by the application of
very high pressures (p > 200 GPa). (5) The improvement of Tc requires a precise fun-
damental understanding of the mechanism behind unconventional superconductivity, for
which a comprehensive theoretical description is still not unanimously established within
the scientific community.

The discovery of superconductivity in Fe-based materials by Kamihara et al. in 2008
on F-doped LaFeAsO at Tc = 26 K renewed the interest in this field. These compounds,
similarly to cuprates, are quasi 2D materials, all characterized by the presence of Fe-
pnictogen/chalcogen (Fe-Pn/Ch) layers, but the variety of newly discovered compositions
and combinations of doping elements for this class of materials suggested the possibility to
find a common origin for high-temperature superconductivity. In order to understand the
basic mechanism for unconventional Cooper pairing, it is of primary importance to study,
not only the superconducting state, but also the physical properties of the neighboring
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Chapter 1. Introduction

phases as well as their interplay with superconductivity. For Fe-based materials, super-
conductivity occurs in close proximity to a spin density wave phase (SDW) as well as to a
so-called electronic nematic phase, characterized by the concomitant presence of different
anisotropic quantities in the system that break the C4 symmetry in the Fe-Pn/Ch planes,
which generally need to be suppressed by electron or hole doping in order to observe bulk
superconductivity. The competitive or cooperative nature of such phases as well as the
main driving mechanism of nematicity are still open questions in the field for many classes
of Fe-based materials. In particular, the driving force of the nematic order is widely re-
garded as the most probable bonding interaction for Cooper pairing (i.e. mediated by
spin or orbital fluctuations). A common feature with other classes of unconventional su-
perconductors is the presence of a non-negligible degree of electronic correlations and it is
regarded as one of the key features for high-temperature superconductivity. In Fe-based
compounds, unlike insulating cuprates, the Fermi surface is characterized by the presence
of multiple electron- and hole-like bands crossing the Fermi energy, therefore the Coulomb
potential (U), which tends to drive the system to a Mott-insulating state, is not enough
to correctly describe the electronic correlations in these systems. Instead, Hund’s coupling
(JH) between electrons in different bands has to be taken into account. The interplay
between U and JH ultimately determines the physical properties of these compounds and
can lead to the selective localization of some bands, while others maintain their itinerant
character, i.e. give rise to an orbital selective Mott-transition (OSMT). Therefore, the
individual filling of the Fe-3d bands plays an important role in determining the electronic
correlations in the system.

In the present PhD dissertation, the two key aspects in the field of Fe-based supercon-
ductors, presented in the last paragraph, are assessed with respect to different Fe-pnictide
families. In particular, the first part of the work examines the evolution of electronic
correlations in such multiorbital systems as a function of 3d band filling in 122 com-
pounds, i.e. named after their stoichiometry; the analysis of the data and the comparison
with structural parameters suggest that a complex interplay between Coulomb potential,
Hund’s coupling and crystal field splitting ultimately determines the physical properties
of these systems. The second part is focused on the study of the neighbouring phases
precursing/competing with superconductivity in electron-doped LaFeAsO systems, with
particular attention to the nature of the interplay between the nematic-magnetic and the
superconducting phases. The work is structured as follows.

In Part I, selected basic theoretical concepts on thermodynamic properties, phase tran-
sition and superconductivity are introduced and discussed. The chapter deals with the
definition and explanation of thermodynamic quantities and relations that will prove use-
ful for the general understanding of the topics and experimental results presented within
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this dissertation.
The main experimental methods and techniques used for this work are introduced in

Part II. The chapter introduces the measurement principles and experimental setup of
SQUID magnetometry, heat capacity measurements through the relaxation method and
capacitance dilatometry. In particular, for the thermal expansion measurements performed
in this work, a particular configuration was used in order to lift the structural twinning of
the samples, through the application of a uniaxial strain, and assess the length changes in
different crystallographic directions within the ab plane.

In Part III, the experimental results of this thesis are presented and discussed in the
broader framework of high-temperature superconductivity. At first, an introduction to
iron-based superconductors, their general structural features and their phase diagrams,
with particular attention to the important parameters in order to achieve the supercon-
ducting state is presented in Chapter 4. Chapter 5 discusses the evolution of electronic
correlations in the series BaT2As2 (T = Cr, Mn, Fe, Co, Ni, Cu) of single crystals, i.e.
a series of stoichiometric compounds with a large variety of 3d states. The results are
compared with the relevant structural parameters for the different compositions and are
discussed within the general framework of Hund’s metals theory, for which the filling of the
3d bands can be used as a tuning parameter together with structural modifications within
the T -As planes. In Chapter 6, the phase diagram of LaFeAsO as a function of Co-doping
was investigated on single crystals by means of thermodynamic methods, which allow to
probe magnetic, structural and superconducting transition temperatures as a function of
temperature and doping. Differently from previous studies on the same compound, the use
of sizable faceted single crystals allowed to assess anisotropic quantities within the ab plane,
characterizing the nematic phase in IBSs. In particular, thermal expansion measurements
were used to probe the small structural distortion (δ) in different crystallographic direc-
tions, which signals the onset of the nematic phase in Fe-based superconductors. In order
to get better insight in the behavior of this material, the results are then compared with
other bulk as well as microscopic techniques and the phase diagram of LaFe1−xCoxAsO is
constructed and discussed with respect to other Fe-based materials, such as 122 and 11
compounds.

Finally, the main results and conclusions of this thesis are summarized and an outlook
for future studies is presented in Chapter 7.
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Part I.

Theoretical Background
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2. Thermodynamic properties

This Chapter will briefly introduce some fundamental theoretical concepts that are useful
for the understanding of this PhD thesis. In particular, general thermodynamic quantities
as well as the main relations between them will be defined in section 2.1. The main contri-
butions to the thermal expansion coefficient and the heat capacity of a crystalline material
(thermodynamic probes widely used throughout this work) are introduced and briefly
discussed in sections 2.2 and 2.3, as well as the thermodynamic classification of phase
transitions and pressure dependence of the transition temperatures. A brief introduction
to the Landau theory for second-order phase transitions -important for the thermodynamic
description of the nematic phase of iron-based superconductors-, is also included. In Sec-
tion 2.4, conventional superconductors will be introduced, as well as a concise microscopic
description through BCS theory. The main aspects of unconventional Cooper pairing will
be discussed, particularly referring to the most studied cuprate materials.

2.1. Thermodynamic quantities

A thermodynamic approach allows to assess relevant macroscopic physical quantities, re-
gardless the specific microscopic configuration of a system. In order to derive such quan-
tities it is necessary to know the external conditions of the system in terms of the state
variables, e.g. temperature (T ), pressure (P ), entropy (S). The functional forms relating
such variables to each other are given by the thermodynamic potentials. The choice of the
relevant potential is taken based on the external conditions of the system and its knowledge
allows to derive all the relevant thermodynamic quantities. In fact, the free energy (F )
describes a thermodynamic system as a function of the temperature (T ) and the volume
(V ) and it can be defined in its differential form as

dF = −SdT − pdV (2.1.1)

where S is the entropy and p is the pressure applied to the system. The Gibbs free energy
(G) describes the system as a function of pressure and temperature (T ) and can be defined
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as
dG = −SdT + V dp. (2.1.2)

The state variables of the system can be derived from the thermodynamic potentials. In
particular, following from the Gibbs potential differential expression, S and V can be
defined as

S = −∂G

∂T

⃓⃓⃓⃓
⃓
p

(2.1.3)

V = ∂G

∂p

⃓⃓⃓⃓
⃓
T

. (2.1.4)

On the other hand, the specific heat of a thermodynamic system is defined as the quantity
of heat necessary for a sample to increase its temperature by one unit, according to the
general formula

C = δQ

dT
(2.1.5)

where δQ is the infinitesimal heat quantity correlated to the temperature increase dT . The
thermodynamic expression of specific heat strongly differs depending on the process by
which the heat is provided to the system. Therefore, we can define specific heat quantities
at constant volume (CV) or at constant pressure (Cp):

CV = δQ

dT

⃓⃓⃓⃓
⃓
V

= T
∂S

∂T

⃓⃓⃓⃓
⃓
V

= −T ∂
2F

∂T 2

⃓⃓⃓⃓
⃓
V

(2.1.6)

Cp = δQ

dT

⃓⃓⃓⃓
⃓
p

= T
∂S

∂T

⃓⃓⃓⃓
⃓
p

= −T ∂
2G

∂T 2

⃓⃓⃓⃓
⃓
p

. (2.1.7)

From these expressions, it can be noticed that the specific heat is proportional to the
temperature derivative (at constant volume or pressure) of the entropy of the system. In
our case, the measurement technique used in this work probes the specific heat at constant
pressure (Cp). (see section 3.2.1)

In a similar way, the change in the volume of a solid sample as a function of temperature
can be derived from the Gibbs potential. Therefore, the linear coefficient of volume thermal
expansion (αV) can be expressed as

αV = 1
V

∂V

∂T

⃓⃓⃓⃓
⃓
p

= − 1
V

∂S

∂p

⃓⃓⃓⃓
⃓
T

= 1
V

∂2G

∂p∂T
(2.1.8)

where V is the volume of the solid. The volume thermal expansion is proportional to
the pressure derivative of the entropy of the system, in a similar way as the specific heat
is related to the entropy variation with temperature. It is important to notice that the

8
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thermal expansion can be expressed in a single direction (in our case represented by one
of the crystallographic axes of a crystalline material) as

αi = 1
Li

∂Li

∂T
(i = x, y, z) (2.1.9)

where Li is the length of the sample in the i direction.
For systems in which the effects of an applied magnetic field are relevant, the Gibbs free

energy can be written in the form

dG = −SdT + V dp+ µ0VMdH (2.1.10)

where H represents the external applied magnetic field, µ0 the magnetic permeability
of vacuum and M the magnetization per unit volume of the system. In analogy with
equations 2.1.3 and 2.1.4, the magnetization for unit volume can be written as

Mi = 1
µ0V

∂G

∂Hi

⃓⃓⃓⃓
⃓
p,T

(i = x, y, z). (2.1.11)

Furthermore, the magnetic susceptibility describes the linear response function of the
material to an applied external magnetic field and is described by the tensor

χi,j = ∂Mi

∂Hj

⃓⃓⃓⃓
⃓
p,T

= 1
µ0V

∂2G

∂H2
j

⃓⃓⃓⃓
⃓
p,T

(i,j = x, y, z). (2.1.12)

where the indices i and j account for magnetization measured in a different direction with
respect to the applied magnetic field. In the measurement setup used for this work (see
Section 3.1.1), the magnetic susceptibility is always measured in the same direction of the
applied magnetic field, i.e. considering the diagonal terms of the susceptibility tensor only.

In summary, all the state variables can be expressed as first derivatives of the thermody-
namic potentials, while the response functions are given by their second derivatives. This
is particularly important in the detection of phase transitions, as explained in Section 2.3.

2.2. Low temperature contributions to Cp and α

To a first approximation, the thermodynamic potentials can be generally written as the
sum of distinct components (12), e.g. in the case of F it can be expressed as

F =
n∑︂

k=1
Fk (2.2.1)

9
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Figure 2.2.1.: Schematic representation of the different Cp components as a function
of temperature. The dashed line represents the low temperature linear
fit of Cp ∼ γn + β T 2, where the intercept is the Sommerfeld coefficient
(γn). As typical of many materials the experimental fit deviates from
the linear approximation around T ∼ 10 K. Taken from Ref. (12).

where the Fk terms represent the contributions to the free energy from different parts of
the system. In the case of solid state systems, it can be conveniently expressed as

F = Fel + Fph + ... (2.2.2)

where Fel and Fph are the free energies associated to the free electron and the phononic
terms, respectively. From equation 2.2.2 directly follows that all the derivatives of the
thermodynamic potential can be written in the same way. In particular, the entropy of
the sample is given by

S = Sel + Sph + Smag + ... (2.2.3)

and by considering equations 2.1.7 and 2.1.8 it gives

Cp = Cel + Cph + Cmag + ... (2.2.4)

α = αel + αph + αmag + ... (2.2.5)

that imply that, for real materials, the different contributions to Cp and α can be modeled
and disentangled from each other from the total signal of the sample. In addition to the
electronic and phononic term, other phenomena can contribute to these quantities, such
as e.g. magnetic or structural transitions. Such anomalies can be isolated and analyzed
by carefully subtracting the background signal (Cel+Cph).

10



2.2. Low temperature contributions to Cp and α

In particular, as shown in Fig. 2.2.1, the electronic and phononic components of specific
heat can be distinguished by considering the low temperature range. The electronic specific
heat contribution in a crystalline solid can be derived from the Drude model as

Cel = γ0T = π2

3 ρ(EF )k2
BT (2.2.6)

where γ0 is the Sommerfeld coefficient and kB the Boltzmann constant. As it is clear from
the equation 2.2.6, the electronic specific heat is linear in temperature and the Sommerfeld
coefficient is proportional to the density of states at the Fermi level (EF ), ρ(EF ), and,
therefore, Cel represents the contribution to the specific heat given by the conduction
electrons in a crystal. The Sommerfeld coefficient can also be expressed as a function of
the electron mass as

γ0 = k2
B

3ℏ2V kFm0 (2.2.7)

where m0 is the mass of the free electrons, kF the Fermi velocity and V the volume of the
sample. In the general case of a real material, the measured Sommerfeld coefficient (γn)
is proportional to the effective mass of the electron in the lattice. The mass enhancement
can be estimated by considering the ratio

γn

γ0
= m∗

m0
. (2.2.8)

which represents the mass enhancement above the value obtained from the free electron
approximation. This ratio can differ significantly from m∗

m0
∼ 1, speaking for the presence

of electronic correlations in the system. This relation will be widely used in Chapter 5 to
estimate the degree of correlations in different transition metal-pnictides.

On the other hand, the energy contribution coming from the lattice vibrations of a ma-
terial over a broad temperature range is successfully described by the Debye model (14),
in which the relevant (quantized) wavelengths in the system are approximated as a
continuum and, since the considered momentum range is within the Brillouin zone
(−π/a < k < π/a), the model is restricted to the frequencies ω < ωD, where ωD is
called Debye frequency. Therefore, by defining the dimensionless variable x = ℏω/kBT ,
the lattice specific heat can be calculated as

Cph = 9Rs
(︃
T

ΘD

)︃3 ∫︂ xD

0

x4ex

(ex − 1)2dx (2.2.9)

where xD = ℏωD/kBT is the x value associated with the Debye frequency ωD and
ΘD = ℏωD/kB is the Debye temperature. In this context, the Debye temperature rep-
resents the energy scale within which this model is valid and above which the classical
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Dulong-Petit description (Cph = 3Rs, where R is the gas constant and s the number of
atoms per unit cell) can be adopted. At low temperature (T ≪ ΘD), the equation 2.2.9
can be approximated as

Cph = 12π4

5

(︄
Rs

Θ3
D

)︄
T 3 = βT 3. (2.2.10)

where β is the coefficient of the low-temperature phononic term. It should be considered
that the Debye model with one ΘD in many materials is not able to properly approximate
the specific heat over the entire temperature range, since the density of phonon modes is
not exactly proportional to ω2. Therefore, a correct modeling of the phononic contribution
often requires multiple components with different ΘD values. In the experimental practice,
a more accurate fitting of the experimental data is given by considering higher order odd
terms, so the low temperature phononic specific heat becomes

Cph = βT 3 + δT 5 + ϵT 7 + h.o. (2.2.11)

In order to extract the small electronic specific heat contribution (γn) from experimental
data, the low-temperature region should be considered, for which the electronic contribu-
tion becomes comparable to the phononic one as shown in Fig. 2.2.1. Therefore, the total
specific heat of the material in the low-temperature limit can be approximated as

Cp

T
= γ + βT 2 + δT 4 + h.o. (2.2.12)

where γ and β can be extracted as the intercept and the slope of the linear component
of Cp

T
(T 2) (see Fig. 2.2.1). This procedure will be widely used in Chapter 5 in order to

disentangle the different components of the experimental specific heat curves.

2.3. Phase transitions

Chapter 6 deals with the determination of the phase diagram of Co-doped La1111 systems,
therefore it is important to give the thermodynamic classification of phase transitions. For
all phase transitions, the Gibbs free energy (G) is continuous across the transition point,
i.e. equal for both phases. Consequently, according to the classification proposed by Paul
Ehrenfest in 1933, phase transitions are classified by the order of the first discontinuous
derivative of the Gibbs free energy. Therefore, a phase transition is defined as n-th-order,
when the (n − 1)-th derivative of the thermodynamic potential is still continuous, while
the n-th-order derivative has a jump. As discussed in section 2.1, thermodynamic response
functions that can be directly measured through experiments (M , Cp, α), can be generally
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2.3. Phase transitions

expressed as derivatives of the thermodynamic potentials.
In this context, a first-order phase transition is characterized by discontinuous first

derivative of G, therefore state variables, e.g. S, V , present a jump at T = Tc and the
response functions assume the shape of a δ-function. In particular, from the discontinuity
of the entropy ∆S follows that a finite amount of heat δQ is released (or absorbed) at the
transition temperature, according to the relation δQ = TdS, referred as the latent heat
of a first-order transition. Second-order transitions are characterized by continuous first
derivatives of the thermodynamic potentials, while the discontinuity can be seen in the
second-order derivatives, such as Cp, αV, αi. They are often called λ-shaped transitions,
referring to the shape of the peak-like anomaly that they induce in thermodynamic probes.
Generally speaking, most of the observed transitions in nature are first-order, such as liquid
to gas transitions or many structural transitions in solid state materials, while examples
of second-order transitions can be found for magnetic or superconducting transitions.

2.3.1. Clausius-Clapeyron and Ehrenfest relations

As already mentioned, the continuity of the thermodynamic potential is granted across a
phase transition happening at T = Tc between the phases 1 and 2. This condition for
the Gibbs potential can be expressed as

∆G = G1 −G2 = 0 (2.3.1)

and from equation 2.1.2 follows that

∆SdTc = ∆V dp (2.3.2)

such that, in the case of a first-order phase transition, ∆S and ∆V are expected to be
different from zero, thus giving

dTc

dp
= ∆V

∆S . (2.3.3)

Equation 2.3.3 is referred as the Clausius-Clapeyron relation, which allows to estimate the
pressure dependence of transition temperatures in case of discontinuous phase transitions,
where the volume and entropy changes associated with the transition can be derived from
the thermal expansion coefficient and the heat capacity, respectively.

In the case of second-order phase transitions, the pressure dependence of the transition
temperature can be related to the jumps in the derivatives of V and S, namely ∆α and
∆Cp, according to the Ehrenfest relation, which can be derived from equations 2.1.7 and
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Chapter 2. Thermodynamic properties

2.1.8

∆αV = α2 − α1 = 1
V

(︄
∂S2

∂p
− ∂S1

∂p

)︄
= 1
V

(︄
∂S2

∂T
− ∂S1

∂T

)︄
dTc

dp
= 1
V T

∆Cp
dTc

dp
(2.3.4)

which gives the expression for the pressure dependence as

dTc

dp
= VmTc

∆αV

∆Cp

(2.3.5)

where Vm is the molar volume of the sample and ∆αV is the change of the volume thermal
expansion across the transition. From these equations, the uniaxial pressure dependence of
a transition at T = Tc can be obtained, for first- and second-order transitions respectively,
by

dTc

dpi

= ∆Li

∆S (2.3.6)

and
dTc

dpi

= VmTc
∆αi

∆Cp

(2.3.7)

where i is the crystallographic direction in which the uniaxial pressure is applied, while
∆Li and ∆αi are the length change and the amplitude of the thermal expansion signal
associated to the phase transition, respectively. In particular, equation 2.3.7 will be used
to qualitatively estimate the pressure dependence of the magnetic transition temperature
in LaFeAsO single crystals (see Chapter 6).

2.3.2. Landau theory of second-order phase transitions

The Landau theory of phase transitions represents a very general approach to describe
phase transitions and make predictions on the behaviour of physical systems starting from
symmetry considerations. This theory introduces the concept of order parameter ψ, which
is a thermodynamic variable such that assumes a non-zero value in the ordered state,
while it is equal to zero for other values of the independent variable, e.g. T , p, H (see
Fig. 2.3.1 (a)). The approach is based on a mean-field approximation, in which fluctuations
of the order parameter are neglected. The free energy of the system can be expressed by
expanding its unknown functional form as a function of the order parameter as

F (ψ,T ) = F0 + α|ψ|2 + β

2 |ψ|4 +O(|ψ|6) (2.3.8)

where α and β are coefficients of the even powers of the order parameter and F0 is the
initial value of F that does not depend on ψ. Here, for simplicity, F is written as a
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2.3. Phase transitions

Figure 2.3.1.: (a) Temperature dependence of the order parameter of the Landau
theory |ψ| with transition temperature T = Tc. (b) Free energy
(F ) as a function of the real part of the order parameter. The graph
distinguishes between different values of the parameter α, from which
it is clearly seen that F has minima for |ψ| ̸= 0 only if α < 0. Taken
from Ref. (15).

function of temperature and other possible variables, such as pressure and magnetic field,
are not considered. The order parameter is considered in its absolute value |ψ| in order to
guarantee that F is a real function, while only even powers of ψ are utilized in order to
grant their differentiability for any ψ values. By minimizing the Free energy with respect
to the order parameter as

∂F

∂ψ
= 2α|ψ| + 2β|ψ|3 = 0 (2.3.9)

the following solutions are obtained

ψ =
(︄

0,±
√︄

−α

β

)︄
. (2.3.10)

Therefore, in order to obtain a finite value of ψ, the coefficients should satisfy the condition
α
β
< 0. The condition β > 0 is imposed in order to stabilize the potential F . Fig. 2.3.1 (b)

shows the evolution of the Free energy as a function of ψ for different values of the param-
eter α. It is clear that a minimum of F for a finite value of the order parameter is only
possible for α < 0, while α ≥ 0 only allows ψ = 0. According to the aforementioned
conditions α can be written as

α = α0(T − Tc) (2.3.11)

with α0 > 0. Thus, the order parameter for T < Tc can be written as

|ψ| =
√︄

−α0(T − Tc)
β

=
√︄
α0

β

√︂
T − Tc. (2.3.12)
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It is worth to notice that this expression has the same temperature dependence as predicted
by mean field theory.

2.4. Superconductivity

Superconductivity is a collective quantum phenomenon of matter that results in a number
of peculiar physical properties at the macroscopic scale. The superconducting phase can be
achieved when the material is driven below a certain critical temperature (Tc). It is mainly
characterized by a negligible value of electrical resistivity (ρ ≈ 0), in which the charges
are transported without scattering throughout the material. Another important property
of the superconducting state is the Meissner-Ochsenfeld effect, i.e. the expulsion of the
magnetic flux (B) from the material, also referred as perfect diamagnetism, described as
χ = dM

dH
= −1. Superconducting materials are classified based on their magnetic behaviour

into type I and type II materials, as shown in Fig. 2.4.1. In fact, for type I superconductors
the (B) field inside the material is constant and equal to zero until a certain critical
magnetic field (Hc) is exceeded and superconductivity is lost. In consequence, also when
a critical current value (Ic) is exceeded the superconducting state is disrupted and the
material behaves like a normal metal. For many materials, called type II superconductors,
the condition of perfect diamagnetism is maintained below the critical lower critical field
(Hc1), while, by further increasing the field, the magnetic flux progressively penetrates into
the material (B ̸= 0) until superconductivity is fully suppressed by the upper critical
field (Hc2). The phase for Hc1 < H < Hc2 is called mixed phase and it is characterized
by the penetration of the magnetic field in the form of vortices of circulating supercurrent
around a core, which then behaves like a normal metal and allows a finite magnetic flux.
This phenomenon was explained by A. Abrikosov, finding that the vortices form a regular
lattice within the material and the flux contained in each of the vortices assumes discrete
values given by Φ0 = h

2e
.

2.4.1. BCS theory of superconductivity

The first microscopic theory of superconductivity was formulated in 1957 by J. Bardeen,
L. N. Cooper and J. R. Schrieffer under the name of BCS theory after their initials. (16)
This theory was able to describe the behavior of conventional superconductors, thus fixing
important key concepts for these materials. In fact, the BCS theory came to the result
that the interaction potential (Veff) between electrons in a crystalline material can become
attractive. This counterintuitive result is due to the coupling between the electrons and
the phonons in the lattice, whose interaction, for pairs of electrons in proximity to the
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2.4. Superconductivity

Figure 2.4.1.: H − T phase diagram of a type I (a) and type II (b) superconductor.
For type II superconductors the different phases are highlighted as the
mixed phase (Abrikosov) for Hc1 < H < Hc2 and the Meissner phase
for H < Hc1. Taken from Ref. (10).

Fermi level, can give rise to bound states, that go under the name of Cooper pairs. The
energy necessary to break a Cooper pair is found to be equal to 2∆, which corresponds to
the energy gap that opens up in the superconducting state for T < Tc.

The emergence of an attractive term can be understood by considering that a single
electron, by moving in a metallic system, is able to attract the positively charged ions of
the lattice, thus creating an attracting potential for the other electrons within the Fermi
sea, therefore effectively coupling the electronic system with the crystal lattice.

The energy of the interacting electron system can be modeled by the general BCS
Hamiltonian

Ĥ =
∑︂
k,σ

ϵkc
†
k,σck,σ + Veff

∑︂
k,k’

c†
k,↑c

†
−k,↓c−k’,↓ck’,↑ (2.4.1)

where c†
k,σ and ck,σ are the creation and annihilation operators, respectively, associated

with precise values of moment (k) and spin (σ). In this formulation, equation 2.4.1 is
composed by a first term accounting for the kinetic energy (ϵk) of the conduction electrons,
while the second term, that is proportional to the electron-phonon interaction potential
(Veff), models the attractive interaction responsible for the formation of the Cooper pairs.
The eigenvectors related to this Hamiltonian can be found as

|uk|2 = 1
2

(︃
1 + ϵk − µ

Ek

)︃
; |vk|2 = 1

2

(︃
1 − ϵk − µ

Ek

)︃
(2.4.2)

and the eigenvalues of the Hamiltonian can then be obtained as a dispersion relation as a
function of k

Ek =
√︂

(ϵk − µ)2 + |∆|2 (2.4.3)
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where the single electron energy is expressed as relative to the chemical potential (µ) and
the term |∆| represents the energy gap that opens up below Tc, which determines the
energy scale of the superconducting state. The explicit expression for the gap parameter
can be derived as

|∆| = 2ℏωDe
−1/λ (2.4.4)

where ωD is the Debye frequency and λ is the electron-phonon coupling constant. The λ
constant is defined as

λ = |geff |2ρ(EF) (2.4.5)

which is proportional to the effective potential (Veff ∝ |geff |2) and the density of states
at the Fermi level, ρ(EF). As mentioned above, the value of the superconducting energy
gap represents the energy associated to the bound state and therefore it can be related to
the thermal energy necessary to disrupt this phase, which in turn relates to the critical
temperature (Tc), according to the relation

2∆(0)
kBTc

= 3.52 (2.4.6)

where ∆(0) represents the value of the superconducting gap at zero temperature.

2.4.2. Unconventional superconductivity

Unconventional superconductors are defined as materials in which Cooper pairing occurs
at a different symmetry than the ground state found for BCS theory. In fact, BCS theory
extracts a single value of the superconducting gap ∆ (see equation 2.4.4), but it can
be more generally written as a function of k, as ∆k, where ∆k = ∆0 represents the
case of isotropic gap amplitude in the k-space, referred as s-wave pairing, in full analogy
with the symmetry of the spherical harmonic functions for atomic orbitals. Accordingly,
other symmetries of the superconducting gap are possible, thus giving rise to more exotic
pairing p- or d-wave superconductors. Examples of such pairing symmetries are Sr2RuO4

and YBa2Cu3O7, respectively. In this context, the isotropic s-wave pairing is found in
most cases for phonon-mediated superconductors (as described in the previous section).
In order to establish the pairing symmetry, it is important to consider the band structure
in proximity to the Fermi level. To illustrate this, Fig. 2.4.2 shows the Fermi surfaces for
two of the most studied classes of high-temperature superconductors.

One important class of unconventional superconductors is given by CuO-based materials
(i.e. cuprates), for which the occurrence of a dx2−y2 pairing symmetry was established by
many theoretical and experimental works. Such pairing allows the presence of zeroes (i.e.
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Figure 2.4.2.: Pairing state symmetries of Cooper pairs in the Fermi surface for (a)
cuprate and (b) iron-based superconductors. In both graphs, the shown
pairing refers to the spin-fluctuation based pairing, which will give a
d-wave symmetry for cuprates and a nodeless s+− symmetry for IBSs.
Taken from Ref. (18).

nodes) in the superconducting gap function ∆k. In cuprates, superconductivity emerges in
close proximity to a Mott-insulating phase, characterized by a localized antiferromagnetic
ground state. Therefore, spin fluctuations are considered as a prominent candidate for the
pairing mechanism in this class of compounds. Such spin mediated interaction is described
by screened Coulomb electron-electron potential, which then gives a positive (i.e. repulsive)
term in the Hamiltonian. In order to have a stable bound state, the gap must change sign
between different points of the Fermi surface and this condition is achieved between k and
k’ = k + Q, where Q = (π,π) is the momentum connected with the spin-fluctuations
pairing interaction (see Fig. 2.4.2 (a)). (17)

Another prominent class of materials is composed by Fe-based superconductors (IBS),
for which the Fermi surface is shown in Fig. 2.4.2 (b). IBSs are characterized by multiple
bands crossing the Fermi energy, composed by electron and hole pockets located at the
center (Γ-point) and at the corners of the Brillouin zone. A common feature between many
IBS and cuprate compounds is the proximity between superconductivity and an antifer-
romagnetic phase, which would lead to think of a common origin of the superconducting
pairing. In this case though, such phase is more complex and involves different ordering
phenomena closely intertwined with each other in the so-called nematic phase and, al-
though different theories are present, the pairing mechanism in this class of materials is
still not established. The main considered scenarios are based on the fluctuations of the
most prominent ordering of the nematic phase, i.e. spin- or orbital-fluctuations, as pairing
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Chapter 2. Thermodynamic properties

glue for superconductivity. In particular, for the spin-nematic scenario, spin fluctuations
are enhanced for an interaction potential Veff > 0, therefore in order to have an at-
tractive interaction, ∆k must change sign upon the momentum exchange, Q = (π,0) or
Q = (0,π), thus reflecting the symmetry of the antiferromagnetic long range ordering.
In this case, the most probable configuration corresponds to a s+− gap, i.e. an s-wave gap
which changes sign between different Fermi surface pockets (∆k = ∆0, ∆k’ = −∆0). In
the orbital-nematic scenario, instead, the inter-pocket interaction gives Veff < 0, there-
fore the proposed configuration would be an s++ gap, formally equivalent to the s-wave
gap described above (∆k = ∆0) (18). For this reason, it is important to determine the
leading instability in the nematic phase, in order to gain insight into the pairing mechanism
of IBSs.
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3. Thermodynamic probes

In the previous Chapter, the main thermodynamic quantities and relations relevant for
this PhD dissertation were introduced. In this Chapter, firstly, the measurement principles
related to the main experimental techniques will be presented and then the specific features
as well as limitations of the experimental setups used for this work will be discussed.
In particular, for this experimental work the following physical quantities were used to
characterize IBS samples: the magnetization (M), the heat capacity (Cp) and the linear
thermal expansion coefficient (α), see Section 2.1. In order to probe phase transitions
and relevant physical properties for solid state physics and for IBS in particular, it is
fundamental to be able to reach low temperatures, through the use of cryogenic systems
(e.g. LN2, 4He and 3He), as well as to vary the external magnetic field applied to the
sample. It has to be noted that the measurements that will be presented in this section
are bulk techniques, i.e. they probe the overall physical response of the sample, and
therefore do not give information about the spatial distribution of the signal itself.

3.1. SQUID magnetometry

The DC magnetization was measured as a function of temperature and magnetic field by
means of a Superconducting QUantum Interference Device Vibrating Sample Magnetome-
ter (SQUID-VSM) by Quantum Design. For temperature dependent experiments, in the
cryostat used for this work the sample can be cooled down to a minimum temperature of
1.8 K and measured up to 400 K. An external magnetic field can be applied in the range
±7 T. Typically, the M(T ) curves are obtained by cooling in zero field and measuring upon
warming from 1.8 to 300 K with the magnetic field applied within the ab-plane (H || ab).

3.1.1. Experimental setup

Fig. 3.1.1 shows a schematic representation of the measurement setup used for this disser-
tation work. (19) A uniform magnetic field is applied in the axial direction by a supercon-
ducting magnet, with a magnetic field range of ±7 T. The SQUID sensor is inductively
connected to a second-derivative gradiometer, i.e. a pick-up coil system made of supercon-
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Chapter 3. Thermodynamic probes

Figure 3.1.1.: Schematic representation of the detection system in the MPMS3 by
Quantum Design connected to the SQUID sensor. The detection coils
are marked as ’+’ or ’-’ to underline their opposite winding and the
output voltage signal, obtained by moving the sample through all of the
coils (i.e. corresponding to the DC mode described below), is shown
aside. Taken from Ref. (19).

ducting materials composed of 4 windings (as shown in Fig. 3.1.1). By moving through
the gradiometer the sample induces a current in the coils, through the stray field produced
by its magnetization (M) in response to an applied external magnetic field Hext. The par-
ticular configuration of the pick-up coils is intended to effectively cancel external sources
of magnetic field (e.g. the applied external magnetic field or other signals coming from the
environment) from the often smaller signal coming from the sample. In fact, the external
signal can be approximated as a uniformly distributed field, which is effectively canceled
out by having pick-up coils with opposite winding direction (’+’ or ’-’ in Fig. 3.1.2 (b)).
Such setup can be operated in two different modes, namely a DC-mode and a VSM-mode.

When performing a measurement in DC mode, the sample is moved through all the
pick-up coils, thus producing a voltage signal as a function of the sample position (z). By
fitting the V (z) signal to a dipolar function the magnetic moment can be tracked. The
procedure described so far is valid under the assumption of a perfect dipolar signal, i.e.
the sample can be approximated as a point-like magnetic field source.

Notably, one of the main sources of uncertainty in the measurement is given by low
frequency 1/f noise (20). For this thesis work, a vibrating sample magnetometry (VSM)
technique was used, which grants a further improved resolution with respect to the mea-
surements performed in DC mode. In this technique, the sample is oscillating in a smaller
range around the center of the detection coils. Therefore, the resulting dipolar signal is
modulated by a sinusoidal signal of fixed frequency, the resulting signal is then demodu-
lated by a lock-in amplifier, thus cutting out the low frequency noise by a low pass filter,
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Figure 3.1.2.: Measurement principle of the SQUID detection: (a) schematic repre-
sentation of the SQUID sensor; (b) voltage vs current characteristic for
a single Josephson junction (left panel), where the applied bias current
(IB) is chosen to be lower than the critical current of the superconduc-
tors. Voltage output of the SQUID sensor as a function of the magnetic
field through the ring. Taken from Ref. (20).

and the magnetic moment of the sample is recovered with increased resolution.
A careful calibration of the instrument with a standard reference material (in our case

palladium) is needed in order to obtain reliable magnetization values. Geometric effects,
stemming from differences in lateral dimensions of the sample with respect to calibration,
also have to be taken into account and can lead to an under- or over-estimation of the
absolute moment. For the purpose of this work, the samples were glued to a quartz rod
(sample holder) by means of GE-Varnish. The use of a long rod of pure quartz assures
that no additional magnetic contribution is added to the sample signal, nevertheless the
small (mostly diamagnetic) signal (of the order of 10−7 emu) from the glue was separately
measured as a function of temperature and field and subtracted from the magnetization
curves when relevant (i.e. when the signal of the sample is comparable to the background,
and therefore this latter cannot be neglected).

3.1.2. SQUID detection

The SQUID sensor is a quantum device which is able to precisely track small variations in
the magnetic flux and it is commonly used to study the magnetization (M) of a material.
Such device is composed by a superconducting ring typically containing two Josephson
junctions (for which the physical principle will be explained below), that effectively allows
to measure magnetic fields with high accuracy. In fact, the magnetic flux (Φ) measured
through a SQUID sensor can only be probed in quantized values, i.e. integer multiples of
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a flux quantum (Φ0), as
Φ = nΦ0 (n = 0, 1, 2,...). (3.1.1)

In such a way the resolution is then given by the flux quantum as Φ0 = 2.068 x 10−15 Tm2

and, since a typical dimension of a SQUID sensor is ∼1 cm2, the field resolution can be
estimated as ∆B ≈ 2 x 10−11 T. (20) In commercially available devices, the magnetiza-
tion detection is based on the Josephson effect (10; 21), in which Cooper pair tunnelling
is observed between two superconductors separated by a thin insulating layer. The super-
conducting tunneling current between the left (L) and the right (R) side of the junction
is then described as

I = Icsin(θL − θR) = Icsin(∆θ) (3.1.2)

where Ic is the critical current of the Josephson junction, θL and θR are the phases of the
many-body wave functions on either side of the junction. In fact, the amplitudes of the
tunneling processes in both directions are IL→R ∝ ei(θL−θR) and IR→L ∝ ei(θR−θL), such
that the sum of the contributions is proportional to sin(θL − θR). Fig. 3.1.2 (a) shows a
schematic representation of a SQUID sensor, which is composed of a superconducting ring
with two Josephson junctions on opposites sides. When a small external current (I < Ic)
is applied to the ring, then a steady current flow is expected (given that Ic has the same
value for both junctions) and the phase differences across the two junctions are equal to
each other (∆θ1 = ∆θ2 = ∆θ). When a magnetic flux is present within the ring the phase
differences have different values and the total current is then given by

I(Φ) = Icsin(∆θ)cos
(︄
πΦ
Φ0

)︄
(3.1.3)

and, therefore, the critical current can be written as

Ic(Φ) = I0

⃓⃓⃓⃓
cos

(︄
πΦ
Φ0

)︄ ⃓⃓⃓⃓
. (3.1.4)

From Equation 3.1.4 it is clear that the critical current is modulated by the magnetic flux
sinusoidally with a periodicity of Φ0 = h/2e, where e is the electron charge and h the
Planck constant. When the material is in the superconducting state, i.e. below the critical
current, the magnetic flux is expelled from the ring. Therefore, the flux within the ring
can be increased only for Φ = nΦ0 (with n = 0, 1, 2,...). Considering that a non-zero
voltage across the SQUID sensor can be probed when the critical current is exceeded, the
measured voltage also oscillates in the external field with periodicity of the order of the
flux quanta (Φ0) inside the ring so that the flux can be obtained by counting the number
of voltage maxima (n).
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3.2. Heat capacity

As discussed in Section 2.1, studying the specific heat of materials can give important
information about the temperature evolution of the entropy of the system, therefore it
is particularly sensitive to probe phase transitions where entropy changes appear. Spe-
cific heat (Cp) measurements were performed by the relaxation method using a Physical
Property Measurement System (PPMS) from Quantum Design.

3.2.1. Measurement principle

The measurement technique (23) used in this work uses a relaxation method to obtain the
heat capacity of a sample. Fig. 3.2.1 (a) and (c) shows a schematic representation of this
technique: the sample is placed on top of a highly thermally conductive sapphire platform
and a good thermal contact is assured by a thermal grease (Apiezon). A heat pulse of
constant power of amplitude P0 is applied at the base of the platform for a finite time t0,
after which the power is set to zero. The heat produced is then transferred to the sample,
that increases its temperature at a rate that depends on its Cp. The system is kept in
vacuum (p < 10−4 torr), such that when the heater is switched off, the excess heat in
the sample can only be transferred by the connecting wires, which are in thermal contact
with the cryostat at the temperature Tb. This process can be modeled by the differential
equation

Ctotal
dT

dt
= −Kw(T − Tb) + P (t) (3.2.1)

where Ctotal represents the total specific heat of the system, Kw the thermal conductance
of the wires and P (t) is the time evolution of the applied thermal power, shown in the
upper graph of Fig. 3.2.1 (a) and given by

P (t) =

⎧⎪⎨⎪⎩P0 for 0 < t < t0

0 for t > t0.
(3.2.2)

The measured quantity is then represented by the time evolution of the sample tempera-
ture, T (t), recorded by a thermometer placed in contact with the sapphire platform. The
temperature is given by the solution of equation 3.2.1, expressed as

T (t) =

⎧⎪⎨⎪⎩
P0τ

Ctotal
(1 − e− t

τ ) + Tb (0 < t < t0)
P0τ

Ctotal
(1 − e− t0

τ )e− (t−t0)
τ + Tb (t > t0)

(3.2.3)
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Figure 3.2.1.: Measurement principle and schematic experimental setup for measuring
heat capacity through the relaxation method: (a) time evolution of the
heat pulse applied to the platform and the temperature measured by
the platform thermometer. The time constant τ is proportional to the
specific heat of the sample. (adapted from Ref. (23)); (b) schematic
representation of the measurement setup used in this thesis, where the
different terms in Eq. 3.2.1 are highlighted (adapted from Ref. (23));
(c) side view of the measurement platform from Quantum Design. The
different components are marked with the same colors as in (b).

where the time constant of the exponential decay is then proportional to the total specific
heat of the system (τ = Ctotal/Kw). The temperature profile is fitted by this model both
in the rising and in the decaying curve by the MultiVu software by Quantum Design. This
assumption is valid when Tsample ≈ Tplatform and thus if a good thermal contact can be
assured between the platform and the sample itself, i.e. the thermal conductance between
platform and sample is much higher than the wires (Ksp ≫ Kw) and the system is
correctly described by Eq. 3.2.3. If this condition cannot be fulfilled, the sample-platform
temperature gradient (∆Tsp) and the associated relaxation time (τsp) have to be taken
into account in the so-called 2τ -model, which can give reliable specific heat measurements
even for non-ideal thermal coupling, due to e.g. non-perfectly flat sample surfaces or low
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sample masses. Therefore the system can be described as

Caddenda
dTplatform

dt
= P (t) −Ksp(Tplatform − Tsample) −Kw(Tplatform − Tb) (3.2.4)

Csample
dTsample

dt
= −Ksp(Tsample − Tplatform) (3.2.5)

where for Ksp ≫ Kw the one tau model of Eq. 3.2.1 is recovered. Note that the mea-
sured quantity is Ctotal = Csample + Caddenda, where Csample is the heat capacity of the
sample, while Caddenda accounts for additional contributions, coming from the specific heat
of the platform/heater/thermometer assembly as well as from the applied thermal grease.
Therefore, the different contributions have to be measured separately and subtracted from
the measured Ctotal.

As mentioned above, specific heat allows to effectively detect phase transitions in mate-
rials, through their associated entropy changes with temperature and magnetic field. The
relaxation method allows to probe second order phase transitions on an absolute scale and
important properties can be quantitatively assessed from their associated entropy changes.
On the other hand, although first-order phase transitions are generally detectable by this
relaxation method, therefore a quantitative analysis of such transitions is not possible
from the model described above, due to the changes in the heat capacity happening in a
temperature range (∆T ), which is smaller than the one generated by a single heat pulse
(P0).

3.2.2. Experimental setup

For this work, specific heat measurements are performed in a PPMS cryostat, that has a
temperature range of T = 1.8 - 400 K with a superconducting magnet generating fields of
µ0H = ± 9 T . The PPMS system used for this work also allows to measure specific heat
down to 3He temperatures, through a dedicated 3He probe and refrigerator by Quantum
Design allowing to achieve a base temperature below ∼0.4 K.

Fig. 3.2.2 shows a schematic drawing of the specific heat puck. The sample platform
described in the previous section is inserted into a puck frame protecting the wires. As
already mentioned, for a reliable measurement of the heat capacity the excess heat should
be ideally exchanged mostly through the connecting wires and, for this reason, a thermal
radiation shield is used to prevent heat exchange through irradiation from the sample.
Heat exchange through convection is prevented by keeping the sample space in vacuum
through the combination of a turbopump and a sorption pump (charcoal), positioned in
close proximity to the puck. The puck frame is thermally and electrically connected to a
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Figure 3.2.2.: Expanded view of the different components of the specific heat mea-
surement puck for the PPMS and its connection to the Model 6000
electronics. Taken form ref. (23).

chuck, which is thermally connected to the 4He cryostat through contact fingers, which then
assures thermal connection between the cryostat and the wires. The chuck has connections
to the PPMS Model 6000 controller electronics at the bottom of the cryostat.

3.3. Capacitance dilatometry

The thermal expansion of solids gives very important information about changes in the
crystal structure of materials. As discussed in section 2.1, it is closely connected with
the pressure dependency of entropy (see section 2.1) and it is influenced by electronic,
phononic and magnetic properties. In addition, according to the Grüneisen formalism,
it allows important statements about pressure dependencies of phase transitions in the
system, by comparing it with heat capacity measurements (see section 2.3.1). The thermal
expansion of solids (defined in section 2.1) can be most commonly determined by means of
X-ray diffractometry (XRD), i.e. by deriving it from the measured lattice parameters as
a function of temperature. As a ’microscopic’ technique, it has the main advantage to be
able to determine length changes in different crystallographic directions on polycrystalline
samples and can reach a relative sensitivity of ∆L/L ∼ 10−5. Optical methods, mainly
based on interferometry, are also able to precisely determine the change in the lateral size
of a sample, as a ’macroscopic’ technique, reaching a resolution of ∆L/L ∼ 10−7. In
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3.3. Capacitance dilatometry

Figure 3.3.1.: Experimental setup of the capacitance dilatometer used in this work:
(a) schematic representation of the dilatometry cell, in which the ap-
plied uniaxial pressure necessary to fix the sample to the movable part
of the device is highlighted (adapted from Ref. (27)); (b) 3D model
of the dilatometer (Küchler - Innovative Measurement Technology)
showing the different components corresponding to the upper scheme
(adapted from Ref. (28)); (c) insert adapted for the dilatometer for the
use in the PPMS cryostat by Quantum Design (taken from Ref. (28)).

this context, capacitance dilatometry assures a very high level of experimental flexibility
together with the currently highest possible measurement accuracy of up to a theoretical
value of ∆L/L ∼ 10−10. For this PhD work, capacitance dilatometry was used to probe
the temperature evolution of lattice parameters throughout the Co doped La1111 series
by orienting the samples along different crystallographic axes. This technique is able to
precisely resolve changes in the sample length, L(T ,H), by measuring the change in the
capacitance between two capacitor’s plates (∆C) with which the sample is in contact, as
a function of temperature or applied magnetic field.

3.3.1. Measurement principle

Fig. 3.3.1 (a) shows a schematic representation of the dilatometer cell. The sample is
positioned on top of a movable plate, while the second plate is fixed to the dilatometer’s
frame. In order to assure that the sample is always in contact with the capacitor, it is
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fixed from the top by a piston and a couple of circular springs, in order to hold the sample
in position both during its expansion and shrinking, respectively. In this way, any change
in the sample length (∆L) directly translates into a change in the capacitor’s gap distance
(∆d), that can be detected as a change in the capacitance according to the formula

∆L = −∆d = ϵ0ϵrπr
2C − C0

C ·C0
(3.3.1)

where ϵ0 is the dielectric constant in vacuum, ϵr is the dielectric constant in the medium, r
is the radius of the circular capacitance plates and C0 is the initial capacitance value (in our
case this is taken as the capacitance at 300 K). It has to be noted that the measurement
is taken in a 4He atmosphere in order assure a good thermalization of the cell at the
cryostat temperature. The gas is kept at a small pressure of p ∼ 3 torr, so that the
dielectric function can be approximated as ϵr ≈ 1. In addition, in order to account for
non-idealities in the measurement different corrections can be applied to Eq. 3.3.1. (29)
For this work, the most relevant correction applied accounts for the non-perfectly parallel
plates (28), that can be expressed as

∆L ≃ ϵ0πr
2C − C0

C ·C0

(︄
1 − C ·C0

C2
max

)︄
(3.3.2)

where Cmax represents the maximum capacity that can be reached before the plates get
electrically in contact with each other, i.e. the capacitance drops to zero. In our case,
Cmax = 150 pF and a typical measurement capacitance at 300 K after mounting accounts
to C0 = 15 pF, which gives a relative error of ∼ 1% with respect to the ideal case.
Ultimately, the corrected Eq. 3.3.2 was used to analyze the experimental data for this
work.

3.3.2. Background subtraction

The measured length change, derived in Eqs. 3.3.1 and 3.3.2, intrinsically include the
contribution given by the thermal expansion of the cell body (in our case made of Cu:Be),
that directly modifies the capacitance plates gap distance (∆d) as a function of temperature
or applied magnetic field. Therefore, the measured signal needs to be corrected by a
reference sample of similar length as the sample and preferably of the same material of the
cell itself. In this case, a good compromise is to use a high purity Cu sample, because it has
an almost equal thermal expansion coefficient as Cu:Be. The signal should be subtracted
from the measured sample length change (∆Lmeas

total ) (28), such that the pure cell effect can
then be obtained by adding back the well known ∆L/L0 of Cu from literature normalized
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3.3. Capacitance dilatometry

Figure 3.3.2.: Displacement of the movable capacitance plate (∆d) of the reference Cu
sample as a function of temperature used to estimate the cell expansion
background. The graph compares different Cu samples used for this
work (L = 1.015 mm and L = 0.541 mm). The curves for each
length are on top of each other and a feature is visible at T = 250 K,
higher than the relevant temperature range for the measured samples
(T < 200 K).

to the sample length, according to the formula

∆Lmeas
sample = ∆Lmeas

total − ∆Lmeas
Cu +

(︄
∆L
L0

)︄lit

Cu
·L300K

sample (3.3.3)

from which the the relative length’s change can be obtained as
(︄

∆L
L300K

)︄
sample

= ∆Lmeas
total − ∆Lmeas

Cu
L300K

sample
+
(︄

∆L
L0

)︄lit

Cu
(3.3.4)

where the literature values for pure Cu is taken from Refs. (30; 31), L300K
sample is the sample

length at 300 K. Fig. 3.3.2 shows ∆d as a function of temperature for Cu reference samples
of different lengths, namely L = 1.015 mm and L = 0.541 mm for repeated measurements
upon warming for T = 1.8 - 300 K. The curves show good reproducibility between the
same sample length within ∼2%. The main difference in the cell effect between different
Cu length is visible above 150 K. The curves show a measurement artifact at around
T = 250 K, this feature is roughly corresponding to the one reported by Küchler (28)
and for which the most probable explanation was found as a partial oxidation of the Cu
of the cell, which has magnetic and structural transitions in this temperature range. The
non-reproducibility of the anomaly hinders a correct subtraction from the measurement,
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Figure 3.3.3.: Schematic representation of the three terminal capacitance measure-
ment circuit: representation of the configuration (left panel) and
equivalent circuit (right panel) of the three capacitors. Taken from
Ref. (32; 33).

as previously reported by Küchler. It has to be noted that the overall curves do not show
features for T < 200 K, which is the relevant temperature region for LaFeAsO studies in
this work.

3.3.3. Experimental setup

A commercially available cell, designed by R. Küchler (28), was adapted to be used with
the PPMS cryostat by Quantum Design in order to sweep temperature (1.8-300 K) and
magnetic field (0-9 T). A schematic representation of the dilatometer cell as well as a pic-
ture of the insert adapted for the PPMS are shown in Figs. 3.3.1 (b) and (c), respectively.
For this work, the sample was slowly cooled down to 1.8 K and measured in zero field
and upon sweeping temperature to 250 K at 0.2 K/min. The use of a slow temperature
sweep rate is important to assure good thermalization of the cell and sample during the
measurements. In addition, a slow cooling rate from room temperature to the base tem-
perature prior to the actual measurement is preferable to avoid the formation of unwanted
mechanical stress in the body of the cell.

The capacitance signal was detected by means of a three-terminal capacitance
bridge (32), shown in Fig. 3.3.3. In this configuration, the capacitor composed by the
fixed (1) and movable (2) plates is surrounded by a shielding case (3), see Fig. 3.3.3 (a).
The measured physical quantity in this technique is C12, which may be superimposed to
undesired stray capacitances, while C13 and C23 are the capacitances between each of the
plates and the surrounding elements of the system, such as the capacitor case and the
ground. In this way, the resulting stray capacitance is fixed and mainly dependent on
geometrical factors of the cell. (33; 34) In this work, the use of a three-terminal configura-
tion in a Andeen-Hagerling AH2500A capacitance bridge allowed to reach a resolution of
10−5 pF.
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3.3. Capacitance dilatometry

Figure 3.3.4.: Effect of varying the pressure exerted to the sample by the dilatometer:
(a) displacement of the movable capacitance plate and applied force as a
function of the measured external capacitance; (b) Force applied to the
sample as a function of the displacement from which the overall spring
constant was estimated as D = 24291 N/m. Taken from Ref. (28).

In order to minimize unwanted mechanical stress within different parts of the cell during
temperature or field sweeps, it is important that all its components are constructed with the
same material. In this case the chosen material is a Cu-Be alloy. In fact, it simultaneously
allows good thermal conductance, assuring a fast and homogeneous thermalization of the
cell to the cryostat temperature, but also good mechanical properties, that ensure the
stability of the frame as well as good elasticity for the circular springs.

3.3.4. Pressure estimation

An important factor that has to be carefully taken into account when measuring the
thermal expansion coefficient with this method is the pressure applied to the sample for
fixation. Ideally, the length’s change determined by equation 3.3.4 represents the zero-
pressure limit (p → 0). In the practice of dilatometry, in order to fix the sample as well as
to increase the resolution in ∆C, a small external uniaxial pressure is always applied by the
piston. Fig. 3.3.4 (a), (b) shows the force exerted on the sample as a function of the inital
capacitance, from which the spring constant of the cell was estimated as D = 24291 N/m,
and the length change as a function of the measured capacitance. The applied force F per
unit area can be estimated as

p = F

A
= 1
A

(−D· ∆d) (3.3.5)
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where A is the lateral size of the sample. In this case, ∆d > 0 represents the displacement
of the capacitor’s plates upon mounting the sample and is given by

∆d = ϵ0ϵrπr
2C0 − Cempty

C0 ·Cempty
(3.3.6)

where C0 is the capacitance measured after sample mounting, while Cempty is the empty
cell capacitance (i.e. measured when no sample is mounted). Note that in this approach
a precise determination of the lateral area of the sample represents the biggest source
of uncertainty for the pressure estimation. Thus, a quantitative analysis of the pressure
dependence of α by this method appears difficult and would require more dedicated setups,
as reported in (35; 36), but it still allows to draw qualitative conclusions about the pressure
dependence of the studied system.
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4. Iron-based superconductors

4.1. Introduction

Since the discovery of high-temperature superconductivity in F-doped LaFeAsO by Kami-
hara et al. (38) in 2008, iron-based superconductors (IBS) imposed themselves as a new
promising class of high-temperature superconductors (HTS). Since then extensive studies
were done and new families were soon discovered and successfully synthesized. Fig. 4.1.1
shows the critical temperatures for the main families of superconducting materials during
the years. As evidenced in the graph, since their first report, IBS had a rapid increase in
the critical temperatures due to intensive studies on newly discovered classes of materials
and the highest Tc in bulk materials was reported for (Sr,Sm)FeFAs at ∼ 56 K (39). An
important breakthrough for this class of compounds was reached for FeSe monolayers on
a SrTiO3 substrate, allowing to reach a record temperature above 100 K at the interface
between the two materials (40; 41; 42). Therefore, by comparing these materials with other
classes of HTS, it is clear that the fast improvement of Tc in IBS over the years is promis-
ing for obtaining better performing materials for applications (43; 44). This necessarily
requires a deep understanding of the nature of the superconducting pairing in this as well
as in other classes of HTS. In this respect, Fe-based compounds immediately attracted
the attention of the scientific community due to common traits and differences with the
main and most studied class of type II superconductors, i.e. cuprates. Such comparison
appeared promising in finding a common origin of high temperature superconductivity. In
fact, in both classes the superconducting state is reached by charge doping in close prox-
imity to an antiferromagnetic phase, in presence of strong electronic correlations. One
key difference is that, while for cuprates the parent compound is represented by a Mott-
insulator, surprisingly for IBS its ground state is generally metallic (45; 46; 47). In this
chapter, some general features about IBS, that will be relevant for the topics of this dis-
sertation, will be presented, while, in the following ones, specific topics will be introduced
in more detail.
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Chapter 4. Iron-based superconductors

Figure 4.1.1.: Evolution of the maximum critical temperatures (Tc) reached over the
years for the main families of superconductors. Taken from Ref. (37).

4.2. Crystal and electronic structure

Fig. 4.2.1 (a) shows the typical crystal structures of some of the most studied IBS systems.
The different compounds are classified by their stoichiometry, such that the most promi-
nent families are denoted as 1111 (e.g., LaFeAsO (38)), 11 (e.g., FeSe (50)), 122 (e.g.,
BaFe2As2 (51)) and 111 (e.g., LiFeAs (52; 53)). As can be easily noticed from the figure,
all the crystal structures have common building blocks, which are constituted by the iron-
pnictogen/chalcogen (FePn/Ch) layers, while the other elements are positioned between
these layers. At high temperature the general unit cell of IBSs has tetragonal symmetry,
while such structure is typically distorted into an orthorhombic configuration at low tem-
peratures. Within the layers, the Fe atoms form a square sublattice, while the Pn/Ch
atoms are positioned alternating above and below the Fe-Fe plane. Similarly to cuprate su-
perconductors, IBS are considered as quasi-two-dimensional compounds and the common
FePn/Ch structure is responsible for most of their physical properties. Fig 4.2.2 (b) shows
the general bandstructure common to many FePn compounds (e.g. BaFe2As2, LaFeAsO),
while for FeCh the number of hole bands can change for different compounds (45). Simi-
lar to other known high-temperature superconductors, e.g. MgB2 (54), IBS are multiband
systems, characterized by the presence of many electron- and hole-like bands crossing the
Fermi level (EF), while they only show a rather weak dependence on kz. (55) In a typical
electronic structure of IBSs, represented in the kx-ky plane, electron pockets are placed at
the corners of the Brillouin zone (M points), while hole pockets lie at the center (Γ-point).
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Figure 4.2.1.: (a) Crystal structures of the main families of IBS in the tetragonal unit
cell. (b) The main building block is constituted by the FePn/Ch layers,
denoted in red-green and red-yellow, respectively. The FePn/Ch layer
is depicted from the side (upper panel) and from the top (lower panel)
and the unit cell in the ab plane is delimited by the dashes line. The
spin arrangement in the SDW phase is indicated in the lower panel,
highlighting the anisotropy of the spin system. Taken from Ref. (48).

Figure 4.2.2.: (a) Band dispersion along the Γ-M direction in the Brillouin zone cal-
culated by LDA approximation for NaFeAs. The right panel illustrates
the main orbital characters of the bands crossing the Fermi level. (b)
General Fermi surface topology of iron-based compounds. A schematic
3D representation of the main bands involved is shown in the lower
panel. Taken from Ref. (49).
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Figure 4.3.1.: (a) Mass enhancement m∗

mb
of the iron 3d orbitals in the paramag-

netic state calculated by DFT+DMFT calculations. For comparison,
the low-energy effective mass enhancement obtained from optical spec-
troscopy experiments and angle-resolved photoemission spectroscopy
experiments are added to the plot. (b) Relevant in-plane structural
parameters for different iron-pnictides/chalcogenides. The green line
denotes the angle corresponding to an ideal (undistorted) tetrahedral
configuration. Taken from Ref. (56).

For the undoped parent compounds, the hole pockets at Γ and electron pockets at M are
of similar sizes, thus suggesting that the magnetic spin-density wave (SDW) ordering is
given by nesting between electron and hole bands. For hole(electron)-doped compounds,
the hole pockets at Γ enlarge(shrink), while the electron pockets shrink(enlarge) and the
nesting condition would be progressively lost following the suppression of the SDW phase
with doping. Nevertheless, it is still under debate whether the SDW is originated from this
mechanism (implying a purely itinerant description of the electron system) or other models
should be used, e.g. super-exchange interaction of local moments. (49) Such bands, con-
stituted predominantly by the Fe 3d orbitals (see Fig. 4.2.2 (a)), are substantially changed
by electron and hole doping or stoichiometric substitution. In fact, for different doping
levels and structural changes, the overall or relative positions of the hole and electrons
bands may be shifted in energy, leading to different Fermi surface topologies with varying
number of hole pockets and electron pockets. This demonstrates the importance of the
electron filling in these bands in order to tune the physical properties of such compounds
(see Chapter 5).

4.3. Electronic correlations in IBS

A common trait of many high-temperature superconductors is the vicinity of a highly
correlated parent compound, therefore electronic correlations are believed to be an essen-
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tial ingredient for superconductivity in these compounds. Various experimental as well as
theoretical studies revealed different degrees of correlations among the different families
of IBS (summarized in Fig. 4.3.1), ranging from the almost uncorrelated LaFePO to mod-
erate correlated 1111 and 122 compounds (m∗/mb ∼ 2-3), until the highest values found
for AFe2Se2 (A = Cs, K) or FeTe, that reach values similar to heavy-fermion compounds
(m∗/mb ∼ 5-7). (56) Along with the increase of electronic correlations we can see a progres-
sive differentiation between the 3d orbitals, in particular, a wider energy gap between t2g

and eg levels. This behavior signals the vicinity of the system to an orbitally-selective Mott
transition (OSMT), in which some orbitals can individually be localized, in virtue of their
higher degree of correlations, while others are still in a metallic state. This phenomenon
can be related to different physical properties in the system. In particular, by comparing
Fig. 4.3.1 (a) and (b), the degree of correlations in Fe-based systems seems to be directly
related to the Fe-Pn/Ch bond length, as would be expected from a weaker hybridization
between Fe3d and As4p orbitals, resulting in a higher degree of localization. Also, the
mass enhancement appears to be roughly inversely correlated to the Pn/Ch-Fe-Pn/Ch
bond angle, and in particular to its deviation from the ideal tetrahedral angle (109.5◦),
which is closely connected to the crystal electric field, thus possibly influencing the average
occupation of the 3d orbitals. This topic will be discussed in detail in Chapter 5.

4.4. General phase diagrams of IBSs

This relatively new class of unconventional superconductors has attracted a great interest
during the last decades due to its rich phase diagrams, giving rise to a complex interplay
between the different phases. As mentioned in the first paragraph, IBS are characterized
by their metallic ground state, despite a non-negligible degree of electronic correlations.
Typically, the parent compounds of IBS are characterized by itinerant antiferromagnetic
ground states setting in at TN. In particular, they tend to form spin density wave states,
predominantly of stripe-type order, while they become paramagnetic for T > TN. The
system also tends to spontaneously reduce its symmetry from a C4 (tetragonal) to C2

(orthorhombic) phase at T = TS. The lattice symmetry breaking is closely connected
to other anisotropic physical quantities, such as its in-plane magnetization, and signals
the onset of the so called nematic phase. This phase will be introduced and discussed
in more detail in Section 6.1. Typically, superconductivity can be induced by changing
some tuning parameter, such as external applied pressure, but also chemically by isovalent
substitution (chemical pressure) or electron/hole doping and this is a common feature with
cuprate superconductors. This is the case for many 122 and 1111 compounds. Conversely,
some of the most studied Fe-based compounds, e.g. FeSe and LiFeAs, are stoichiometric
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Figure 4.4.1.: Phase diagrams of exemplary compositions of 122, 11 and 1111 com-
pounds. (a) Co-doped BaFe2As2 shows gradual suppression of the
orthorhombic/SDW phase and microscopic coexistence between such
phase and superconductivity. Taken from Ref. (60). (b) In S-doped
FeSe upon the suppression of the nematic phase Tc is lowered accord-
ingly, suggesting a cooperative interplay between the two phases. Taken
from Ref. (60). (c) Phase diagram of the F-doped LaFeAsO showing
a sudden transition between the nematic/SDW and SC phase, giving
rise to a broad superconducting dome. Taken from Ref. (61).

superconductors, i.e. their parent compounds already show superconductivity without
electron doping, and therefore their Tcs can be tuned by electron or hole doping. In
addition, novel electronic phases, such as charge density waves (CDW), were found in
close proximity to Fe-based pnictide superconductors in both stoichiometric and doped
substitutions, such as Ba(Ni1−xCox)2As2, LaFe1−xMnxAsO and Na1−xLixFeAs. (57; 58; 59)

Fig. 4.4.1 shows a summary of the general phase diagrams for the 122, 11 and 1111
families. One of the most studied families of IBSs is the 122 family, with BaFe2As2 as the
most prominent compound, that is not superconducting, as already stated above, and has
nearly concomitant structural and magnetic transitions at ∼136 K, which are suppressed
and tend to be separated in temperature by electron- and hole- doping. The 1111 com-
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pounds, e.g. LaFeAsO, are also characterized by the presence of structural and magnetic
orderings, although in this case they generally appear to be well separated in temperature
(e.g. TS = 148 K, TN = 128 K for LaFeAsO). From early studies on polycrystalline
F-doped compositions, their doping dependence appears to be substantially different from
the 122 compounds, with a first-order like suppression of the structural/magnetic phase
in favor of superconductivity. Nevertheless, the general phase diagram for this family
of IBSs appears not to be settled yet. This issue will be extensively discussed in Chap-
ter 6. Notable exceptions are represented by FeSe and LiFeAs, which as stated above are
stoichiometric superconductors but also show nematic ordering in absence of long-range
magnetism, which can then be induced by the application of hydrostatic pressure to the
systems. In many respects, the phase interplay between the magnetic and nematic phases
with superconductivity is still regarded as an open question for Fe-based compounds.
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5. Electronic correlations and structural
changes in the series BaT2As2
(T = Cr, Mn, Fe, Co, Ni, Cu)

5.1. Electronic correlations in multiorbital systems
(Hund’s metals)

The presence of electronic correlations is an important aspect that characterizes many
crystalline materials, such as heavy fermions, and is also believed to be a crucial element
in the achievement of high temperature superconductivity. Electronic correlations are
parametrized by the quasiparticle weight (Z), which is defined as

Z−1 = 1
N

N∑︂
n=1

(︃
m∗

mb

)︃
n

(5.1.1)

where the sum over the index n generalizes the formula for multi-orbital systems. By this
definition, Z is inversely proportional to the mass enhancement, thus, the free electron
model is recollected for Z=1, while the system becomes increasingly more correlated for
Z → 0. As shown in Fig. 4.3.1, iron-based superconductors are spread through a wide range
of correlation degrees, as seen by the formation of heavier quasiparticles with enhanced
effective masses with respect to the free electron model (m∗

mb
). Generally speaking, in a

correlated system the Coulomb repulsion between the electrons in the valence shells in
many notable cases cannot be neglected (i.e. cannot be considered to be negligible in
average due to to the effective screening of neighbouring electrons in the Fermi sea, as
it happens in most of the common metallic materials) and their average interaction is
represented by the effective Coulomb potential (U). Correlated electronic systems can be
adequately described by the Hubbard model

H =
N∑︂

<i,j>=1
ti,j + Ui,j (5.1.2)
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Figure 5.1.1.: Schematic representation of the energy levels involved in the formation
of a Mott-insulator from a single-band metallic system. Adapted from
Ref. (62).

where i and j are the indices of the single lattice sites, ti,j the hopping integral between
adjacent sites i,j and Ui,j the Coulomb potential. Such model is particularly useful for
describing correlated systems, because it can simultaneously take into account both the
itinerant and the localized components of the outer shells electrons. (6)

In systems for which the physical properties are mainly determined by one single active
half-filled band at the Fermi level (EF ), the presence of a sizable degree of correlations
tends to form a Mott-insulating state. In such a state, when the electron coupling exceeds
a critical value (UC), an energy gap (∆MI) opens up and two different bands are formed
(see Fig. 5.1.1): one completely filled band which lies lower in energy, the lower Hubbard
band (LHB), and one empty band higher in energy, the upper Hubbard band (UHB), thus
giving rise to a metal to insulator transition (MIT). Since each of the Hubbard bands are
broadened by a quantity W/2, the value of the energy gap can be estimated as ∆MI = U−
W, therefore the critical Coulomb term required for the band localization (UC) is obtained
by imposing ∆MI = 0, thus giving UC=W . This case is realized in cuprate superconductors,
where the half-filled electronic configuration leads the system to a Mott insulating state,
where the antiferromagnetic (AFM) order is progressively disrupted by dilution within the
CuO planes and can be driven to the superconducting state both by electron and hole
doping. (17) In such cases, the degree of electronic correlations is ultimately determined
by the proximity to a Mott-insulating state, which depends exclusively on the magnitude
of the Coulomb potential (U).

In multiorbital systems (such as Fe-based superconductors), thus characterized by the
presence of multiple bands crossing the Fermi energy (EF), such simple model is not
sufficient anymore to describe their physical properties. It is therefore necessary to consider
both inter- and intra-orbital Coulomb interactions, which will ultimately result in the
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Figure 5.1.2.: Color coded plot of the quasiparticle weight Z in a model with 3 orbitals,
for JH/U = 0.15, as a function of the Coulomb potential, U , and the
number of electrons per site, i.e. empty (n = 0) to full orbitals (n = 6).
Darker regions correspond to good metals and lighter regions to bad
metals. The black bars signal the Mott-insulating phases for integer
filling, while the white arrows denote the expected evolution of UC
upon increasing JH. It has to be noted that for 2 electrons (2 holes)
orbital filling a bad-metal behavior is present for a wide range of U/D
values, i.e. high correlations while a rather metallic ground state is
preserved. Specific materials are schematically placed on the diagram
and signalled by gray crosses. Taken from Ref. (64).

introduction of the Hund’s coupling (JH). In this case, a simple interaction Hamiltonian
that accounts for Hund’s rules coupling can be expressed by

Hi = (U − 3JH)N(N − 1)
2 − 2JHS

2 − 1
2JHT

2 (5.1.3)

where N denotes the total charge, S the spin and T the angular momentum operators. U
is the intraorbital interaction and JH is the Hund’s rule coupling. (63) Many theoretical
works showed that Hund’s coupling plays an important role in iron-based superconductors
and ultimately the physical properties of this family of compounds is determined by the
interplay of the Coulomb potential, the Hund’s coupling and the crystal field splitting
(∆). The main results of such studies are summarized in Fig. 5.1.2, where a color coding
plot shows the degree of correlation (defined by the quasiparticle weight, Z) as a function
of the average filling of the 3d bands (n) and the Coulomb potential normalized to the
half-bandwidth (U/D) for a fixed value of JH (the black columns representing the Mott-
insulating state for integer values of filling). (64; 63) The calculation were performed on
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Figure 5.1.3.: (a) Sketch of some of the most probable configurations in electron- and
hole- doping in 122 iron-pnictide systems. Here n indicates the elec-
tronic filling normalized to the total number of electrons in 3d orbitals
and S is the total spin. (b) Mass enhancement values calculated for
different orbitals as a function of 3d orbital fillings, where the 0 doping
represents the 3d6 configuration of BaFe2As2. Taken from Ref. (65)
and (64), respectively.

a 3 orbital model (i.e. hosting 6 electrons), but the results can be extended to realistic
3d orbitals. (64) The graph illustrates that for the half-filled configuration (n = 3) the
system can be easily driven to a Mott-insulating state in presence of moderate values of
U, in agreement with what is expected for the previously discussed single band case, thus
promoting an insulating ground state. Conversely, for other electron fillings the values
of the critical Coulomb potential for which the metal to insulator transition lie at much
higher energy, thus favouring an itinerant character of the charge carriers over a localized
one. Another exception is given by single electron/hole fillings, for which the effect of
increasing JH is mostly to shift the critical Coulomb potential (UC) to much higher energies
accompanied by an overall decrease in correlations at a fixed value of U , thus promoting
a good metallic regime.

The presence of a non negligible JH/U ratio, has several important consequences that go
beyond the tuning of the quasiparticle weight, although closely connected to it. As previ-
ously mentioned, away from half-filling, the behaviour of the system with increasing JH can
be described by apparently contrasting phenomena: on the one hand, a metallic behaviour
is promoted and the minimum energy required to achieve band localization is consistently
enhanced for increasing JH, which tends to preserve an overall itinerant character (which
in the single band limit is commonly associated with low electronic correlations); on the
other hand, for wide range of constant U , correlations are enhanced (Z → 0) by increas-
ing JH, thus favoring high correlations also in systems with relatively modest U terms.
Such competing effects ultimately are believed to be responsible for the peculiar behaviour
of multiband compounds, thus giving rise to a relatively highly correlated bad-metallic
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5.1. Electronic correlations in multiorbital systems (Hund’s metals)

Figure 5.1.4.: The density of states for the Fe 3dz2 (left) and 3dxy (right) orbitals for
the simulated CsFe2As2 compound with stretched a axis as a function
of the on-site Coulomb repulsion U and Hund’s coupling JH. Taken
from Ref. (65).

regime.
Moreover, theoretical calculations by de’ Medici et al. (63; 64) showed that by increas-

ing the magnitude of the Hund’s coupling (JH) the transition to a Mott-insulating state
becomes more and more energetically favourable for the half-filled configuration, while
it gets even higher in energy for all other orbital fillings (excluding the full and empty
shell configurations). This model was able to explain some of the peculiar aspects of Iron-
based superconductors, such as their overall itinerant character despite showing moderate
to high values of carriers mass renormalization (accounting for electronic correlations), in
some cases comparable to heavy fermion compounds (e.g. CsFe2Se2, FeTe). (56) Contrary
to single band systems, the enhanced electronic correlations would then be ascribed mainly
to the Hund’s coupling rather than the Coulomb term.

It has been predicted that Hund’s coupling actually acts as a band decoupler, such that
charge carriers in different orbitals can have independent behaviour between each other.
As discussed in Section 4.2, in the specific case of IBSs we are mainly interested in the
occupation of the Fe 3d bands, which lie at the Fermi level. Fig. 5.1.3 (a) shows a scheme
of the 3d levels for different electronic configurations and the associated total spin values,
where t2g levels (i.e. 3dxy, 3dxz and 3dyz) are higher in energy with respect to the eg ones
(i.e. 3dz2 and 3dx2−y2). The simulated behavior of the different 3d bands in the vicinity
of the 3d6 configuration (i.e. corresponding to Fe2+) is shown in Fig. 5.1.3 (b), where we
can see that different bands can independently assume different degrees of electronic cor-
relations (i.e. mass enhancements), 3dxy being the highest correlated, followed by 3dxz/yz,
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Figure 5.1.5.: Coherence to incoherence crossover anomaly at T∗ ∼ 120 K from dif-
ferent thermodynamic probes for the highly correlated KFe2As2 com-
pound: (a) Magnetic susceptibility M/H measured for H⊥c and H∥c
in different magnetic fields (solid lines). The symbols shows the tem-
perature dependence of the intrinsic susceptibilities χc(T) and χab(T)
derived from magnetic isotherms (Honda-Owen analysis). (b) Temper-
ature dependence of the electronic contribution of the linear thermal
expansion coefficient (αe

T ), showing a similar peaked feature. (c) Low-
temperature in-plane electrical resistivity ρab as a function of T 2. The
solid line is a fit to a Fermi liquid behavior, ρ0 + AT 2. The inset
shows the temperature dependence of ρab(T ) up to 300 K. Taken from
Ref. (66).

while the eg levels are lowest and appear almost unaffected by doping. Fig. 5.1.4 shows
the simulated local density of states for different combinations of U and JH for 3dz2 and
3dxy for CsFe2As2, considered as one of the highest correlated Fe-based compounds. (65)
By simultaneously increasing U and JH, in fact, for 3dxy orbitals the spectral weight is
almost entirely transferred away from the Fermi level (mostly towards lower energies),
with a continuous suppression of the quasiparticle peak, thus resembling the formation
of Hubbard-like bands in a Mott-insulator. In contrast, for 3dz2 , the quasiparticle peak,
though slightly shifted to higher energy, remains sharp with increasing interactions, thus
maintaining a higher DOS at EF. The pronounced difference for the two cases suggests
the presence of differently correlated electronic populations, thus driving the system close
to a so-called orbitally selective Mott-transition (OSMT).
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As an effect of orbital selectivity, overall degree of correlations in the system (i.e. the
itinerant/localized character of its electrons) can also vary as a function of temperature,
i.e. allowing the occupation of higher energetic levels. As an example, this effect was
experimentally measured by magnetic susceptibility (see Fig. 5.1.5 (a)) showing a maxi-
mum at around 120K, which was interpreted as a crossover between a low temperature
coherent behaviour, characterized by a rather constant susceptibility typical of Pauli para-
magnetism, and a high temperature incoherent state, with a localized Curie-Weiss like
paramagnetic behavior. This feature seems to find correspondence to a similar peaked
feature found in the electronic component of thermal expansion (see Fig. 5.1.5 (b)). This
effect reflects also in transport properties, in fact, at low temperature the system is well
described as a Fermi Liquid, as probed by a T 2-like dependence of the low T resistivity,
while at higher temperatures a coherent quasiparticle description is no longer valid, giving
rise to higher scattering rate and a bad-metal-like conduction, as can be seen from a pecu-
liar linear increase of resistivity (ρ(T ) ∝ T ), as shown in Fig. 5.1.5 (c). Such behaviour is
typical of strongly correlated systems, e.g. heavy fermions, where such a crossover results
from the interaction between different populations of localized and itinerant charges within
the solid. In this case, even though we deal with a 3d system it was proposed that the
close proximity to an orbitally selective Mott transition (OSMT), together with the pro-
nounced orbital differentiation in terms of effective masses (m∗/mb), can induce electron
localization in some of the orbitals. (66)

In summary, within the orbitally selective Mott phase (OSMP), different orbitals can
show different degrees of electronic correlations and the average occupation of the 3d
orbitals play an important role in determining the physical properties of this class of
compounds. In particular, in iron-based superconductors most of the physical properties
derive from the 3d orbitals of Fe, which is typically Fe2+ with an average 3d6 configuration,
and electron and hole doping around this value can induce superconductivity. While being
away from half-filled configuration, the presence of the Hund’s term prevents the system
to become insulating as an effect of unscreened electron repulsion. Therefore, from the
above discussion it appears evident that the filling of the 3d orbitals is considered to be a
crucial parameter in order to tune electronic correlations in these materials.

5.2. Previous studies on 122 FeAs compounds

The evolution of electronic correlations with respect to electron filling of the 3d orbitals has
been studied by different experimental probes, mainly for compositions in close proximity
to the 3d6 configuration, corresponding to the oxidation state Fe2+. The most studied
family within the iron-pnictides is the so-called Ba122 family named due to their overall
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BaT 2As2 stoichiometry with T being a 3d transition metal from Cr-Cu (67; 68; 69; 70; 71)
with BaFe2As2 and its doping variants as the best studied members.

Extensive studies of the evolution of the electronic correlations in both electron-doped
Ba(Fe1−xCox)2As2 and in hole-doped Ba1−xKxFe2As2 were reported by Hardy et al. (72; 73)
using thermal expansion and specific heat measurements. Fig. 5.2.1 shows the Sommerfeld
coefficient (γn) extracted for various compositions as a function of electron counting in
the vicinity of BaFe2As2, aiming at giving a detailed characterization in a small range
of band filling (from 3d5.5 to 3d6.5) around this well known composition. As discussed in
Section 2.2, γ represents the electronic contribution to the specific heat and is proportional
to the density of states at the Fermi level, ρ(EF). In the doping region around the mother
compound γ has a sharp decrease in absolute values at x = 0.06, corresponding to the
maximal Tc in the superconducting dome. As discussed in Ref. (72), this corresponds to
the insurgence of the itinerant antiferromagnetic phase and the progressive opening of a
spin density wave (SDW) gap, contributing to lower gamma values. While, in the hole-
doping region, after a rapid rise of gamma up to x = 0.35, due to the suppression of
the SDW phase, it remains constant until x = 0.7 and rises again with decreasing band
filling. The increase of correlation is accompanied for 3d5.5 compositions by the insurgence
of a coherence to incoherence crossover at ∼ 100 K, probed by thermal expansion (73),
as described in the previous section for KFe2As2. The presence of such a crossover is
reminiscent of similar feature in heavy-fermion compounds, where conduction electrons
screen local moments via the Kondo interaction, therefore further suggesting the presence
of different populations of heavier and lighter (i.e. higher/lower correlated) conduction
electrons in Fe-based compounds, as expected from theoretical predictions. Such effect,
connected to orbital selectivity, appears to be enhanced by approaching the 3d5 half filling
configuration and is accompanied by an overall increased γ. From Fig. 5.2.1 one can see
that, by excluding the points in the SDW phase, the measured Sommerfeld coefficient
is in overall good agreement with the trend predicted by theoretical calculations, thus
confirming the correctness in modelling Fe pnictides as Hund’s metals and demonstrating
the relevance of JH in these systems.

A recent work by de’ Medici et al. (74) show a comparison between the experimen-
tal values for the mass enhancement (m∗/mb) and theoretical calculations in the vicinity
of the 3d6 configuration, where BaFe2As2 is doped both by electron and holes (shown
in Fig. 5.2.2). The graph compares the values obtained by different experimental tech-
niques, e.g. specific heat, optical conductivity, quantum oscillations and angle resolved
photoemission spectroscopy (ARPES), in the doping range from 3d5.5 (KFe2As2) to 3d6.2

(Ba(Fe1−xCox)2As2). The study finds an overall monotonic increase of the electronic cor-
relations from the electron doped Ba(Fe1−xCox)2As2 to the heavily hole doped KFe2As2,
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Figure 5.2.1.: Sommerfeld coefficient γn (blue symbols) and the residual electronic
density of states, γr = limT →0

Ce
T , in the superconducting phase

(green symbols) for Ba1−xKxFe2As2, Ba(Fe1−xCox)2As2 and AFe2As2
(A = Rb and Cs). The red stars represent density functional the-
ory+slave spin (DFT+SS) calculations for the tetragonal paramagnetic
phase, while the black dots represent the DFT calculation only, which
does not account for electronic correlations in the system. The magenta
area indicates the loss of density of states due to the reconstruction of
the Fermi surface in the SDW phase. Taken from Ref. (73).

hinting at a further increase towards the half-filled configuration and a decreasing trend
for higher electron doping compositions. It has to be noted that by increasing hole doping
the mass enhancement values extracted from specific heat and optical conductivity depart
more and more from each other. This can be explained if we consider that bulk techniques
actually probe a signal which is the average of the different orbitals in the system and that
while the signal from specific heat studies is proportional to m∗/mb, the value extracted
by optical conductivity relates to its reciprocal, mb/m

∗. In this way, in the first case, by
averaging, the heaviest bands would be weighted the most while in the second case the
value is mainly given by the lightest ones. (74) In fact, it was predicted by theoretical
calculations that by approaching the half-filled configuration, along with the enhancement
of electronic correlations the orbital differentiation in terms of effective masses is also
dramatically increased (see Section 5.1). This can be seen in m∗/mb extracted by the
band renormalization factor of the experimentally probed bands by ARPES with respect
to DFT calculations (i.e. the latter do not include the effect of electronic correlations in
the band structure), showing a factor ∼5 between the lowest and the highest correlated
bands for 3d5.5. The same behaviour is reported for quantum oscillation measurements
(Fig. 5.2.2). To further support the scenario of high correlations in half-filled (3d5) config-
uration, we can consider Mn-based pnictide materials, such as BaMn2As2 and LaMnAsO,
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Figure 5.2.2.: Experimental values of mass enhancement in the vicinity of BaFe2As2
assessed by different techniques (72; 75; 76; 77; 78; 79; 80; 81; 82; 83;
84; 85; 86; 87; 88).The experimental phase diagram, including the an-
tiferromagnetic metallic (AF) and the superconducting (SC) phases is
shown as a background for comparison. The solid line is a fit of the mass
enhancement determined by specific heat data. ARPES and quantum
oscillation data corresponding to a given doping represent the values
estimated for the different sheets of the Fermi surface, while the red
squares labelled as "ARPES whole" represent the average value of the
single bands (red crosses). It is clearly seen that electronic correla-
tions increase monotonically as the filling is reduced towards the half-
filled configuration and the values from different techniques spread more
and more, stemming from an enhanced orbital differentiation (OSMT).
Taken from Ref. (74).

for which electronic localization was found in different experimental probes, giving wise to
a semiconducting ground state. (89; 90; 91; 92)

Optical spectroscopy measurements, reported by Nakajima et al. (93), were also used
to probe the evolution of electronic correlations in an extended range of 3d occupations
using stoichiometric compositions, namely from BaNi2As2 (3d8) to KFe2As2 (3d5.5) (shown
in Fig. 5.2.3). It was found that electronic correlations are further progressively decreased
by substituting Fe with Co/Ni, corresponding to 3d7 and 3d8 configurations respectively.
In addition, by considering the isovalent substitution of As by P, the effect of chemical
pressure within the ab-plane could be assessed. The results suggest that, in addition to to
3d band filling, electronic correlations are also sensitive to changes in the structure in the
FeAs planes. In particular, the Fe-As-Fe bond angle (αbond) weakens electronic correlations
when departing from the ideal tetrahedral value of 109.5◦, as suggested in a former the-
oretical work. (56) These observations further suggest a more complex interplay between
electron counting and structural properties in determining the electronic correlations in
these systems.
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Figure 5.2.3.: Color coded map for the mass enhancement of T -pnictides as a func-
tion of Pn-T -Pn αbond and electron filling of T d orbitals in the T 2+

state. Blue lines indicate the doping compositions between two of the
studied compounds: the solid lines denote the superconducting com-
positions while the dotted lines the non-superconducting ones. It is
clearly seen that for BaMn2As2 (3d5) αbond is closest to the ideal tetra-
hedral angle of 109.5◦ and at the same time shows stronger electronic
correlations, hinting at a non-negligible influence of the crystal struc-
ture in this respect. Correlation strength is schematically represented
by the indicated color map. Taken from Ref. (93).

Although the evolution of electronic correlations in response to the 3d electron count has
been studied in BaFe2As2 doping variants as outlined above, a systematic investigation,
comparing electronic correlations in a series of high-quality stoichiometric crystals, where
the average occupation of the 3d bands at the Fermi level (EF) is progressively changed
from 3d4 to 3d10, is missing so far. In addition, such an approach with a full transition metal
substitution would also avoid the additional presence of disorder coming from a random
substitution of Fe or Ba by dopants always present in most of the already investigated
series (e.g. Ba(Fe1−xCox)2As2). Please note that changing the d elements also directly
affects the structure, i.e. different atomic sizes of T may influence bond lengths and bond
angles sterically while different inherent electron affinities of the 3d elements may cause
changes in orbital hybridization and thus affect the bond nature in addition. As discussed
in detail by Yin et al. (56), these changes of structural properties can be related to changes
of electronic correlations. Accordingly, a detailed understanding and mapping of both the
structural changes and the evolution of electronic correlations of this series of BaT2As2 is
worthwhile to obtain more insight in the structure-property relationship in this class of
materials.
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Figure 5.3.1.: Selected structural parameters as a function of the d-band filling in
BaT2As2: (a) The lattice parameters a, b (left axis, black), and c (right
axis, blue) for the tetragonal unit cell. (b) The bond distance between
transition metal T and As d(T -As) (left axis, black). For comparison,
the evolution of the covalent radius (94) (right axis, blue) as a function
of T is shown. (c) The angle αbond in As-T -As. In (a), black and blue
dashed lines are guides to the eye. Red dotted lines in a and b indicate
the linear trend observed for T = Cr, Fe, Co. The uncertainty of the
experimental values is of the order of the size of the data points. Lattice
parameters for T = Fe are adapted from Ref (95). For literature values,
see T = Cr, Co (96), T = Mn (97), T = Ni (98) and T = Cu (99).
Taken from Ref. (100) (own publication). (Measurements and analysis
by S. Selter and S. Wurmehl)

5.3. The substitution series BaT2As2 (T = Cr, Mn, Fe,
Co, Ni, Cu)

In the following chapters, a systematic investigation of the substitution series BaT2As2

(T = Cr, Mn, Fe, Co, Ni, Cu) via thermodynamic methods is presented. Magnetiza-
tion measurements were performed in order to probe the magnetic ground state of the
compounds as well as to verify the good quality of the single crystals. By analyzing
the electronic part of the low temperature specific heat, the average mass enhancement
(m∗/mb) can be extracted and analyzed as a function of the 3d band filling (n). The
mass enhancement data were then compared with structural parameters extracted from
XRD diffraction, in order to explore the effects of structural changes on the electronic
correlations. The study aims at providing a systematic investigation of the evolution of
electronic correlations over a broad range of compositions using a series of single crystals
with homogeneous growing conditions, in order to verify the theoretical predictions present
in literature. (64)
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5.3.1. Structural properties

Fig. 5.3.1 shows the evolution of some relevant lattice parameters throughout the sub-
stitution series from Ref. (100). The a parameter is substantially constant among the
series, while upon substituting T the main effect lies in the shortening of the c axis. (see
Fig. 5.3.1(a)) It has to be noted that, while only a moderate change can be seen for T = Cr-
Co, Ni and Cu substitutions determine a faster decrease of c. The measured values are in
good agreement with previous reports. (95; 96; 97; 98; 99) As shown in Fig. 5.3.1(b), the
bond length of Cr, Fe, Ni, Co compounds change according to the increased ionic radius,
but it appears elongated for Mn and Cu compounds. Therefore, the bonding character is
different for the latter samples. Due to the hybridization between T 3d and As p orbitals,
well known from previous works in literature (101; 102; 103; 104; 105), it is expected that
the bonds would be mostly of covalent nature. In particular, for Mn122 the half-filled
configuration of the 3d orbitals would lead to an elongation of the bond length, while for
T = Cr, Fe, Co, Ni the bond length evolution follows almost exactly the one expected
for covalent bonding. Comparing these parameters with T substitution of other IBS fam-
ilies,e.g. LiTAs and LaOTAs, this trend appears to have universal character for this class
of compounds. (100) In the case of T = Cu, the completely filled d-shell configuration is
energetically favored. Therefore, one of the two 4s electrons is transferred to the d shell of
Cu resulting in a 3d104s1 electronic configuration, while the remaining single 4s electron is
not sufficient to fill the bands of As. This actually destabilizes the uncollapsed structure
and resulting in the so called "collapsed" structure, in which interlayer As-As bonds are
formed, thus influencing the T -As distance.

The trend for the As-T -As bond angle αbond shows two distinct regimes (Fig. 5.3.1(c)),
where a monotonous linear increase is observed across T = Cr-Co and a jump to much
higher αbond values for T = Ni and Cu. A bond angle of αbond = 109.2◦ is found for
T = Mn close to the ideal tetrahedral angle of 109.5◦. (100)

5.3.2. Magnetic properties

In order to probe the magnetic properties of the series BaT2As2 (T = Cr, Mn, Fe, Co,
Ni, Cu), the magnetization was measured as a function of magnetic field and temperature
with the magnetic field applied within the ab-plane.

Fig. 5.3.2(a) shows χ(T ) and M(H) for BaCr2As2 (3d4). The susceptibility is rather tem-
perature independent up to 400 K. However, a small upturn is visible at low temperature,
which can be fitted by a Curie-Weiss law up to ∼40 K consistent with the small curvature
without hysteresis in the M(H) curve at 2 K at low magnetic fields (inset of Fig. 5.3.2(a)).
This most probably denotes the presence of paramagnetic impurities, estimated to be less
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Figure 5.3.2.: Magnetic susceptibility as a function of temperature and magnetiza-
tion as a function of the external magnetic field within the substitu-
tion series for BaCr2As2 (a), BaMn2As2 (b), BaFe2As2 (c), BaCo2As2
(d), BaNi2As2 (e) and BaCu2As2 (f). An external magnetic field of
µ0H = 1 T was applied within the ab plane for all the compositions.
Taken from Ref. (100) (own publication).
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than 0.1%. The overall increase of the magnetic susceptibility upon increasing tempera-
ture above about 100 K is compatible with an AFM ordering at higher temperature as
reported by Filsinger et al. (71) who revealed an AFM transition at TN = 580 K.

Fig. 5.3.2(b) shows the magnetic susceptibility for BaMn2As2 (3d5), which presents a
clear ferromagnetic (FM) phase transition at about 320 K. However, as already reported
by (89; 90), BaMn2As2 single crystals grown by the self flux method may suffer from in-
clusions of a FM secondary phase, ordering at ∼318 K, hinting at the presence of small
residuals of MnAs from the growth. Thus, the observed transition probably corresponds
to a small amount of such a secondary phase in our crystals. In order to extract the intrin-
sic magnetic susceptibility, a Honda-Owen analysis has been performed using isothermal
M(H) curves (106; 107) (inset of Fig. 5.3.2(b)). From the curves it is clear that the FM
secondary phase is already saturated at 3 T and that this contribution is superimposed
to a linear M(H) behaviour. The slope then gives the intrinsic χ value for BaMn2As2.
Considering the value of the intercept for H →0 of the linear high field region, the amount
of the secondary phase inclusions can be estimated to be < 1%. From the extracted in-
trinsic χi(T ) curve (green curve in Fig. 5.3.2(b)), a nearly temperature independent χab

is observed, which coincides with the original curve for T > TC,MnAs. This is in agree-
ment with previously published susceptibility data up to 800 K (89; 90), showing an AFM
transition measured at higher temperature (TN = 625 K), which orders in a G-type AFM
configuration.

BaFe2As2 is well known in literature to have a nearly concomitant structural and mag-
netic transition from a high temperature tetragonal/paramagnetic to a low temperature or-
thorhombic/itinerant antiferromagnetic phase. (108) The magnetization and specific heat
curves (Figs. 5.3.2 (c) and 5.3.5 (a)) find such transition temperature at TS,N ∼ 136 K and
the characteristic linear behaviour of the magnetic susceptibility in the high temperature
region, in good agreement with literature values (109; 110). The small low temperature
Curie tail, together with the absence of visible hysteresis in M(H) at low temperature
(inset of Fig. 5.3.2(c)) speak for the purity of the crystals, i.e. giving no clear indication
for substantial paramagnetic and ferromagnetic impurities, respectively.

BaCo2As2 (3d7), Fig. 5.3.2(d), shows a nearly temperature independent behaviour with
a slightly negative slope at high temperatures and no phase transitions. An upturn below
∼50 K is clearly visible in the curve, but it is not well described by a Curie-Weiss law and
tends to saturate at very low temperature. At high temperatures, M(H) shows a linear
behaviour while at 2 K an additional curvature is observed in the low-field region prob-
ably stemming from PM impurities present in the sample. The amount of paramagnetic
impurities is estimated, as already shown for the Mn compound, to not exceed ∼1% of
the sample mass. The overall behaviour of this compound was discussed in previous stud-
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Figure 5.3.3.: Zero field cooled (ZFC) and field cooled (FC) measurements for
BaNi2As2 at 20 Oe probed down to 3He temperatures (0.48-1 K). A
clear superconducting transition can be seen at TC = 0.6 K. Taken
from Ref. (100) (own publication).

ies (111; 112; 113) as a correlated itinerant paramagnetic system, which is most probably
close to a FM instability, in which the low temperature behaviour of χ(T ) in absence of
sizable hysteresis can be explained by the presence of FM fluctuations in the system.

BaNi2As2 (3d8), Fig. 5.3.2 (e), shows a constant χ(T ) behaviour above 150 K with a
step-like transition at ∼ 137 K, which is associated with a first-order structural transition,
as reported in previous works (114). In this case, contrary to BaFe2As2, the structural
transition is claimed not to be followed by a magnetic AFM ordering. In the low temper-
ature region of the χ(T ) curve a Curie-like upturn is visible. From a Curie-Weiss fit up to
∼ 40 K the Curie constant was extracted as CCW ∼ 3.7 x 10−4 emu K/mol Oe, indicating
the presence of less then 0.5% paramagnetic impurities in the sample. M(H) curves were
measured at 2, 100 and 300 K (inset of Fig. 5.3.2(e)), revealing an overall linear behaviour
for higher temperatures, while the curvature at 2 K in low fields (< 2.5 T) indicates the
presence of paramagnetic impurities already seen in χ(T ). No appreciable hysteresis is vis-
ible in the curves. The sample was further measured at 3He temperatures down to 480 mK
with an applied field of 20 Oe (Fig. 5.3.3). It shows a clear superconducting transition,
determined as TC = 0.6 K by taking the bifurcation point of ZFC and FC measurements
in good agreement with literature values. (114; 115)

Fig. 5.3.2 (f) shows the magnetic susceptibility as a function of temperature and field for
BaCu2As2. The curves reveal an overall diamagnetic behaviour with a small paramagnetic
impurity tail at low temperature. This scenario is supported by a modified Curie-Weiss
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fit for the full temperature regime

χ(T ) = χ0 + CCW

T − θCW
, (5.3.1)

where a diamagnetic component χ0 was added and the overall modelling, resulting in
χ0 = −7.2 × 10−5 emu/mol Oe, CCW = 1.14 x 10−3 emu K/mol Oe, θCW = -0.7 K. In
particular, we obtain a Curie-Weiss constant CCW = 1.14 x 10−3 emu K/mol Oe, which
is two orders of magnitude lower than the value expected for a Cu2+ 3d9 (S = 1/2)
paramagnet. This confirms that the intrinsic magnetic ground state is diamagnetic (3d10

configuration of Cu in BaCu2As2) and it is superimposed with a paramagnetic signal
coming from a small amount of impurities (< 1%). The inset of Fig. 5.3.2 (f) shows
the isothermal M(H) curves at different temperatures. The curve at 2 K shows a sharp
increase of the magnetization at very low fields and a broad maximum at ∼2 T followed
by a decrease in the high-field region. The presence of a maximum can be explained
by the saturation of paramagnetic impurities, dominating at low temperature and low
fields, which restores the intrinsic negative slope at higher fields, corresponding to the
diamagnetic behaviour found in χ(T ) and in line with the negative slope of M(H) at
higher temperature (T = 300 K). The sharp peak in M(H) at 2 K close to zero field is
due to a superconducting signal, with a low critical field Hc ∼ 750 Oe and a measured
Tc ∼ 7.2 K (not shown), which corresponds to the presence of a small amount of lead from
the flux that was used to grow the Cu compound.

Overall, the magnetic behaviour is in agreement with the theoretical predictions for
BaCu2As2 to be an sp-metal, having 3d bands lying far below EF and, thus, yielding a
Cu+ state with fully filled 3d bands (3d10). (116) This configuration was also confirmed
experimentally by ARPES measurements on BaCu2As2 single crystals. (70) However, since
BaCu2As2 is not well studied in literature, this result was corroborated by optical reflectiv-
ity measurements on crystals from the same batch as used for the thermodynamic studies
in this thesis.

5.3.3. Optical conductivity

Fig. 5.3.4 shows the room temperature optical reflectivity of BaCu2As2 (measurements by
M. Knupfer and M. Naumann). The data reveal a broad plasma edge around 0.4 eV and
a high reflectivity value at low energies, which signals metallic behavior and no bandgap
could be detected in the measured energy range. This finding is in agreement with the-
oretical predictions of an sp-metal (116) (see also Section 5.3.2). The reflectivity reaches
a local minimum at around 0.65 eV and starts to increase towards higher energies. This
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Figure 5.3.4.: Optical reflectivity of BaCu2As2 at room temperature taken in the
ab-plane of the crystal. The solid black line represents the measured
data. The result of the Drude-Lorentz fit is shown as dashed red line
(for details of the fit see text). In the inset the optical conductivity
is shown, which results from the fit of the reflectivity data. The in-
dividual components are depicted as dashed lines: narrow (Drude 1,
striped blue) and broad (Drude 2, striped grey) Drude peaks; Lorentz
peaks (Lorentz 1, striped red and Lorentz 2, striped green). Taken
from Ref. (100) (own publication). (Measurements and analysis by
M. Knupfer et al.)

value Drude1 Drude2 Lorentz 1 Lorentz 2
ω0 0 0 0.52 1.50
Γ 0.05 0.34 0.48 0.60
ωp 1.66 1.59 0.81 4.01
ϵinf 9.39

Table 5.3.1.: Summary of the fit parameters of the Drude-Lorentz fit to the reflectivity
of BaCu2As2. Two Drude-components and two Lorentz-components as
well as a dielectric background ϵinf are included into the fit model. The
two Drude terms model the conduction electrons while the two Lorentz
terms and the background dielectric constant, ϵinf , represent the con-
tribution of inter-band transitions in the measured energy range. Each
component is represented by its oscillator strength ωp, its energy posi-
tion ω0 (ω0 = 0 for the Drude terms), and its spectral width Γ. See
Ref. (117) for details. Taken from Ref. (100) (own publication). (Mea-
surements and analysis by M. Knupfer and M. Naumann)
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increase can be related to the contribution of interband-transitions in this energy range
and above. In order to achieve more detailed insight, the reflectivity data were modeled
using a Drude-Lorentz approach (see Ref. (117) for details). Please see table 5.3.1 for a
summary of the fit parameters of our Drude-Lorentz fit.

In total, four different components allowed to describe the data almost perfectly. Two
Drude terms model the conduction electrons while two Lorentz terms and the background
dielectric constant, ϵinf , represent the contribution of inter-band transitions in the mea-
sured energy range. Each component is represented by its oscillator strength ωp, its energy
position ω0 (ω0 = 0 for the Drude terms), and its spectral width Γ. With the help of this
fit the optical conductivity of the sample was obtained which is shown in the inset of
Fig. 5.3.4.

From the modeling of the spectrum with different components, the low energy part can
be well reproduced by two Drude components, a narrow (Drude 1) and a broad one (Drude
2). This is in good agreement to previous optical investigations of related compounds. (93)
As suggested by Nakajima et al. (93), the narrow Drude component represents the contri-
bution from coherent charge carriers, as expected for a system of free charge carriers. In
analogy with cuprate superconductors, the additional presence of a broad peak centered in
the mid-infrared region was interpreted as a consequence of electronic correlations in the
system. Therefore, the relative weight of the narrow Drude component ω2

(p1)/(ω2
(p1) +ω2

(p2))
can be used to estimate the importance of electronic correlations in a given material. For
BaCu2As2 the extracted values is about 0.52, corresponding to a highly coherent metal
and the electronic correlations are, thus, expected to be weak.

5.3.4. Specific heat capacity

The heat capacity of the Fe and Ni compounds was studied, up to high temperatures
in order to probe structural and magnetic transitions already seen in the magnetization
measurements (section 5.3.2). The specific heat data of BaFe2As2 and BaNi2As2 in the
temperature range 2-160 K are shown in Fig. 5.3.5. The well known BaFe2As2 presents
an anomaly at ∼136 K, commonly associated with the almost concomitant structural and
magnetic transitions from the high-temperature tetragonal to the low-temperature spin
density wave (SDW) orthorhombic phase. BaNi2As2 shows a clear anomaly at ∼137 K,
which is in good agreement with previous reports (118; 119). This anomaly is believed
to be exclusively related to a structural transition, but in this case from a tetragonal
to a triclinic symmetry (114). It has been discussed by Chen et al. that the difference
in the electronic configuration of Ni with respect to Fe would result in a change of the
band structure, such that the nesting condition cannot be satisfied for the Ni compound,
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Figure 5.3.5.: Zero-field specific heat as a function of temperature for BaFe2As2 (a)
and BaNi2As2 (b) single crystals in the temperature range 2-160 K.
Taken from Ref. (100) (own publication).

resulting in the absence of antiferromagnetic order. (118)
The other members of this series do not show any anomaly in the magnetic susceptibility

for 50 K < T < 400 K, therefore Cp(T ) was measured in the low-temperature range (2-
50 K) only. In the following, the used approach to extract the Sommerfeld coefficients γexp

from the specific heat data will be explained in more detail.
As introduced and discussed in Section 2.2, the specific heat at low temperatures, i.e.

for T ≪ θD, and in absence of other contributions (e.g., due to magnetic ordering or
Cooper pairing), can be modeled as

Cp(T ) = γT + βT 3, (5.3.2)

where γ is the Sommerfeld coefficient related to the electronic contribution to the specific
heat, while βT 3 accounts for the lattice contributions within the low-temperature approx-
imation of the phononic specific heat. We applied this approach to the specific heat data
of each specific compound across the BaT 2As2 series with T = Cr-Cu. Fig. 5.3.6 shows
Cp

T
(T 2), while table 5.3.2 summarizes the resulting Sommerfeld coefficients, and Debye

temperatures, together with the ground states and the transition temperatures for the
different compounds of the series.

BaCr2As2 (3d4) is an itinerant antiferromagnet (AFM) (120; 71) below TN = 580 K,
viz., the magnetic transition occurs much above the temperature range discussed in the
work at hand. Hence, the magnetic entropy contribution associated with the magnetic
transition at very high temperature can be neglected in the low temperature range and only
a non-negligible electronic contribution to Cp(T ) at low temperature owing to the metallic
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Compound γexp γth ΘD[K] GS Transitions
BaCr2As2 19.4(1) 9.3(120) 257 AFM(71) TN=580 K(71)
BaMn2As2 3.0(2) - 261 AFM(90) TN=625K(90)
BaFe2As2 5.8(1) 7.6(3)(109; 110) 276 AFM(109) TS,N=136 K
BaCo2As2 44.2(2) 20.0(111) 287 PM -
BaNi2As2 13.3(2) 9.37(111; 115) 239 SC TC=0.6 K,

TS=137 K
BaCu2As2 1.8(4) 2.96(116) 225 DM -

Table 5.3.2.: Table 5.3.2 summarizes the experimental and theoretical Sommerfeld co-
efficients (γexp and γth, respectively) for each composition (3d4 to 3d10),
the Debye temperature (θD), the ground state (GS) and the experimen-
tal values for transition temperatures from magnetization and specific
heat measurements. The magnetic ground state is indicated either as
antiferromagnetic (AFM), paramagnetic (PM), superconducting (SC)
or diamagnetic (DM). Taken from Ref. (100) (own publication).

character of the material needs to be considered in addition to the lattice contribution.
A fit to the data between T ∼ 2-7 K yields γ ∼ 19.4(1) mJ/mol K2, which is in good
agreement with previous measurements (120; 71).

BaMn2As2 (3d5) is reported to show a phase transition into an antiferromagnetic state
at high temperature (TN = 625 K), so that the magnetic contribution to Cp at low temper-
ature can be neglected similar to BaCr2As2. A zero γ value would be expected from the
semiconducting ground state probed by transport and ARPES measurements (89; 90; 121).
However, we find a very small value γ ∼ 3.0(2) mJ/mol K2 for BaMn2As2 in good agree-
ment with previously reported measurements on this compound (89; 90), which probably
originates from the presence of impurity states within the semiconducting gap. These im-
purity states may give rise to a small non-zero contribution to the electronic specific heat
at very low temperatures rendering the observed non-vanishing γ to be most probably of
parasitic origin.

BaFe2As2 (3d6) is known to have an antiferromagnetic spin density wave (SDW) ground
state with gapped spin excitations (∆SDW = 9.8(4) meV) (122), thus, in the fitted region
(T ∼ 2-7 K), magnetic contributions to Cp can be neglected as well. From a linear fit
of Cp

T
(T 2) we obtain γ ∼ 5.8(1) mJ/mol K2 in good agreement with previous measure-

ments. (109; 110).
BaCo2As2 (3d7) shows a broad region of linearity characterized by a large electronic con-

tribution, γ ∼ 44.2(2) mJ/mol K2, which is in good agreement with literature values (111).
From magnetization measurements (see Section 5.3.2) a rather constant susceptibility hints
at an itinerant paramagnetic behaviour (111). Therefore, the low-temperature specific heat
can be correctly approximated by Eq. 5.3.2. Note that a renormalized χ value above the
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Figure 5.3.6.: Low temperature Cp

T (T 2) for all compounds of the BaT 2As2 (T = Cr,
Mn, Fe, Co, Ni, Cu) series at zero external magnetic field (full symbols)
together with the linear fits used to extract γexp. It has to be noted
that the linearity region found for Ni and Cu compounds is reduced
with respect to the other compositions, probably due to the smaller
extracted Debye temperatures, θD. (see table 5.3.2) Therefore, for these
compositions, the higher order term (δT5) was added to the lattice
contribution, thus giving a good modeling of the data up to higher
temperatures. The linear contributions for these two compositions are
signaled by dashed lines for comparison. Taken from Ref. (100) (own
publication).

expected Pauli susceptibility suggests the presence of ferromagnetic fluctuations in the
system (see Section 5.3.2), and may also influence the measured Sommerfeld coefficient.

BaNi2As2 (3d8) undergoes a superconducting transition at Tc = 600 mK, far below the
fitting region of our Cp data and has been shown to exhibit an overall itinerant para-
magnetic behaviour in the normal state (see table 5.3.2), thus, not affecting the low-
temperature analysis (T ∼ 2-7 K) of CP

T
, which gives γ ∼ 13.3(2) mJ/mol K2.

As previously discussed for our magnetization data in section 5.3.2, BaCu2As2 shows
an overall diamagnetic behaviour, which would support the idea of a closed configura-
tion of the 3d shells lying far below EF, as supported by theory calculations (116) and
ARPES measurements (70). Therefore, the low-temperature Cp can be correctly mod-
eled by considering electronic and phononic contributions only, yielding a Sommerfeld
coefficient γ ∼ 1.8(4) mJ/mol K2. This value is very close to zero, but, since optical spec-
troscopy data clearly demonstrate the metallic nature of this compound (section 5.3.3), we
can rule out an artificially lowered γ value due to the presence of a small bandgap down
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Figure 5.3.7.: Quasiparticle mass enhancement values extracted from specific heat
measurements as function of the d-band filling n. The value for
KFe2As2 from our previous work was added for comparison (79). The
dashed line is a guide to the eye, which shows the general trend pro-
posed in this work for n > 5. Taken from Ref. (100) (own publication).

to the resolution limit of ∼ 50 meV. Therefore, we conclude that the obtained value is
representative of the electronic contribution of Cp.

5.3.5. Quasiparticle mass enhancement

As described in Section 2.2, the experimentally obtained Sommerfeld coefficient can be
used to obtain the corresponding degree of electronic correlations by considering the pro-
portionality to the density of states at EF and to the effective mass of the quasiparticles,
γ ∝ ρ(EF) ∝ m∗. The measured γ value renormalized with respect to the value from
band theory calculations, obtained within the independent electron approximation, allows
to estimate the presence of electronic correlations and their strength via

γexp

γth

= m∗

mb

, (5.3.3)

where γexp are the experimentally measured values, discussed in the previous section, and
γth are the values calculated using band theory; m∗ and mb are the effective masses for the
correlated system and for the free electron approximation, respectively. It has to be noted
though, that in multi-band correlated 3d electron systems one deals with orbital-dependent
effective masses, m∗. Therefore, as previously discussed in Section 5.2 and in Ref. (74),
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the renormalized mass enhancement extracted from specific heat ultimately represents an
average over different bands of the Fermi surface (FS), only.

Fig. 5.3.7 summarizes the extracted quasiparticle mass enhancement values as a function
of 3d band filling, while the dashed line highlights the trend proposed in the present work.
For more than half-filled configurations (3d7 to 3d10; viz., from BaCo2As2 to BaCu2As2)
the data clearly show a monotonic decrease of the mass enhancement ( m∗

mb
) upon 3d band

filling towards the fully filled configuration realized for BaCu2As2 (3d10), which shows a
value close to unity reflecting a very weak degree of correlation in this compound. This is
in agreement with the optical conductivity data (see Section 5.3.3). In fact, by modeling
the spectra, the degree of coherence in BaCu2As2 appears to be further increased with
respect to the coherence values reported in literature (93) for other members of the series.
In order to get a more general picture of the mass enhancement in pnictides, we included
the quasiparticle mass enhancement of the itinerant heavily hole-doped KFe2As2 with an
average 3d5.5 filling, which is much higher than all other compositions of the BaT2As2

series.
It has to be noted that BaFe2As2 and BaMn2As2 significantly differ from the general

trend of the mass enhancement across the series. As already discussed by Hardy et al. (72;
73), the opening of a spin-density wave (SDW) gap for BaFe2As2 decreases its DOS at the
Fermi level. This results in a lowered value of the Sommerfeld coefficient (γ ∝ ρ(EF)),
which is not taken into account in the calculated γth, resulting in an artificially diminished
value of the mass enhancement. This is in line with our observations that BaFe2As2 does
not follow the general trend of the series on an absolute scale. The other exception is
BaMn2As2 due to its semiconducting ground state, rendering it impossible to extract the
mass enhancement value for the 3d5 configuration and is thus not included in Fig. 5.3.7.

In particular, considering the (average) mass enhancement trend as visualized by the
dashed line in Fig. 5.3.7, the overall monotonic increase of the electronic correlations while
approaching the half-filled configuration (3d5) is in agreement with the predictions by de’
Medici et al. (63; 64), taking into account the effect of Hund’s coupling in multi-band cor-
related electronic systems. In fact, for non negligible values of JH, electronic correlations
are expected to be maximal in close proximity to the half-filled configuration (3d5) and
progressively decreasing while departing from such value towards the fully filled and empty
configurations for a broad region of possible U/D values (see Section 5.1). By compar-
ing the obtained values with the quasiparticle mass enhancement of the itinerant heavily
hole-doped KFe2As2 with an average 3d5.5 filling, it turns out that the mass enhancement
is much higher in KFe2As2 than for all other compositions of the series BaT2As2 (T = Cr,
Mn, Fe, Co, Ni, Cu), specifically (m∗

mb
∼ 9.3 (79; 74)). This may suggest that the elec-

tronic correlations could be even higher for the half-filling configuration that would be
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Figure 5.3.8.: Summary of the relevant parameters discussed in this work on the sub-
stitution series BaT2As2 (T = Cr, Mn, Fe, Ni, Co, Cu) as a function of
the 3d band filling; for details see text and Figs. 5.3.1 and 5.3.7. Taken
from Ref. (100) (own publication).

realized by BaMn2As2 (3d5). A recent realization of the 3d5 configuration in a metallic
material has been reported by Filsinger et al. for BaFeCrAs2 with γ ∼ 65 mJ/mol K2

and m∗

mb
∼ 5.5 (71), supporting the prediction of strong electronic correlations in the

iso-electronic BaMn2As2.
We observe that m∗

mb
∼ 2.2 for the 3d4 configuration (BaCr2As2), and which is of the

same order of magnitude than the mass enhancement for compounds n > 5. According
to the theoretical predictions (63; 64), electronic correlations are expected to have a rather
symmetric behaviour with respect to the 3d5 configuration, thus decreasing from the 3d5 to
the empty band configuration (3d0). The present results from specific heat measurements,
however, do not allow to unambiguously discuss the trend of the mass enhancement for
less than half-filled configurations due to the limited number of compounds for n < 5.
Therefore, other compositions in this region would be highly desirable in order to better
understand the evolution of electronic correlations in multi-band 3d systems, as well as
the role of the Hund’s rule coupling term in iron-based superconductors.

5.3.6. Discussion

In this section, the evolution of the mass enhancement as a function of band filling (3dn)
will be related to the most relevant structural parameters (discussed in Section 5.3.1).

As previously discussed by Yin et al. (56), the mass enhancement can be related to the
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relevant geometrical parameters of the TAs4 planes: in particular the bond angle αbond and
the bond length d(T -As). In fact, on the one hand, considering the Hubbard model (123),
at constant values of the on-site Coulomb interaction, an increase (decrease) of the bond
length reduces (increases) the hopping probability (ti,j) between neighbouring sites, thus
contributing to increase (decrease) the effective mass (m∗) of the charge carriers for a
particular orbital. On the other hand, the bond angle, αbond, parametrizes the shape of
the tetrahedral coordination of the T atom, which determines the magnitude of the crystal
field splitting (∆) and, thus, the average occupation of the individual 3d orbitals. In fact,
the crystal field is increased when αbond deviates from the ideal tetrahedron (109.5◦),
thus determining a depopulation of the higher correlated t2g orbitals in favor of the lesser
correlated eg levels.

Following from the above considerations, we will exclude the end member, BaCu2As2,
from the rest of the discussion. In fact, given its 3d10 configuration (discussed in Sec-
tions 5.3.2, 5.3.3 and 5.3.4) the d electrons do not participate in the conductance, i.e.,
their effective masses are not affected by orbital overlapping or crystal field splitting.

Fig. 5.3.8 summarizes the evolution of the relevant parameters discussed in this work.
As shown, the trend found for m∗

mb
as a function of 3d filling can be traced also in the

As-T -As bond angle, αbond, by considering its relative difference from the ideal tetrahe-
dral bond angle of 109.5◦, proportional to the crystal field (∆). While BaMn2As2 shows
αbond = 109.2◦, close to the ideal angle, the difference increases monotonously with 3d fill-
ing towards BaNi2As2 (3d8), corresponding to decreasing correlations. The trends found
from our data are in good qualitative agreement with the ones observed using optical
spectroscopy by Yin et al. (56) for stoichiometric compositions of Fe-based compounds.
Therefore, it is reasonable to think that the crystal field (∆) also plays an important role in
determining the magnitude of electronic correlations in this substitution series. Following
from these observations, the further decrease of αbond for BaCr2As2 (3d4) can be a further
hint at a decreasing trend in correlations for n < 5.

The bond angle close to the ideal tetrahedral angle (109.5◦) for BaMn2As2 (3d5) further
supports the scenario of maximal electronic correlations for this compound. In addition,
the T -As bond length shows significant changes over the substitution series. Nevertheless,
for most of the compositions such difference can be reasonably explained by the progressive
change in size of the transition metal, T . In fact, as previously discussed in Section 5.3.1,
while for T = Cr, Fe, Co, Ni the T -As bond is comparable with the covalent radius
associated with T , for T = Mn the bond length results significantly elongated. Thus, it is
reasonable to think that the hopping probability between neighbouring orbitals along this
bond is lower for BaMn2As2, leading to an increased localization and a higher effective
mass of the charge carriers.
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6. Revisiting the phase diagram of
electron doped LaFeAsO single
crystals

6.1. The nematic phase in Fe-based superconductors

As mentioned in Chapter 4, the study of the phase diagrams of different Fe-based super-
conductor family is important for the understanding of the interplay between the different
phases. In particular, such analysis allows to understand which orderings can contribute
to stabilize and which are detrimental to the superconducting phase. Fig. 6.1.1, shows a
general phase diagram common to many IBS compounds. In this respect, the so called
nematic phase is one of the most studied in this field, being common to the mother com-
pounds of many families of iron-based superconductors. (124; 125; 126; 127; 128; 129)

The nematic order manifests itself as an overall breaking of the C4 rotational symmetry
within the FeAs planes, reducing to a C2 symmetric configuration, while preserving the
translational symmetry. The term "nematic" was chosen in analogy with the theory of
liquid crystals, where the nematic order shows aligned the rod-like molecules along an axis
called directrix, which constitutes the order parameter of such a phase. (124) Conversely,
for the nematic phase in condensed matter different order parameters closely intertwined
with each other have been found. Such orderings ultimately result in different anisotropic
quantities in the ab plane (illustrated in Fig. 6.1.2): (i) a structural distortion from a
tetragonal to an orthorhombic symmetry (134); (ii) an orbital ordering, in which the
degeneracy between the dxz and dyz orbitals (135), lying in the ab plane is lifted, which
results in e.g. anisotropic transport properties in the x and y directions (see Fig. 6.1.3); (iii)
a magnetic ordering, through a stripe-type antiferromagnetic SDW phase, producing in-
plane anisotropic magnetization values. (136) A phenomenological theoretical description
of the nematic phase can be written through the free energy expression, using the Ginzburg-
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Figure 6.1.1.: Schematic phase diagram of electron doped BaFe2As2, exemplifying the
different phases for iron-pnictides and emphasizing the role played by
nematic order and nematic fluctuations. SDW denotes the spin-density
wave state, SC the superconducting phase, PM the paramagnetic phase,
and Tet the tetragonal phase. Tetragonal symmetry is only broken be-
low the nematic/orthorhombic transition line, but nematic fluctuations
remain at higher temperatures, as discussed at the end of this sec-
tion, and can be probed by shear modulus (130; 131) and resistivity
anisotropy (132; 133) measurements. Taken from Ref. (127).
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Figure 6.1.2.: Schematic representation of the different order parameters involved in
the nematic phase of iron-based superconductors: (a) Orthorhombic
distortion (solid line) within the ab plane from the high temperature
tetragonal (dashed line) symmetry. (b) In-plane anisotropy in the mag-
netic susceptibility χi,j = mi/hjwhere mi denotes the magnetization
along the i direction induced by a magnetic field hj applied along the
j direction. (c) Splitting between the dxz and the dyz orbitals (orange
and blue lines, respectively) shown in the lower panel, corresponding
to a distortion of the Fermi surface pockets. Taken from Ref. (125).

Landau approach for the order parameters (ψ1, ψ2, ψ3), as

F [ψ1,ψ2,ψ3] = 1
2χ
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2 + λ1,3ψ1ψ3 + 1
2χ

−1
3 ψ2

3 + h.o., (6.1.1)

where the leading instability is signaled by the order parameter ψ1, while the other ones
(ψ2, ψ3) are coupled to the main one via the constants λi,j, highlighting the interdepen-
dence of the order parameters that participate into the overall nematic phase. The inverse
of the coefficients of the quadratic terms, χ1, χ2 and χ3, containing the information of
the temperature dependence in the Landau formula, represent the nematic susceptibility
of the different orderings. (125) Presently, it is still unclear which of the order param-
eters is actually driving the nematic transition. Nevertheless, it appears clear that the
extremely small values of the orthorhombic distortion (δ ∼ 10−3) makes it unlikely to
be the leading order for the transition. For this reason, it is often referred as electronic
nematic phase. (124; 125) The electronic origin of the nematic phase was demonstrated by
different experimental works. In particular, Chu et al. (132; 137) reported an anisotropic
resistivity in strained BaFe1−xCoxAs2 single crystals, showing a divergent behavior of the
susceptibility of an electronic nematic order parameter at the strucural transition, proving
that it is able to drive TS (see Fig. 6.1.3 (a)). It is important to notice that the symmetry
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Figure 6.1.3.: Manifestations of orbital anisotropy in the nematic phase for
Ba(Fe1−xCox)2As2 by the application of uniaxial strain in the ab plane:
(a) resisitivity anisotropy between the a and the b axes as a function
of Co doping; (b) anisotropic band splitting between the dxz and dyz

bands in twinned sample of Ba(Fe0.975Co0.025)2As2 in the nematic phase
obtained by ARPES measurements, while in the detwinned sample only
one band is present for Γ-X/Y cuts of the Brillouin zone. Taken from
Ref. (136) for (a) and Ref. (132) for (b).

of all order parameters is broken at the nematic transition temperature (Tnem ≡ TS) (125),
even if long-range ordering is reached at a different temperature. As an example, this
happens for the magnetic instability, for which the symmetry of the spin fluctuations is
already broken at TS, while long-range magnetic ordering generally happens at lower tem-
perature TN. This makes more difficult to disentangle the different effects and find the
leading instability in the system, while at the same time it does not allow to exclude
magnetism as the main order parameter, despite TN ≤ TS in many systems. Therefore,
two different scenarios were proposed, namely: (i) a spin-nematic scenario, which considers
that anisotropic spin fluctuations associated to (and often precursing) a SDW ordering can
induce nematicity; (ii) an orbital-nematic scenario, in which orbital imbalance is leading
lattice and spin anisotropies. (124)

Early theoretical studies pointed out that the conventional electron-phonon coupling is
not able to account for superconductivity in IBS (138) and different electron-electron pair-
ing mechanisms were proposed. (139; 140) It is commonly believed that the fluctuations
of the leading order parameter of the nematic phase, would also be the most probable
candidate as the pairing glue for superconductivity in these materials. Also, whether the
nematic transition is driven by charge/orbital or spin fluctuations is of primary impor-
tance for understanding the superconducting state in Fe-based SCs, in that it would give
important information about the symmetry of the order parameter. (18; 141)
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In particular, within the IBS family, theoretical calculations by Chubukov et al. (142)
show that, according to the size of the electron pockets at the Fermi level, in BaFe2As2

and LaFeAsO the leading instability is expected to be a spin density wave, while for
FeSe it would most probably be orbital ordering. This issue is intensively studied in
IBS by means of various experimental techniques. One important way to assess this
is to consider the nematic fluctuations preceding the structural transition by measuring
the nematic susceptibility (χi) connected to the main order parameter, which can be
obtained by different experimental techniques. (27) As an example, the shear modulus
of many IBS was measured by ultrasound and three point bending techniques, shown in
Fig. 6.1.4 (a) for Ba(Fe1−xCox)2As2, which can be related to the nematic susceptibility. The
good scaling demonstrated with the relaxation rate (1/T1T ) probed by nuclear magnetic
resonance (NMR) measurements, representing the fluctuating response of the spin system
(Fig. 6.1.4 (a)), strongly supports the spin-nematic scenario for 122 systems. (143; 27) The
origin of the nematic phase in FeSe is not yet settled, since different experimental probes
suggest opposite scenarios. In fact, given the absence of long-range magnetic order in this
compound, it seems reasonable to think that spin fluctuations are not leading the nematic
phase. From NMR measurements (144; 145; 60), the absence of spin fluctuations for
T > TS confirmed by the Korringa scaling found above the transition, in direct contrast
to 122 compounds, suggests that spin fluctuations are not responsible for the nematic order.
In a more recent work by He et al. on FeSe (146), short-range magnetic correlations are
reported from strained magnetic susceptibility and magnetostriction measurements in the
ab plane. This study supports the idea of a spin-nematic scenario also in 11 systems, thus
pointing at a common origin of the nematic phases with the 122 compounds. Following
the above argument, a recent NMR work on La1111 single crystals (147), found a very
similar temperature dependence above the structural transition in the 1/T1T curves of Co
doped La1111 and Ba122 with similar TS, thus suggesting spin fluctuations as the leading
instability for both 122 and 1111 systems.

As a matter of fact, for real materials the nematic transition (Tnem) does not change the
lattice symmetry as a whole, but tends to form structural domains of opposite orientations
(twinning). As a consequence, while generally local probes (e.g. STM, ARPES, NMR)
are able to resolve such domains and analyze their properties, the twinning of the lattice
generally hinders the use of bulk techniques for the detection of such phase. The pres-
ence of structural domains was also proven experimentally by Tananar et al. using X-ray
diffraction studies (148). Therefore, the application of a small uniaxial stress along the
crystallographic axes related to the low symmetry phase is able to polarize the structural
twins, in complete analogy with the application of an external magnetic field for a ferro-
magnetic material (125), as demonstrated by an early study of I. R. Fisher et al. (149).
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Figure 6.1.4.: (a) Scaling between normalized shear modulus (C66/C66,0) from three
point bending and relaxation rate (1/T1T ) from NMR measurements,
supporting the spin-nematic scenario for Ba(Fe1−xCox)2As2. The inset
shows the scaling parameters as a function of Co content. (b) Compar-
ison between 1/T1T as a function of temperature for Co doped Ba122
and FeSe. The black arrows signal the structural transitions TS. Taken
from Ref. (143).

Details on the technique used for this study are given in Section 6.3.2.
From the above considerations, it appears evident that the information about the dif-

ferent order parameters, being profoundly intertwined with each other, is necessary to
correctly describe the behaviour of IBS. In this context, thermodynamic probes can give a
comprehensive description of the macroscopic properties of these materials. In particular,
by means of thermal expansion measurements, it is possible to precisely follow the tem-
perature evolution of the orthorhombic distortion and the structural order parameter. As
discussed in this section, although this order is not the leading instability, it is regarded
as the hallmark of the nematic phase.

6.2. The phase diagram of 1111 systems

As already mentioned in sections 4.4 and 6.1, the precise determination of the phase
diagrams of different families of IBS is of primary importance in order to investigate the
nature of high-temperature superconductivity in this class of materials.

The phase diagram of electron-doped 1111 systems (e.g. Fig. 6.2.1 (a) and (b)
and 6.2.2 (b)) has been extensively studied for polycrystalline samples over the past
decade. (47; 150; 61; 151; 152; 153) Interestingly, this family of compounds, REFeAsO

78



6.2. The phase diagram of 1111 systems

Figure 6.2.1.: (a) Phase diagram of F-doped LaFeAsO polycrystals built from dif-
ferent probes. Taken from Ref. (151). (b) The electronic phase dia-
gram of LaFe1−xCoxAsO. Tanom denotes the resistivity anomaly tem-
perature for the SDW transition. Tmin separates the metallic and
semiconducting-like regions in the normal state of superconductors.
Taken from Ref. (158).

(RE= La, Ce, Sm, Gd), presents all the orderings typical of the nematic phase and,
different from other iron pnictides, has well separated structural and magnetic transi-
tions, showing a broad region of electronic nematic order below ∼160 K. Bulk supercon-
ductivity can be induced by a small amount of electron doping and this family consti-
tutes the highest achieved superconducting transition temperatures (Tc) to date among
IBS. (38; 154; 155; 156; 157) Despite the lower Tc, LaFeAsO proves to be particularly
interesting for the study of such phenomena, because it is not influenced by an additional
magnetic sublattice forming in the REO layers coming from 4f electrons, compared to
e.g., SmFeAsO. Also, compared to other RE1111 compounds, the nematic/orthorhombic
phase is suppressed earlier and the emergence of superconductivity happens at lower dop-
ing. In fact, the magnetism of RE ions (e.g. Ce, Sm) is believed to stabilize the long-range
SDW phase in these systems, supporting a competing interaction between magnetism and
superconductivity. (159) Previous studies on La1111 polycrystals demonstrated a strong
suppression of the nematic phase with increasing F doping, showing a first-order-like
transition as a function of electron doping (at ∼ 5%), finding a clear separation be-
tween the antiferromagnetic spin density wave (SDW) and the superconducting phase
(see in Fig. 6.2.1 (a)). (159; 160; 161; 162; 163; 164; 165) This picture appears to be con-
firmed in the case of Co-doped LaFeAsO polycrystals, shown in Fig. 6.2.1 (b), where the
SDW/nematic transitions are only observable above ∼100 K and disappear already at
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Figure 6.2.2.: (a) NQR spectra of La1111 polycrystals, showing the development of a
double peaked structure upon F substitution, coming from the differ-
ent electronic environments, namely high-doping-like regions (HD) at
higher frequency and low-doping-like regions (LD) at lower frequencies.
The lower frequency peak corresponds to the parent compound, while
at higher doping levels the single peak structure is recovered, corre-
sponding to the optimally doped composition (x = 0.11). Taken from
Ref. (159). (b) Phase diagram of REFeAsO1−xFx (RE = La, Ce, Sm)
as a function of xNQR/xFSWT, that approximate the actual electron
doping level upon F substitution. The broad lines are guides for the
eye. Taken from Ref. (159).

very low doping levels (< 2.5%). Superconductivity only develops above this threshold,
suggesting competition between these phases. (166; 158) In this respect, the phase diagram
of electron-doped La1111 seems to be rather unique with respect to other families of IBS
as well as to other RE1111 systems. More recent nuclear magnetic resonance and nuclear
quadrupolar resonance (NQR) studies (159; 160) suggest a more gradual suppression of
the SDW/nematic phase in F-doped La1111 (see Fig. 6.2.2 (b)). The apparent discrepancy
between these studies highlights the need of further investigations of the phase diagram of
this system.

In addition, a NQR analysis of F-doped La1111 showed that for this class of compounds
the electron content is not increased in a uniform way within the FeAs planes upon F
doping, but instead intrinsic electronic phase separation occurs on the nanoscale, resulting
in high-doping-like (HD) and low-doping-like (LD) regions. (167; 159) In fact, the NQR
spectra (Fig. 6.2.2 (a)) show that, while for the parent compound a rather homogeneous
electronic environment can be inferred from the single peak (LD-like) in the spectrum, as
electron doping (F dopants at O sites) is introduced, one additional peak (HD-like) develops
at slightly higher frequencies, signaling the simultaneous presence of two different electronic
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environments. With increasing doping, the spectral weight is gradually transferred to the
high frequency peak, such that the full spectral transfer is then associated to the maximum
in Tc (optimally doped composition). A similar behavior was recently found for Co-doped
La1111 polycrystals. (168) In this way, it is necessary to estimate the actual electron
transfer to the Fe sites within the ab plane upon O1−xFx substitution, by considering the
relative intensity of the HD-like peak (xNQR) with respect to the value associated to the
full spectral weight transfer (xFSWT). It has been shown that the AFM/nematic order
develops in the LD-like regions of the sample, while it is not present in the HD-like ones,
which are in turn most probably hosting superconductivity. (160; 168) In this picture, the
spatial prevalence of LD(HD)-like domains eventually determines the AFM (SC) ground
state and it is then induced to the neighboring regions by proximity. Thus, the gradual
suppression of the SDW phase and the onset of superconductivity was interpreted as related
to a percolation threshold for the HD-like regions, at which bulk superconductivity can be
achieved. (159) These results suggest a more complex interplay between the phases and
also underline the importance of combining bulk and microscopic techniques for the study
of 1111 systems.

In Section 4.4, the general phase diagrams for the 122, 11, 111 and 1111 families were
introduced. It was shown in different experimental works (169; 170; 51), through the sys-
tematic comparison of many transition metal (T ) substitutions in BaFe2As2, that in the
122 family of IBSs the suppression of the nematic/SDW phase is a necessary condition for
the emergence of superconductivity (shown in Fig. 6.2.3 (a)). In addition, detailed thermo-
dynamic studies of the 122 family (Ba1−xNaxFe2As2, Sr1−xNaxFe2As2, BaFe2(As1−xPx)2),
revealed a multitude of new magnetic phases arising in the vicinity of the superconducting
dome, thus providing further insight into the interplay of such phases with superconductiv-
ity. (171; 172; 173; 174) Therefore, in BaFe2As2-related compounds the nematic and SDW
orders appear to be competing with the establishment of the superconducting phase. In
fact, following the phase boundaries within the SC dome, the maximum value of Tc seems
to correspond to the full suppression of the nematic order, strongly supporting the idea of
nematic fluctuations as pairing glue for superconductivity. Similar approaches were suc-
cessfully applied to FeSe crystals, that appear to behave differently from other Fe-based
compounds and the effect of nematicity on superconductivity is still debated. As an exam-
ple, in FeSe1−xSx the increase of the superconducting transition temperature appears to
be followed by an enhanced orthorhombic distortion, in sharp contrast to other Fe-based
compounds. (60; 175; 145) Fig. 6.2.3 (b) shows the phase diagram of FeSe as a function
of applied hydrostatic pressure, where interestingly the emergence of a long-range SDW
ordering can be induced at p ∼ 1-2 GPa. In contrast, as long as a pressure induced SDW
phase in stoichiometric FeSe develops (i.e. TN increases), Tc has a plateau, while it rises
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Figure 6.2.3.: General phase diagram of Ba(Fe1−xTx)2As2: (a) T − x phase diagrams
for Co-, Ni-, Cu-, and Cu/Co-dopings of BaFe2As2. Here, x represents
the number of substitutional transition metal ions per Fe site. (b) T−p
phase diagram of FeSe as a function of applied hydrostatic pressure (p).
Taken from Refs. (169; 51) and (176), respectively.

again as TN decreases. (176) This would suggest that, while a cooperative interaction may
happen between orthorhombicity and superconductivity, differently from other IBS, the
latter might still compete with itinerant long-range magnetism, in accordance to what was
discussed for 122 compounds. This further suggests spin fluctuations, accompanying the
suppression of long range magnetism, as a possible candidate for the pairing mechanism in
HTS. In this context, a precise determination of the phase diagram of 1111 systems of sin-
gle crystals is highly desirable, because the understanding of the origin of nematicity and
the study of its possible interplay with the magnetic and superconducting phases may give
important hints on the nature of the pairing mechanism in this class of high-temperature
superconductors. (171; 172; 173; 174; 60; 175; 145)

6.3. Revisiting the phase diagram of LaFe1−xCoxAsO on
single crystals

In the present work, the phase diagram of Co-doped LaFeAsO was re-investigated on
macroscopic faceted single crystals by means of thermodynamic probes. Magnetization
and specific heat measurements were used to probe the suppression of the antiferromag-
netic SDW transition as a function of nominal Co content. The direct substitution of the
Fe sites by Co ions, despite inducing a higher degree of structural disorder, with respect
to F doping, assures a better control on the electron doping by substituting the dopant
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Figure 6.3.1.: (a) Crystal structure of LaFeAsO, evidencing the doping sites for in-
plane Co doping and out-of-plane F doping (top-left). Images of sin-
gle crystals (top-right) and crystal orientation (bottom) of the parent
compound. The twinned and detwinned directions are evidenced in the
picture in red and blue, respectively. Picture modified from Ref. (177).
(b) Doping values determined by EDX vs nominal Co content. Taken
from Ref. (178).

directly within the FeAs plane. In order to investigate the evolution of the orthorhombic
distortion and to verify the presence of a long-range nematic phase particularly in the
higher-doping region, the temperature dependence of the linear thermal expansion coeffi-
cient was measured in the a and b crystallographic axes for several Co doping compositions.

6.3.1. LaFe1−xCoxAsO single crystals

Although LaFeAsO was the first reported compound of this class of superconducting ma-
terials, the lack of macroscopic single crystals had hindered a more comprehensive inves-
tigation of superconductivity in the 1111 family for long time. The successful growth of
macroscopic faceted LaFe1−xCoxAsO single crystals by Solid State Crystal Growth (SSCG)
was recently reported. (177; 178) The growth process resulted in macroscopic single crys-
tals up to a maximum size 1 x 3 x 0.4 mm3 (shown in Fig. 6.3.1 (a) for the parent
compound). As discussed in Chapter 4, most of the physical properties in IBS follow from
the crystallographic structure and bonding within the FeAs planes and in particular from
the Fe 3d and As 4p orbitals. Notably, one of the main difficulties encountered in studying
LaFeAsO1−xFx polycrystals was the precise determination of the actual electron transfer
at the Fe sites as a function of nominal F substitution (see Section 6.2). Therefore, the use
of in-plane Fe1−xCox substitution with respect to out-of-plane O1−xFx (see Fig. 6.3.1 (a)),
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Figure 6.3.2.: (left panel) Length change of the detwinned direction (∆b/b0) for dif-
ferent applied uniaxial pressures for the 4.5% Co sample. The twinned
curve is plotted for comparison. (right panel) Orthorhombic order pa-
rameter (δ) calculated as a function of pressure.

although contributing to increase the in-plane disorder, assures a better control on the
electron doping upon Co substitution. Co doping compositions throughout the series were
measured by energy dispersive X-ray diffraction (EDX), giving a good agreement with the
nominal compositions, as shown in Fig. 6.3.1 (b).

The use of single crystals is especially important for the investigation of IBSs, for which
the study of the anisotropic quantities within the ab plane is crucial to investigate the
nematic phase as a precursor to superconductivity (see Section 6.1). (179; 147; 180; 181)
Fig. 6.3.1 (a) shows the orientation of LaFeAsO single crystals and the relevant orientation
for thermal expansion measurements (as described in Section 3.3) are highlighted in red
and blue. In particular, for the purpose of this study, the improved growth along the c axis
with clear facets allows a more precise orientation of the crystals for thermal expansion
measurements in order to resolve the small lattice distortion in the ab plane. Although
other papers show various measurements on 1111 single crystals (182; 183; 184), a thorough
investigation of the phase diagram of La1111 had not been reported in literature before.

6.3.2. Detwinning of single crystals

As discussed in Section 6.1, Fe-based materials tend order forming structural twins,
therefore the detwinning of single crystals is very important in order to disentangle the
anisotropic properties that characterize the magnetic/nematic phases. Due to the partic-
ular design of the dilatometer, a small uniaxial force is always applied to the sample in
order to fix it to the capacitor plates. This force can be used to actively detwin the La1111
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crystals, as demonstrated by previous reports for other IBSs. (172; 174; 171) By orienting
the crystal in the [110]T direction in the tetragonal phase, a so-called detwinned measure-
ment is performed yielding ∆b/b0 in the orthorhombic unit cell, while the application of a
small force in the [100]T direction leads to a signal (twinned measurement) corresponding
to an average of the two axes, i.e., 1

2

(︂
∆a
a0

+ ∆b
b0

)︂
. The length changes of the a parameter

(∆a/a0) are obtained by subtraction of the two signals (schematics of sample orientations
are shown in the inset of Fig. 6.3.5 (c)). This effect can be visualized in Fig. 6.3.2, showing
the length change in the detwinned direction and orthorhombic distortion as a function of
pressure exemplified for the 4.5% Co sample. In fact, the overall length change for T < TS

increases with increasing pressure (Fig. 6.3.2 (a)). By considering the overall orthorhombic
distortion, i.e. δ at T → 0 (δ0), it can be noticed that the distortion is increased with
pressure, but δ0 appears to be saturated by p > 11 MPa (Fig. 6.3.2 (b)). This effect
can be understood as an increasing percentage of the sample is detwinned by the uniaxial
pressure, while above a certain pressure value a complete detwinning is achieved.

6.3.3. Long range magnetic ordering (TN) and superconductivity (Tc)

Fig. 6.3.3 (a)-(h) show the normalized magnetization (M/H) as function of temperature
throughout the Co-doped series from the parent compound to the overdoped 7.5% Co
content. The M/H curve of the parent compound LaFeAsO at µ0H = 1 T is shown
in Fig. 6.3.3 (a). At high temperatures, a linear temperature dependence is visible, well
known from other families of IBSs (e.g. 122 compounds) as well as the polycrystalline
samples and previously interpreted as a manifestation of short-range antiferromagnetic
correlations that are still present above the nematic phase. (161) As the temperature is
lowered two clear anomalies are visible in the magnetization curve below 200 K. The use of
single crystals allows for an improved resolution in the measurements, while much broader
transitions were observed in previous reports, as expected from the use of polycrystalline
samples (161; 166; 158). The inset of Fig. 6.3.3 (a) depicts the derivative dM/H

dT
, where

two sharp peaks are visible at 146 K and 124 K, assigned to the structural and magnetic
transitions, respectively.

Upon substituting Fe by Co atoms in the FeAs planes, the two distinct anomalies in M/H

persist up to 2.5% Co content (Fig. 6.3.3 (b)), where both transition temperatures appear
to be significantly lowered. It has to be noted that, while the low-temperature magnetic
anomaly remains relatively sharp and clearly visible in the magnetization curve, the high-
temperature structural transition appears to be progressively broadened with increasing
Co content. In fact, for 0.025 < x < 0.05 Co only one single anomaly can be discerned.
Following the aforementioned observation as well as comparing with thermal expansion
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Figure 6.3.3.: Normalized magnetization M/H for the LaFe1−xCoxAsO series: (a)
parent compound, (b) 2.5%, (c) 3%, (d) 3.5%, (e) 4.5%, (f) 5%, (g)
6%, (h) 7.5% nominal Co content. A field of µ0H = 1 T was applied
within the ab plane (in some cases a field of 6 T was applied in order to
improve the resolution). The insets for (a)-(e) show the temperature
derivative of M/H, while for (f)-(h) the volume susceptibility is shown
for H = 10 Oe at low temperature for both ZFC and FC measure-
ment conditions (the higher noise level in 3% and 5% Co reflects the
lower sample mass of these compositions). Taken from Ref. (185) (own
publication).
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measurements (see Section 6.3.4), the single peak anomalies found in the intermediate
doping region have been assigned to the SDW ordering (Fig. 6.3.3 (c)-(e)). This magnetic
transition temperature shows a strong and continuous lowering from ∼124 K in the parent
compound to ∼21 K in the 4.5% Co doped samples, followed by a complete suppression
of the anomaly for the 5% and higher Co-doped samples. These results are in good
agreement with measurements of the spin–lattice relaxation rate divided by temperature
(1/T1T), which were performed on the same batch of samples (147). Notably, although
TN is gradually suppressed, the magnetic anomaly in M/H does not seem to significantly
broaden with Co doping. This behavior is in agreement with the results reported by
Prando et al. (186) for CeFeAsO, where the doping dependence of the magnetic anomaly
is not changed with respect to in-plane (Fe1−xCox) or out-of-plane (O1−xFx) substitution
and the phase boundaries sit on top of each other. This suggests that the SDW instability
in the 1111 family is surprisingly stable with respect to in-plane disorder.

The insets of Fig. 6.3.3 (f)-(h) show the superconducting transition for 5, 6 and 7.5%
Co compositions. The transition temperatures were determined by a linear construction
close to the bifurcation point between the ZFC and FC curves. Bulk superconductivity
can be observed for the 6% Co sample (inset of Fig. 6.3.3 (g)), with the highest transition
temperature Tc ∼ 11 K. This is in good agreement with the values previously found for
polycrystalline samples. (158; 166) For the neighboring compositions a volume fraction
≲ 2% suggests spurious superconductivity, possibly related to surface superconductivity
or too small superconducting regions arising from an inhomogeneous doping distribution
within the sample. The latter observation would suggests that superconductivity in Co-
doped La1111 develops in a very confined doping region around 6% Co content. This
scenario is supported by means of resistivity measurements as a function of temperature
reported by Hong et al. (179) on the same batch of single crystals, suggesting a fast
suppression of the superconducting phase in the immediate vicinity of the 6% composition.
Also, NMR spectroscopy measurements show evidence for short-range magnetic ordering in
4.2% and 5.6% Co samples1 , which would further support the presence of inhomogeneous
behavior in this doping region. (147) It has to be noted that, while electron doping is
necessary to induce superconductivity, in-plane disorder introduced by Co doping proved
to be detrimental for this phase in 1111 systems with respect to out-of-plane F doping, as
also demonstrated for CeFeAsO (186), showing significantly lowered critical temperatures.

Fig. 6.3.4 shows the heat capacity of some representative compositions. As introduced

1It has to be noted that in the case of 4.2% Co doping long-range magnetic ordering was also probed at
lower temperature.
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Figure 6.3.4.: Specific heat of LaFe1−xCoxAsO for (a) the parent compound and for
7.5% Co as well as (b) for 6% Co doping. The inset shows the de-
termination of the superconducting transition temperature from the
subtracted signal ∆Cp/T = Cp(0T)−Cp(9T)

T , approximating the specific
heat contribution from the superconducting phase. Note that the offset
in (a) for Cp for T > 150 K between the 0% and 7.5% Co is most prob-
ably due to the difference in the sample coupling at high temperature.
Taken from Ref. (185) (own publication).

in Section 2.2, the total heat capacity is mainly composed of

Cp = Cel + Cph + Cmag, (6.3.1)

representing the electronic (Cel), phononic (Cph) and magnetic (Cmag) contributions.

Fig. 6.3.4 (a) shows the heat capacity results for the parent compound and for a 7.5%
Co-doped sample. The undoped LaFeAsO sample, has a clear additional contribution
above the background (Cel +Cph) for T > 100 K. Additional Cp contributions are mainly
observed for the structural phase transition at TS = 147 K, while a smaller anomaly at
lower temperature can be assigned to the ordering of the SDW phase at TN = 124 K. (177)
In contrast, for the highest doped compound (7.5% Co doping), no additional entropy
contributions can be recorded in Cp (see Fig. 6.3.4 (a)), signaling the suppression of the
magnetic and nematic phases for 7.5% Co substitution, in agreement with the M/H mea-
surements.

The low-temperature specific heat for the 6% Co-doped sample is shown in Fig. 6.3.4 (b)
for zero field and for an external field of 9 T applied along the c axis. In order to extract
the SC transition temperature, the 9 T curve was used as an approximation for the normal-
state specific heat capacity for T > 2 K, yielding a superconducting transition temperature
Tc = 10.5 K via an entropy-conserving linear construction (see the inset of Fig. 6.3.4 (b)).
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It has to be noted that an external magnetic field of 9 T shifts the superconducting
transition temperature to much lower temperature T < 2 K, such that the electronic
specific heat contribution from the superconducting phase can be neglected in the vicinity
of the 0 T transition around 10 K, while the electronic and phononic terms should remain
approximately unchanged by the field. The manifestation of an anomaly at Tc in the
Cp studies of this composition further supports the bulk character of superconductivity.
Correspondingly, the lack of a detectable anomaly in Cp for the 7.5% Co-doped sample is
consistent with the very small volume fraction of SC observed in magnetization (< 2%).

6.3.4. Orthorhombic lattice distortion (TS)

In order to probe the orthorhombic lattice distortion, thermal expansion measurements
were performed on some representative compositions throughout the series, thereby ex-
tracting the relative length changes ∆L/L0 as a function of temperature, where L0 is
the sample length at 300 K. As described in Section 2.1, the linear thermal expansion
coefficient can be obtained as the derivative of the length changes as

αi = 1
L0

(︄
∂Li

∂T

)︄
pi

, (6.3.2)

where i represents the a or b crystallographic axis in the orthorhombic phase in La1111 in
this work.

Fig. 6.3.5 (a) depicts ∆L/L0 for the two crystallographic directions in the ab plane. The
splitting between ∆L/L0 along the a vs b directions for T ≤ TS is an indicator of the
nematic phase. The lattice distortion is largest for the parent compound LaFeAsO and
is progressively reduced and the transition is substantially broadened by electron doping,
but is still present up to 4.5% Co content. The precise determination of the transition
temperatures can be obtained from the thermal expansion coefficient α (shown in Fig. 6.3.5
(b)). For the parent compound one clear anomaly can be detected at the structural
transition TS = 147 K, followed by a smaller peak indicating long-range magnetic ordering
at TN = 124 K. These anomalies are strongly suppressed and broadened upon Co doping,
with TS shifting from ∼147 K down to ∼ 60 K for samples with 4.5% Co content. In
magnetization measurements (see Section 6.3.3) the structural phase transition could not
be detected for x > 2.5% Co doping, pointing at a weak coupling between lattice and
spin degrees of freedom together with an intrinsic broadening in temperature upon in-
plane dilution with Co. In contrast, for the highly-doped 7.5% Co sample, the detwinned
curve does not show any anomalous contribution above the phononic background (see
Section 2.2), indicating that C4 symmetry is maintained in the full temperature range and
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Figure 6.3.5.: Thermal expansion of the LaFe1−xCoxAsO series: (a) normalized
length changes ∆L/L0, (b) linear thermal expansion coefficient αb, and
(c) orthorhombic order parameter δ. The dashed lines represent the
structural transition temperatures TS for different Co contents, while
the magnetic transition temperatures TN are marked by arrows in (b).
The inset of (c) shows a schematic representation of the twinned and
detwinned measurement configurations. Note that the pressure ap-
plied to each crystal in the series varies due to the specific geometry
and varying dimensions between sample. Taken from Ref. (185) (own
publication). (2.5% and 3% Co curves measured by S. Sauerland)
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that the nematic phase is completely suppressed.
Fig. 6.3.5 (c) presents the extracted orthorhombic distortion order parameter (δ). By

knowing the relative length changes and the structural parameter a0 in the tetragonal phase
determined by XRD diffractometry at room temperature, the temperature evolution of the
lattice parameters can be calculated. The orthorhombic order parameter is then given by

δ = a− b

a+ b
, (6.3.3)

where a and b are the in-plane lattice parameters in the orthorhombic phase. The magni-
tude of the distortion is progressively reduced with increasing Co content. As reported by
Wang et al. (187), the overall distortion of 1.8 x 10−3 (in the limit T → 0) for the parent
compound is considerably smaller than the values found for other IBS. By comparing with
previous works, we noted that the δ for LaFeAsO is reduced by a factor of 0.5 and 0.6
compared to BaFe2As2 (188; 171; 172) and FeSe (60; 175; 145), respectively.

Also, for all measured compositions with x = 0 - 4.5% Co the onset of the orthorhombic
distortion happens at higher temperatures with respect to the determined TS (as shown
in Fig. 6.3.5 (a), (c)). In fact, for the parent compound, as shown in Fig. 6.3.5 (b),
the peak associated with the structural transition in αb signals TS, while the transition
width extends for ∼10 K above TS. Such a phenomenon was also seen in polycrystalline
F doped LaFeAsO samples (189; 151), interpreted as the softening of the lattice in the ab
plane due to a precursor state of nematic fluctuations above the long-range nematic phase.
In our case though, different contributions might take part in the overall broadening in
temperature of the structural transition: (i) the presence of fluctuations preceeding the
long-range transition, allowing a partial distortion of the tetragonal symmetry already
above the transition temperature; (ii) the small uniaxial pressure applied for the thermal
expansion measurement along the b axis used to detwin the sample2; (iii) ultimately,
Co/Fe substitution inducing disorder in the ab plane. The thermal expansion coefficient
was measured as a function of temperature at different applied uniaxial pressures in order
to disentangle these effects as well as to verify the long-range character of the structural
transition for doped compositions.

6.3.5. Pressure dependence of TS and TN

As discussed in Section 2.3.1, the pressure dependence of the thermal expansion coefficient
in crystalline samples can be estimated making use of the intrinsic uniaxial pressure applied
by the dilatometry cell. An alternative approach was presented in Section 2.3.1, in which

2Due to the sample size and geometry, the applied pressure can also vary between different compositions
upon measuring.
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Figure 6.3.6.: Uniaxial pressure dependence of the thermal expansion coefficient in
the detwinned direction (αb) of LaFe1−xCoxAsO for (a) the parent com-
pound and (b) 4.5% Co doping. It has to be noted that the application
of increasing uniaxial pressure does not substantially increase the over-
all orthorhombic distortion, confirming the almost complete detwinning
of the measured samples. Taken from Ref. (185) (own publication).

the pressure dependence of transition temperatures can be extracted by combining specific
heat and thermal expansion measurements according to the order of the transition. In this
section, the first approach will be used to qualitatively estimate the pressure dependence
of TS, while the Ehrenfest relation will be used for TN.

Fig. 6.3.6 shows the uniaxial pressure dependence of the thermal expansion curves in
the detwinned direction (∆b/b0) for 0 and 4.5% Co doping. The structural anomaly in
LaFeAsO is progressively broadened and shifted to higher temperature, as expected from
the application of uniaxial pressure along the b axis. (190; 191) Notably, the same behavior
can be seen for the 4.5% Co sample. In particular, by decreasing the applied uniaxial
pressure (pb) down to ∼2.5 MPa3, the peak connected to the structural distortion becomes
sharper, eventually resembling a λ-shaped anomaly indicative for a second-order phase
transition, thus confirming the long-range character of the nematic transition in the range
of 0% up to 4.5% Co doping. In order to distinguish the intrinsic behavior of the
system from the external factors mentioned in the previous section (i.e. Co substitution
inducing disorder and uniaxial pressure), the parent compound can be studied. This way,
the effect of disorder given by Co substitution can be neglected, and the "pure" pressure
dependence of αb is studied. For x = 0, the high-T tail is strongly modified by the applied

3For 4.5% Co, the peak at the structure transition upon application of 2.5 MPa shows an artificially
decreased amplitude compared to the higher pressure 5.4 MPa due to a small tilting of the sample
towards the c axis, resulting from the very small uniaxial force applied. Nevertheless, for the purpose of
our qualitative analysis, the curve still clearly shows distinctive features that can be correctly discussed
in terms of position and width of the peak.
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Figure 6.3.7.: Anomalies in the linear thermal expansion coefficient for the a and b
axes for 0, 2.5 and 3% Co content. The non-magnetic (i.e. electronic
and phononic) contribution was approximated by using the thermal
expansion coefficient obtained for the overdoped 7.5% Co, which does
not show any transition in any of the thermodynamic quantities under
study. Taken from Ref. (185) (own publication).

uniaxial pressure as shown in Fig. 6.3.6(a), and at the lowest pressure (2.3 MPa) the tail
is strongly reduced with the structural transition being considerably sharp. Therefore, the
presence of a previously reported fluctuation regime above TS cannot be unambiguously
confirmed for the parent compound from this dataset. Still, as previously reported (187),
the rather good qualitative agreement between the temperature dependence of δ by neutron
diffraction (153) and dilatometry suggests an intrinsically broadened phase transition even
for the parent compound.

As previously discussed in Section 2.3.1, the uniaxial pressure dependence of second-
order phase transitions can be calculated in the limit of pi → 0 by combining specific heat
and thermal expansion measurements through the Ehrenfest relation. In this case it can
be applied to the magnetic transition as

dTN

dpi

= TNVm
∆αi

∆Cp

, (6.3.4)

where ∆αi and ∆Cp correspond to the height of the thermal expansion and the specific heat
anomaly, respectively (i denotes the crystallographic direction), Vm is the molar volume,
and TN is the transition temperature into the SDW state. Fig. 6.3.7 shows a summary of
the thermal expansion anomalies for the a and b axes up to 3% Co content (note that the
curve for the 4.5% Co-doped sample was excluded because the magnetic anomaly found in
χ(T ) could not be resolved in α due to the small amplitude of the related lattice distortion).
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The non-magnetic contributions (approximated by the thermal expansion curve of the 7.5%
Co doped sample) were subtracted in order to obtain αanomalies. In the measurements the
entropy changes at the magnetic ordering temperature appear to be much smaller than at
the structural transition in both Cp and αi, making the determination of ∆Cp and ∆αi

difficult on a quantitative level and subject to big uncertainties. Still, from the sign of the
anomalies (∆Cp > 0, ∆αa < 0, ∆αb > 0), an opposite effect can be assessed for the
uniaxial pressure dependence of TN in the a and b directions, i.e., dTN

dpa
< 0 and dTN

dpb
> 0

(see Fig. 6.3.7). Furthermore, the similar size of the magnetic anomalies in the phonon
subtracted thermal expansion coefficient (αanomalies) suggests that the in-plane pressure
dependencies are most probably comparable in size for the a and b axis. This is in good
qualitative agreement with the pressure dependence for the parent compound shown in
Fig. 6.3.6, where a shift of the magnetic peak towards higher temperatures is observed with
increasing pressure. Interestingly, the volume thermal expansion was previously measured
on LaFeAsO polycrystals by Wang et al. (189), where an overall negative hydrostatic
pressure dependence was determined for TN.

6.3.6. Phase diagram

Fig. 6.3.8 shows the x − T phase diagram of LaFe1−xCoxAsO, which summarizes the
transition temperatures extracted from different thermodynamic probes, also including
points extracted from NMR measurements. (147) The system proves to be very sensitive
to Co doping and the transition temperatures TS and TN are continuously suppressed by
∼100 K up to 4.5% Co doping, while both phases are absent in the 7.5% Co-doped samples.
The suppression of the magnetic SDW phase can be inferred from the disappearance of the
respective anomaly in the M/H curves for x ≥ 5% (Fig. 6.3.3 (f)-(h)), suggesting the full
suppression of long-range magnetic order between 4.5% and 5% doping. Superconductivity
was found in a small region of Co doping around 6% Co with a maximum Tc = 10.5 K.

Different from our results, Wang et al. (158) found that in polycrystalline Co-doped
La1111 the orthorhombic/SDW phase could be detected only between 0% and 2.5% Co
and superconductivity develops as a separate phase for x ≥ 2.5%. A similar behavior
was found in previous reports (61; 151) on F-doped polycrystalline samples, with a mod-
est suppression of the long-range nematic order at (nominal) low-doping concentrations,
which is lost abruptly at ∼ 5% F content in favor of a short-range nematic order and
a broad superconducting dome. The apparent discrepancy with respect to our data can
possibly be attributed to an increased resolution obtained by measuring single crystals
directly in the ab plane, thus assessing more subtle features and anisotropies with re-
spect to magnetic and structural changes. Also, more recent works (159; 160) reported a
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Figure 6.3.8.: Phase diagram of Co-doped LaFeAsO single crystals. Points from
NMR spectroscopy and resistivity on the same series of single crys-
tals were added from Refs. (147) and (179), respectively. The shaded
area within the orthorhombic/paramagnetic phase represents the dop-
ing region (4.5 - 6% Co) where direct lattice probes are not available.
The phase boundaries for the nematic state in this region are extrap-
olated from the data points of neighboring compositions. The color
coding in the superconducting dome reflects the rapid decrease of the
superconducting volume fraction estimated from magnetization mea-
surements around the optimally doped 6% Co content, as described in
Section 6.3.3. Taken from Ref. (185) (own publication).

generalized phase diagram for F-doped REFeAsO polycrystals (see Fig. 6.2.1 (b)), where
the actual doping content in the FeAs plane is estimated from the renormalized spectral
weight transfer between different peaks in the NQR spectra. Through a careful correction
of the doping content, it was shown that the SDW phase in La-based systems is actually
also gradually suppressed with increasing doping. Furthermore, no coexistence between
superconductivity and long-range magnetism was observed. Both of these conclusions are
in good agreement with the data reported in this work.

The suppression of the magnetic SDW phase by ∼5% Co is also in agreement with
a recent publication by Hong et al. (179) about elastoresistance (ER) measurements on
the same batch of Co-doped single crystals as in this work (shown in Fig. 6.3.9 (b)).
Specifically, the ER curves reveal a local maximum in the nematic susceptibility (χnem)
around 4% Co content, which may be explained by enhanced fluctuations in the vicinity of
a possible quantum critical point. Fig. 6.3.9 (a) shows a recent comparison between F- and
Co- doped LaFeAsO phase diagrams (the latter corresponding to Fig. 6.3.8), from which it
is clear that a neat separation between the long-range magnetic and the superconducting
phases was determined for both substitutions.
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Figure 6.3.9.: (a) General phase diagram of LaFe1−xCoxAsO single crystals derived
from NMR measurements. Taken from Ref. (147). (b) Nematic sus-
ceptibility (ñ in the graph) as a function of temperature and Co dop-
ing obtained from measurements of elastoresistance (ER). Taken from
Ref. (179). The nematic temperature (Tnem) extracted from ER curves
is reported in both graphs in pink and red stars respectively. Points
from thermodynamic probes described in this work are reported for
comparison.

Thermal expansion measurements (see Sections 6.3.4 and 6.3.5) suggest that a long-
range orthorhombic distortion can be clearly detected until 4.5% Co doping, while it is
completely suppressed in the overdoped region at 7.5% Co doping. Nevertheless, it is
still unclear if the long-range structural order can be sustained for the compositions in
the vicinity of the superconducting dome, i.e. for 0.045 < x < 0.06, and whether
such lattice distortion would still be present after the suppression of the SDW order (i.e.
0.05 < x < 0.06). As discussed in Section 6.2, NQR measurements of F- and Co-doped
La1111 show an intrinsic electronic phase separation at the nanoscale into high-doping-
like (HD) regions, hosting superconductivity, and low-doping-like (LD) regions, in which
SDW/nematic order develops. The spatial prevalence of one type of "domain" over the
other would ultimately determine the ground state of the system. In this case, sizeable
crystals suitable for thermal expansion measurements are still missing for the doping region
0.045 < x < 0.075, thus TS could not be probed in this doping region so far. Therefore,
it is still unclear if the long-range structural order can be sustained for the compositions
in the vicinity of the superconducting dome around 6% Co, and whether such lattice
distortion would still be present in the non-magnetic state. On basis of these results and
of literature, it is probable that the long-range character of the nematic order would be
lost above a certain Co concentration, corresponding to the spatial growth of the HD-like
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Figure 6.3.10.: NMR measurements on Co-doped single crystals for two exemplary
compositions. Relaxation rate (1/T1T ) for x = 0.03 (a) and
x = 0.056 samples. Different colors are used to mark different
phases in the plots: in the left panel, the orange area denotes the
nematic/paramagnetic and the light blue one signals the temperature
region where both long-range magnetism and nematicity are present;
in the right panel the shaded area marks the region where only short-
range correlations are possibly present. Taken from Ref. (147).

regions for x ≥ 5% Co (shaded area in Fig. 6.3.8). This scenario is supported by recent
NMR measurements, showing a reduction of nearly a factor 10 in the dynamic response of
the spin-system between the 3% sample (Fig. 6.3.10 (a)), where long-range TN was seen in
χ and TS via thermal expansion (see Section 6.3.3) and the 5.6% composition, where no
long-range order was detected, and this was interpreted as a manifestation of short-range
correlations in close proximity to the bulk superconducting composition (6% Co). (147)

Differences and similarities can be found with other families of IBS: (i) the sub-
stantial phase separation between long-range magnetism and superconductivity is in
sharp contrast to a rather broad coexistence region found for 122 compounds, e.g.
Ba(Fe1−xCox)2As2 (192; 47; 193); (ii) on the other hand, although clear thermal expansion
measurements in proximity to the optimally doped 6% Co sample are still missing, the
phase boundaries derived for the neighboring compositions suggest an overall competing
interaction between long-range nematic order and superconductivity, as also suggested by
Hong et al. (179), in contrast to what was found for S-doped FeSe. Ultimately, the above
conclusions on the LaFeAsO phase diagram, despite some clear differences (i.e. mainly
related to the intrinsic nanoscopic electronic phase segregation probed by NQR), also high-
light the presence of many common features (e.g. a gradual suppression of the long-range
SDW/nematic phase) with other families of IBSs (e.g. BaFe2As2 and FeSe) as well as with
other REFeAsO, while previous studies hinted at a rather unique and peculiar behavior of
electron doped LaFeAsO with respect to other similar systems (see Section 6.2). (151)
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7. Summary

This PhD dissertation focuses on the investigation of two important aspects for iron-based
superconductors (IBSs), that are believed to be strictly connected with the phenomenon of
high-temperature superconductivity, namely the determination of the degree of electronic
correlations and the study of precursing phases in close proximity to superconductivity.
The study is conducted on two of the most prominent families of Fe-based compounds
(named after their stoichiometry), namely 122 systems, closely related to BaFe2As2, one
of the most studied of IBS, while the second part is focused on LaFeAsO, that, despite
being the first discovered compound of this class of materials, still presents some open
questions regarding the evolution of the nematic and magnetic phases as a function of
electron doping.

In Chapter 5, a systematic analysis of magnetic and electronic properties of a series of
BaT 2As2 (T = Cr, Mn, Fe, Co, Ni, Cu) single crystals is presented in order to investi-
gate the evolution of electronic correlations as a function of the 3d band filling. Magnetic
susceptibility was used to determine the magnetic ground state of each of the compounds
in the series. In particular, by the comparison with optical spectroscopy, used to assess
the electronic ground state, the diamagnetic metallic nature of the end member compound
BaCu2As2 was established, thus giving a rather surprising 3d10 configuration for this com-
pound. In order to estimate the electronic correlations in the system, the Sommerfeld
coefficients (γ) have been extracted from the low temperature Cp(T ) and, by comparing
the experimental γ values with calculations, the mass enhancement over band theory val-
ues was estimated for the full series. A clear decrease in m∗

mb
can be seen for more than

half-filled electronic configurations, ranging from 3d7 (BaCo2As2) to 3d10 (BaCu2As2), in
agreement with theoretical predictions. Though not directly measurable by this method
due to the semiconducting ground state of BaMn2As2 (3d5), the overall trend for n > 5,
together with the modest degree of correlations for BaCr2As2 (3d4) suggests maximal cor-
relations for the half-filled configuration (3d5). Such conclusion is supported by theory but
its experimental realization is still under debate. Finally, the determined trend in elec-
tronic correlation was related to the structural parameters, in particular the T -As bond
length (dT −As) and the As-T -As angle (αbond). The bond angle (αbond) is close to the per-
fect tetrahedral angle (109.5◦) for BaMn2As2, while it progressively departs from this value

99



Chapter 7. Summary

for the other compositions, determining an increase of the crystal field splitting (∆), thus
reducing electronic correlations as reported by Yin et al. (56). Furthermore, the elongated
bond distance (dT −As) with respect to the covalent radius found for BaMn2As2, together
with the almost perfectly tetrahedral bond angle (αbond), further suggest a maximum in
electronic correlations for the 3d5 configuration. In this context, analogous compounds
for less than half-filled 3d bands configurations would be desirable, in order to relate the
trend of experimentally extracted mass enhancement with theoretical predictions also for
n < 5.

In Chapter 6, the phase diagram of macroscopic faceted Co-doped LaFeAsO was revis-
ited on single crystals by thermodynamic probes. The determined phase diagram proves
to be substantially different from other families of Fe-based superconductors, as well as
from previously reported phase diagrams obtained by measuring polycrystalline samples.
In fact, for the parent compound, clear magnetic and structural transitions can be distin-
guished. The long-range spin density wave phase was found to be completely suppressed
for 5% Co content, while superconductivity develops in a narrow doping region around 6%
Co doping, thus showing no evident coexistence between the two phases, contrary to what
was observed for 122 systems. In addition, the use of single crystals allowed to assess the
small orthorhombic distortion caused by the nematic ordering by means of high-resolution
capacitance dilatometry. These studies reveal a continuous reduction of the structural
transition temperature TS upon doping up to 4.5% Co and a complete suppression for
7.5% Co doping, in contrast to previous reports on F/Co doped La1111 polycrystalline
samples, where a first-order-like suppression of TS and TN was found. For future works, it
will be interesting to investigate the behavior of the nematic phase in close proximity to
the superconducting dome in single crystals of Co-doped La1111, in order to further clarify
the interplay between these phases (for which this and previous studies suggest an overall
competitive interaction), as well as to compare these results with other doping variants
on single crystals, e.g., out-of-plane F doping in La1111. Such a comparison could also
lead to a better understanding of the general pairing mechanism of superconductivity in
iron-based compounds.

In conclusion, the examples presented in this thesis show that the study of the normal-
state properties as well as of the precursing phases in close proximity to superconductivity
is of primary importance in order to understand the origin of high-temperature supercon-
ductivity in Fe-based materials.
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ent techniques spread more and more, stemming from an enhanced orbital
differentiation (OSMT). Taken from Ref. (74). . . . . . . . . . . . . . . . . 56

5.2.3.Color coded map for the mass enhancement of T -pnictides as a function
of Pn-T -Pn αbond and electron filling of T d orbitals in the T 2+ state.
Blue lines indicate the doping compositions between two of the studied
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from Ref. (93). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

105



List of Figures

5.3.1.Selected structural parameters as a function of the d-band filling in BaT2As2:
(a) The lattice parameters a, b (left axis, black), and c (right axis, blue) for
the tetragonal unit cell. (b) The bond distance between transition metal
T and As d(T -As) (left axis, black). For comparison, the evolution of the
covalent radius (94) (right axis, blue) as a function of T is shown. (c) The
angle αbond in As-T -As. In (a), black and blue dashed lines are guides to
the eye. Red dotted lines in a and b indicate the linear trend observed for
T = Cr, Fe, Co. The uncertainty of the experimental values is of the order
of the size of the data points. Lattice parameters for T = Fe are adapted
from Ref (95). For literature values, see T = Cr, Co (96), T = Mn (97),
T = Ni (98) and T = Cu (99). Taken from Ref. (100) (own publication).
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of the crystal. The solid black line represents the measured data. The result
of the Drude-Lorentz fit is shown as dashed red line (for details of the fit
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grey) Drude peaks; Lorentz peaks (Lorentz 1, striped red and Lorentz 2,
striped green). Taken from Ref. (100) (own publication). (Measurements
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BaNi2As2 (b) single crystals in the temperature range 2-160 K. Taken from
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5.3.6.Low temperature Cp

T
(T 2) for all compounds of the BaT 2As2 (T = Cr, Mn,

Fe, Co, Ni, Cu) series at zero external magnetic field (full symbols) together
with the linear fits used to extract γexp. It has to be noted that the linearity
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compositions, probably due to the smaller extracted Debye temperatures,
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Ref. (100) (own publication). . . . . . . . . . . . . . . . . . . . . . . . . . . 68
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n > 5. Taken from Ref. (100) (own publication). . . . . . . . . . . . . . . 69
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6.1.2.Schematic representation of the different order parameters involved in the
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6.2.2.(a) NQR spectra of La1111 polycrystals, showing the development of a
double peaked structure upon F substitution, coming from the different
electronic environments, namely high-doping-like regions (HD) at higher
frequency and low-doping-like regions (LD) at lower frequencies. The lower
frequency peak corresponds to the parent compound, while at higher doping
levels the single peak structure is recovered, corresponding to the optimally
doped composition (x = 0.11). Taken from Ref. (159). (b) Phase diagram
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approximate the actual electron doping level upon F substitution. The
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Co-, Ni-, Cu-, and Cu/Co-dopings of BaFe2As2. Here, x represents the
number of substitutional transition metal ions per Fe site. (b) T − p phase
diagram of FeSe as a function of applied hydrostatic pressure (p). Taken
from Refs. (169; 51) and (176), respectively. . . . . . . . . . . . . . . . . . 82
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6.3.4.Specific heat of LaFe1−xCoxAsO for (a) the parent compound and for 7.5%
Co as well as (b) for 6% Co doping. The inset shows the determination
of the superconducting transition temperature from the subtracted signal
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6.3.8.Phase diagram of Co-doped LaFeAsO single crystals. Points from NMR
spectroscopy and resistivity on the same series of single crystals were added
from Refs. (147) and (179), respectively. The shaded area within the or-
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as described in Section 6.3.3. Taken from Ref. (185) (own publication). . . 95
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