IlMmedia TECHNISCHE UNIVERSITAT

ILMENAU

Eisenbach, Markus; Aganian, Dustin; Kéhler, Mona,; Stephan, Benedict;
Schréter, Christof; Grol3, Horst-Michael

Visual Scene Understanding for Enabling Situation-Aware Cobots

DOI: 10.22032/dbt.51471
URN: urn:nbn:de:gbv:11m1-2022200040

This publication was produced within the framework of the event:

IEEE International Conference on Automation Science and Engineering ; 17 (Lyon,
France) : 2021.08.23-27

TuBT7 Special Session:
Robotic Control and Robotization of Tasks within Industry 4.0

Date published:  2022-02-09

TU limenau | Universitatsbibliothek | ilmedia, 2022
http://www.tu-ilmenau.de/ilmedia


http://www.tu-ilmenau.de/ilmedia
https://doi.org/10.22032/dbt.51471
https://nbn-resolving.org/urn:nbn:de:gbv:ilm1-2022200040

2021 IEEE 17th International Conference on Automation Science and Engineering (CASE)

August 23-27, 2021. Lyon, France

Visual Scene Understanding for Enabling Situation-Aware Cobots

Markus Eisenbach, Dustin Aganian, Mona Kohler, Benedict Stephan,
Christof Schroter and Horst-Michael Gross

Abstract— Although in the course of Industry 4.0, a high
degree of automation is the objective, not every process can
be fully automated — especially in versatile manufacturing. In
these applications, collaborative robots (cobots) as helpers are
a promising direction. We analyze the collaborative assembly
scenario and conclude that visual scene understanding is a
prerequisite to enable autonomous decisions by cobots. We
identify the open challenges in these visual recognition tasks
and propose promising new ideas on how to overcome them.

I. INTRODUCTION

For many small and medium-sized enterprises (SMEs),
large and highly specialized production lines are not flexible
enough to justify their high investment. Instead, these SMEs
can generate their profits with versatile assembly in small
quantities [1]. In this scenario, full automation is rarely
achieved and some complex assembly sequences can be
executed faster and cheaper by a worker. To optimize the
process in the course of Industry 4.0, robots can execute
some simple assembly and transport tasks, which may re-
quire close interaction with humans. This can speed up the
assembly process, not through high automation, but through
teamwork and parallelization.

However, robots and humans usually work in separate
areas. If a human gets close to a robot, the robot stops
immediately to avoid injury. Furthermore, robots only per-
form tasks in which every production step and every object
involved is known, which is a severe limitation in flexible
production. Therefore, the goal of the next stage in Industry
4.0 is the cooperation between humans and situation-aware
collaborative robots (cobots) [2]. To enable situation-aware
decisions of the cobot, visual scene understanding plays a
key role, which is the focus of our paper.

II. COLLABORATIVE ASSEMBLY SCENARIO

To further define the context in which our cobot has to
work, in the following, we present our collaborative assembly
scenario. Our cobot has access to multiple cameras observing
the workspace. After observing the assembly process a few
times, the cobot should be able to anticipate when tools or
workpieces are needed (see Fig. 1). The cobot should act as
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In the next assembly step, the worker
needs to attach the foot with screws.

Therefore, | should hand over the
screws and hold the piece to be
attached.

Fig. 1. The cobot is assisting the worker at our prototypical workplace
in our vision lab. To be able to autonomously plan helpful actions, the
cobot must understand the assembly process, and thus must analyze its
visual input. This includes detecting objects, recognizing human actions,
estimating 3D shapes, and predicting adequate grasp poses.

a helper, performing transport tasks between warehouse and
workplace and handing over tools and objects as needed.
Obviously, for this scenario, the cobot must master many
tasks, such as navigation and actuator control. But besides
these complex robotic tasks, first of all, the cobot must
recognize objects and people in the scene and understand
the assembly process. The cobot must know what the current
assembly state is and what it can do to help the worker.

III. VISUAL SCENE UNDERSTANDING

Recognizing the current assembly state is especially chal-
lenging because it requires robust object detection and human
action recognition. This should also be achieved even if
certain objects or human actions are very similar or not
present in training data. But scene understanding for manip-
ulation is also extremely difficult, as it requires adequate 3D
shape and grasp pose estimation combined with uncertainty
estimation to avoid accidents. Therefore, in order to make
the robot aware of the situation and let it act as a helper,
initially, scene analysis should be the main focus and all
subtasks should be addressed by powerful machine learning
approaches. When applying state-of-the-art approaches for
visual scene understanding, certain shortcomings must be
addressed, as described below.

A. Object Detection

As occurring objects vary, extensive scenario-specific la-
beling of training data is impractical. A promising direction
in our scenario is few-shot object detection [3]. It leverages



knowledge from training on base categories with abundant
training data in order to detect objects from novel categories
with only a few labeled instances per category. Its application
in an industrial setting has yet to be implemented.

As another way of recognizing objects, which has not been
explored yet, we propose to apply a class-agnostic object
detector [4], which aims to detect objects irrespective of their
semantic class. The resulting detections can then be fed into
a module for re-identifying previously seen objects.

B. Human Action Recognition

Typically, in action detection and recognition, actions are
classified only on already known classes. Although there are
several hundred different classes present in current datasets,
e.g. [5], only few of them are relevant for industrial assem-
bling. Furthermore, the few available assembly datasets, such
as [6], are rather small.

However, in advance it is unclear which actions a person
will perform when building a new workpiece and post-
labeling and post-training of the performed actions is im-
practical. Therefore, as a novel idea, we formulate this action
recognition as a re-identification problem. By recognizing ac-
tions from previous assembly processes, the current assembly
state can be identified.

To enable action re-identification, we prefer to use skele-
tons rather than RGB images as they generalize better for
different persons and environments. Since some assembly
actions can only be distinguished by the movement of the
hands, we extend the full body skeleton with estimated
hand skeletons. Moreover, tables or the workpiece itself
lead to occlusion of skeleton joints. Therefore, we make
use of multiple cameras around the workplace to predict
complementary skeletons.

C. 3D Shape Estimation

Model-based methods for grasp pose estimation expect
a 3D shape description. However, in general training data
for 3D shape estimation [7] are synthetic and often ren-
dered without textures and background. Even if textures and
background were present, widely used methods generalize
badly to new object categories [8]. Therefore, we propose to
estimate uncertainties [9] and adapt these predictors by post-
training on the most uncertain objects in order to specialize
to scenario-specific objects.

D. Grasp Pose Estimation

Grasp Pose Estimation either expects 3D shapes of the
object (see Sec. III-C) or processes depth images directly.
However, for the latter methods, common datasets, such
as [10], contain images with only few labeled grasp poses.
Yet, providing an exhaustive amount of labeled grasp poses
is impossible due to an infinite amount of possible grasp
poses. This may result in possible contradictions in the
dataset where a similar input is labeled with different grasps
poses. A neural network trained on these contradictions
would average these poses resulting in possibly unfeasible or
unstable grasps poses. Current work [11] only partially solves
this problem. We propose a more promising way to resolve

existing contradictions by estimating the aleatoric uncertainty
(a.k.a. data uncertainty). This way, we can either reject
estimates with high uncertainty or incorporate the uncertain
estimates into the training process of the self-learning cobot.

E. Uncertainty Estimation

To avoid accidents, uncertainties should be estimated [9]
and handled for all visual scene understanding tasks. This
includes uncertainties in the detected positions of objects and
the worker, uncertainties in features for re-identification of
assembly actions, uncertainties in 3D object shape estimates,
and uncertainties in estimations of grasp poses. Unfortu-
nately, methods for robust uncertainty estimation in deep
learning models are still in their infancy, but are essential
for a practical implementation of safe cobots. Therefore,
transferring uncertainty estimation for classification tasks to
detection, grasp pose estimation, etc., will also be in the
focus of our future work.

IV. CONCLUSION

In the context of Industry 4.0, cobots as helpers become
more relevant, especially in versatile manufacturing. Since
the cobot should act as an autonomous helper, we propose
to focus on visual scene understanding as an important first
step. We identified several challenges when applying current
state-of-the-art methods to an industrial setting. To overcome
these challenges, we propose promising new directions:

e As occurring objects vary in versatile manufacturing,
we propose few-shot learning, which allows detection
with little training data.

o To cope with new objects and human actions, which
are unknown during training, we propose to formulate
object detection and human action recognition as a re-
identification problem.

e For a more generalizing action recognition to varying
persons and environments we propose to use multi-view
full body and hand skeletons instead of image data.

o To combat generalization deficits in 3D shape estima-
tion and contradictions when training grasp pose detec-
tion, we propose to estimate and handle uncertainties.
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