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1. Introduction 

1.1 Motivation 

Raman spectroscopy is a highly promising optical modality that enables the provision of label-

free, non-contacted, non-invasive, and fingerprinting information of molecular vibrations, and 

has been applied in different fields, such as analytical chemistry, material science, clinical 

analytics, biology, and pharmacy [1]. In recent years, Raman-based technologies have shown 

significant promise for biomedical and clinical applications, especially in the field of medical 

diagnosis, e.g. tumor characterization, or delineation between tumor and healthy tissues [2–7]. 

In general, commercially available Raman systems are mostly based on a confocal imaging 

microscope. The configuration of this kind of system contains a standard optical microscope, 

equipped with a Raman unit, which shares the optical transmission path with the microscope, 

but uses a different set of excitation and acquisition components. The advantage of the system 

is that it allows users to observe the brightfield image of the sample with a selected 

magnification and adapted field of view (FOV) on a micro-scale, and to automatically map a 

defined region of interest (ROI). The Raman signal is generated in the focal spot of the 

excitation laser on the sample, and mapping is realized by acquiring signals at each location 

and mechanically translating the sample following a defined grid. From Raman mapping, it is 

quite straightforward to construct Raman images through simple plotting of the intensity of 

certain Raman band, or based on a more complex analysis of the entire Raman spectra. Raman 

images visualize the spectroscopic information related to the distribution of macromolecules in 

the sample and allow to overly with brightfield images for further diagnosis and delineation of 

the distribution. These microscopy Raman devices have been widely used for ex vivo Raman 

imaging of tissue or biopsies [8–10]. Nevertheless, this kind of Raman system is usually large, 

rigid, and not very portable, only allowing ex vivo measurements with minimal access to the 

patient site. On the contrary, benefitting from its intrinsically smaller size, Raman systems 

based on fiber-optical probes display significant advantages in comparison to high-performance, 

but rigid confocal microscopy systems, as it enables direct access to the measurement sites, and 

easier to translate to clinical in-vivo applications [11–13]. However, there are still three 
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common disadvantages that significantly hamper the application of fiber-optic Raman 

spectroscopy in broader clinical scenarios: 

 (1) Focus disadvantage: In general, Raman probes acquire scattered signals in-contact 

with the sample surface or by focusing the excitation laser through a focal objective lens for 

more efficient excitation and collection. While the in-contact acquisition mode may be 

restricted to only a few instances [14], it is mandatory to avoid any disturbance or contamination 

of the sample surface and the probe head. Furthermore, using a probe in-contact mode increases 

the risk of deforming and damaging the sample. Employing probes equipped with a focal 

objective lens avoids the aforementioned alterations of the sample, however, requires the user 

to permanently maintain the probe at its focal distance relative to the sample surface for 

effectively exciting and collecting the Raman signal. Attaching a removable distance regulator 

[15] to the tip of the probe may circumvent this challenge, but this approach suffers from the 

same drawbacks as the in-contact acquisition, e.g. sample contamination. Thus, there is an 

urgent demand for such kind of fiber-optic probes, which allow for efficient non-contact 

measurement, but also have the ability to automatically maintaining the correct focal distance 

relative to the sample surface. 

 (2) Single point-measurement: Acquiring the Raman scattering signal generated 

within the focal spot of the excitation laser through an objective lens also implies that the probe 

only has the point-measurement ability. Due to the rigid built, conventional Raman mapping 

performed by mechanical translation of samples cannot be easily realized within in vivo 

measurement scenarios in operating theatres. Although there are methods to achieve scanning, 

for example, based on physical tracking of the probe movement, which involves passively 

registering the coordinates of the surgeon’s hand or robotic arm [16–18], the task becomes very 

complex. Thus, there is a demand for an approach that enables dynamical tracking of the 

movements of the probe, while allowing simple co-registration of the Raman information 

together with the measurement positions. 

(3) Direct visualization and 3D visualization: The current lack of straightforward 

methods to co-register the Raman information with the positions prevents visualization of the 

Raman data in an intuitive and easily understandable way. The off-line processing and data 

analysis after the acquisition of spectra for conventional Raman imaging severely delays the 

diagnostic correlation of the spectral information sample. To overcome these obstacles, it is 
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necessary to implement a Raman imaging method with on-line data analysis and real-time 

visualization. Besides the real-time data analysis and visualization, many clinically relevant 

samples have also a defined topography, which is largely ignored during the acquisition, and 

Raman images are normally acquired from an X-Y coordinate two-dimensional (2D) plane, 

neglecting the height information of the sample. It is very attractive and interesting to combine 

3D reconstruction methods with Raman modalities to offer the potential clinical user scenario 

powerful tool, which not only reveals the distribution of macromolecules on the surface but 

also take height information of the sample into consideration. 

These common disadvantages of fiber-optic Raman probes motivate the investigations 

in this thesis. To address these issues, it is necessary to briefly refer to the theory of Raman 

scattering and the current state-of-the-art techniques in the field of Raman spectroscopy. 

Following that, related methods and detailed explanations of each issue and proposed 

approaches will be provided in chapter 2 and chapter 3.  

 

1.2 Theory of the Raman Scattering process 

In the letter published by C. V. Raman and K. S. Krishnan in Nature in 1928 [19], they first 

pointed out that there is secondary radiation with at red-shifted wavelengths in scattered light, 

that experimentally opened up the study of inelastic scattering interactions between light and 

matter (molecules). This light scattering phenomenon is known as the Raman Effect, named 

after the discoverer.  The external incident electromagnetic wave E induces displacements of 

the electron cloud within the molecule, resulting in an induced dipole moment P  of the 

molecule given by [20]: 

𝑃 = 𝛼𝐸 = 𝛼𝐸0 cos 2𝜋𝜈0𝑡     (1-1) 

where α  is the polarizability of the molecule. The polarizability measures the deformability of 

the molecules’ electron cloud upon interaction with the external electric field. E0 and ν0 are the 

amplitude and frequency of the incident electromagnetic wave at time t, respectively. The 

polarizability is modulated by the molecular vibration and expressed as a Taylor series 

expanded around equilibrium nuclear geometry q = 0. The molecular vibration usually is 

considered as a harmonic oscillation at the frequency νR with the amplitude of q0, so that: 
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α = α(0) + (
∂α

∂q
)

q=0
⋅ q + ⋯

q = q0 cos 2πνRt

     (1-2) 

Taking Eq. (1-1) and Eq. (1-2) into account, ignoring higher-order terms in Eq. (1-2) and doing 

basic trigonometric transformation, one can get: 

P =  α(0)E0 cos 2πν0t

+
1

2
(

∂α

∂q
)

q=0
E0q0 cos 2π(ν0 − νR)t

+
1

2
(

∂α

∂q
)

q=0
E0q0 cos 2π(ν0 + νR)t

   (1-3) 

According to the classical analysis, the polarized electrons radiate light at the frequency 

of their oscillations. It also agrees with the modern quantum analysis that Raman scattering can 

be considered as an interaction between light and molecules in vibrational states, where a 

photon excites the molecule to a short-lived intermediate state (virtual state). The photon 

interacts elastically with the molecule resulting in a scattered photon of the same energy as the 

incident one, which is indicated as the first right-hand side term of Eq. (1-3), known as Rayleigh 

scattering (green, middle in Figure 1.1). There is a very small probability, typically less than 

one photon in a million that the incident photon interacts inelastically with the molecule upon 

energy transfer between them. The case of energy transfer from the photon to the molecule, 

results in excitation of vibrational states is called Stokes scattering (red, left in Figure 1.1), 

which is indicated by the second term of Eq. (1-3). The other case of energy transfer from the 

molecule in excited vibrational states to the photon is called anti-Stokes scattering (blue, right 

in Figure 1.1), which indicates the third part of Eq. (1-3). According to the Boltzmann 

distribution, at room temperature, the vibrational ground state is more populated than higher 

vibrational states, which makes anti-Stokes scattering less probable than Stokes scattering. This 

also explains that in vibrational spectra Stokes scattering occurs with higher intensity 

comparing to anti-Stokes so that Stokes scattering is referred to Raman scattering. The 

vibrational modes νR of a given molecule are inherently depending on its chemical structure, 

i.e. number and mass of constituting atoms as well as the type of chemical bonds between them, 

which is unique for different molecules. Therefore, the analysis of a Raman spectrum allows to 

identify and discriminate molecules in a mixture of compounds. From Eq. (1-3), one can also 

see that Raman scattering only occurs under the condition that the polarizability of a molecule 
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changes upon vibration. From the classical treatment for calculating the emitted power of a 

Hertzian dipole, the Raman intensity  𝐼𝑅𝑎𝑚𝑎𝑛  depends among others on the intensity 𝐼0  of 

excitation light as well as the number of molecules N within the excitation volume: 

𝐼𝑅𝑎𝑚𝑎𝑛 ~ 𝑁 𝐼0 (ν0 − νR)4 [(
𝜕𝛼

𝜕𝑞
)

𝑞=0
]

2

    (1-4) 

Eq. (1-4) shows the Raman intensity (IRaman) is related to the density of the sample, excitation 

light intensity (I0) and frequency (wavelength) of the incoming light, and the induced 

polarizability derivative.  

 

Figure 1.1 Band diagrams of scattering and related Jablonski diagrams. Stokes scattering 

in red, Rayleigh scattering in green and anti-Stokes scattering in blue of which are results 

of interactions between photons and molecules in the ground state or vibrational state. 

 

1.3 Raman instrumentation and Raman probes 

Raman spectroscopy is a low-light implementation, i.e. less than one in a million photons is 

scattered inelastically so that successful observation of Raman scattering and acquiring 

meaningful molecular information is strongly dependent on the instrumentation to facilitate the 

measurement of the weak signals. Figure 1.2 (a) shows the configuration of a typical Raman 

microscope. The monochromatic excitation laser light is delivered by fiber and collimated to 

pass through a band-pass filter removing undesired silica Raman background from the 

excitation fiber. Then the excitation beam is reflected by a dichroic mirror and focused on the 

sample by an objective lens. The generated Raman signal is collected by the same objective 

lens and subsequently passed through a long-pass filter to suppress the Rayleigh line. Finally, 

the scattered light is coupled into a collection fiber, which is attached to a spectrometer. The 
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spectrometer disperses the light into spectral components and images the signal on a charged 

coupled device (CCD), where the incident photons create electron-hole pairs, which are 

converted by an analog-digital converter to analog-digital-units (ADUs) as a function of their 

respective wavelength. Principally, this setup configuration is quite basic, however, thanks to 

fast-evolving technological developments especially in the field of high-intensity laser sources, 

low-loss optical fibers, high-quality lens manufacturing and coating, and high-resolution 

spectrometers and detectors, modern Raman microscopic setups nowadays are much more 

powerful and mainly limited by the noise level and unspecific background scattering. The 

aforementioned basic configuration can be combined with a microscopic optical modality to 

form a confocal microscopic Raman system, which allows the users to observe a microscopic 

bright-field image of the sample with adapted FOV. However, this kind of instrumentation is 

quite large and rigid, not suitable for measurement conditions with only small working-space 

or even remote-controlled facilities, i.e. endoscopic and handheld measurement systems. For 

that, fiber-optical Raman probes are applied to overcome these issues. 

 

Figure 1.2 Typical Raman instrumentations: Conventional Raman microscope (a); A six 

plus one Raman endoscopic fiber probe with micro-filters located at the tip (b); A 

handheld fiber-optic Raman probe with a coaxial, dual-channel configuration. 

The fiber optical probes combine the advantages of guiding the light, for both excitation 

and collection channel, and integrating all essential optical components on the fiber itself or 

into small-size housings [2,21,22]. Two representative Raman probe designs, such as a 

miniaturized probe and a handheld probe are shown in Figure 1.2 (b) and (c), respectively. 

Figure 1.2 (b) shows an example of an N+1 Raman probe containing N multi-channel collection 

fibers and one excitation fiber. Here N is 6 and can be readily increased, while also leads to a 

significant increase in the difficulty of manufacturing. The excitation light is scattered 

elastically and inelastically in all directions, thus a higher number of collection fibers typically 

translates into higher signal intensity. In this configuration, the laser light is coupled into the 
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excitation fiber and passes through a short-pass filter, which is coated on the center of the probe 

tip to get rid of the silica background. The long-pass filter coated in a ring-shaped fashion onto 

the collection fibers can reject the elastically scattered light. The collected Raman signal is 

coupled into a spectrometer for further spectral analysis. This type of miniaturized endoscopic 

probes offers a high advantage with its small size, of which the diameter can be miniaturized to 

sub-millimeter dimensions and adapted to endoscopic applications. Yet, it is also very obvious 

that the radiated laser beam is divergent at the fiber exit. The low numerical aperture (NA) of 

the fibers results in a low collection efficiency, which can be partly circumvented by increasing 

the number of collection fibers or integrating lenses on the fiber tip. Figure 1.2(c) shows a 

handheld Raman probe with miniaturized optical components integrated into a handheld 

housing. This probe design allows to freely access measurement sites on most surfaces, and 

therefore, can be an ideal tool for the clinical applications diagnosis and differentiation of 

healthy and diseased tissue during routine examination or surgery. Thanks to the employment 

of an objective lens, the laser radiation is focused on the sample, increasing the energy density 

of excitation. Additionally, the sufficiently high NA of the lens also promises higher collection 

efficiency compared to the miniaturized fiber probes. The flexibility of this type of handheld 

probes comes at a price, i.e. the focal distance changes and the inability to acquire images since 

the signal is generated from a single point. This dissertation is focusing on how to overcome 

these drawbacks.  

 

1.4 Aim of the work 

Considering all information above, the goal of this work is to overcome the comprehensive 

disadvantages when applying handheld Raman probes for clinical applications, i.e. the 

disadvantages of proper focusing, single-point measurements, and direct visualization.   

 The first part of the work aims at the development of an autofocus unit to overcome the 

problems occurring with fixed focus lenses. A new fiber-optical Raman probe design and 

implementation with an integrated liquid lens is presented. Compared with typically fixed focus 

probes, this probe can achieve fast focus adjustment and significantly stabilize the signal. 

Chapter 3.1 provides the design consideration and experimental verification of the in-house 

build probe with an autofocus function operating in handheld operation. The design of the probe 
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is based on coaxial dual optical paths, which deliver the excitation light and acquire Raman 

signals through a voltage-driven liquid lens. Thanks to stable and fast focus adjustments, the 

combination of the liquid lens and the built-in auto-focus algorithm can minimize the impact of 

distance changes during handheld operation. This method has a high potential for drug 

characterization and clinical in vivo applications and can be further extended to any other 

spectroscopic methods that require light to be focused on the sample.   

The second part of the work presents a solution to the single point measurement issue 

of fiber probes by implementing a computer vision-based positional tracking of the laser focus. 

The proposed approach is based on a scanning procedure by moving the probe above the sample 

by hand, simultaneously assessing positional information of the probe, and acquiring and 

processing the spectroscopic data in real-time. This way Raman images from the biological 

sample can be reconstructed live in a short time. The chemical information can be evaluated 

and co-register for each position to demonstrate the biochemical distribution on the sample 

surface. This method allows easily to distinguish borders of different biomolecular composition 

and can be extended to clinical applications of tumor margin delineation. 

In the third part, the direct visualization of the measurements recorded with the 

developed Raman probe imaging system is performed in an augmented and mixed reality. The 

Raman imaging system is based on the combination of Raman spectral measurements with 

simultaneous positional registration. This allows forming the biochemical augmented reality 

image by overlaying the Raman image on the visual image of the sample. The results are then 

displayed on a computer screen. Furthermore, with the help of a laser projector, the mixed 

reality can be directly shown on the physical position and observed by the naked-eye by live 

back-projecting the Raman image onto the sample. By applying the proposed approach, direct 

access to patients for diagnosing and distinguishing diseased from the healthy tissue is given 

by visualizing the results both on the computer screen and in the physical location. This 

approach especially can be extended as a potential image-guided instrument for disease 

diagnostics and surgical resection.  

In the fourth part, the designed Raman imaging system is further improved by 

implementing the photometric stereo method for 3D reconstruction to visualize the Raman 

image in a 3D view scenario. This method offers users a more intuitive way to view the 

distribution of the chemical information on the surface in a 3D scenario compared to the 
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conventional 2D image. This also provides extended possibilities and the huge advantage of 

joint registration of Raman images with 3D reconstruction modalities such as CT, OCT, and 

MRI to strengthen the diagnosis. 
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2. Methods 

2.1 Liquid lens-based autofocus algorithm 

Conventional lenses are made from transparent materials such as glass and plastic, through 

polishing or molding to the desired shape. A light beam is focused or dispersed through 

refraction, which is determined by the shape of the lens and the resulting path length difference. 

To acquire higher Raman scattering signals it is, on the one hand, important to increase the local 

energy density of the laser beam on the sample, and on the other hand, to efficiently collect the 

generated signal. Considering a typical Raman setup, the focal plane is imaged on the entrance 

slit of the spectrometer, while ensuring that the NAs are matched. This also requires that the 

sample is positioned exactly in the focus, because otherwise the image of the focal plane on the 

entrance slit will be large and the coupling will be inefficient, i.e. the signal will be 

proportionally reduced. Normally, lenses have a fixed focal length since they are made from 

solid materials, making the focal adjustment not straightforward. There are, however, other, 

non-solid materials, which can be used for lenses. For example, liquid material can be used to 

create a lens, e.g. water droplet, which can magnify the surface it is deposited on. A new type 

of lenses, liquid lenses, can use the shape-changing property of liquids to rapidly change the 

curvature of a lens, and as such, the focal length. Those lenses are based on a physical 

phenomenon known as electrowetting. The effect refers to the wettability of a droplet on a 

substrate, which can be changed by applying an external voltage between the droplet and the 

insulating substrate leading to the deformation of the droplet curvature, and enabling a rapid 

adjustment of the focal distance [23,24] as shown in Fig. 2.1. The liquid lenses have been 

readily used for various applications, such as photographic cameras [25,26], microscopy [27], 

dual-beam laser autofocus [28], adaptive eyeglasses [29], optical coherence tomography 

angiography [30], and optical sectioning tomography [31]. Also, a liquid lens-based 
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commercial Raman spectrometer has been made available recently [32,33]. In contrast to probes 

made of conventional lens material requiring to maintain a certain probe-to-sample distance to 

achieve in-focus measurements, liquid lenses have variable focal length, which allows for a 

flexible working range. With the help of an autofocus algorithm applied to the liquid lens, the 

focal lengths can be dynamically adjusted to fit with the probe-to-sample distances. 

 

Figure 2.1 Schematic diagrams of the liquid lens. An insulating and non-polar liquid is 

deposited on the bottom wall, which is made of insulating and transparent material. 

Various voltages applied on the electrolyte layer and electrode layer lead to the 

deformation of the droplet curvature, for instance, from shape A to Shape B, resulting in 

changes in the focal length of the liquid lens. 

The autofocus algorithm follows the auto-control theory, which deals with dynamic 

systems in the engineering processes. Fundamentally, there are mainly two types of control 

loops: closed-loop (feedback) control and open-loop control [34]. The difference between them 

is whether the control parameter is internal or external. Fig. 2.2 displays a flowchart of how 

both methods can be implemented for autofocusing purposes using liquid lenses as an objective 

lens for Raman probes. The closed-loop control is based on the feedback regarding the Raman 

signal intensity, i.e. according to the iterative changes in signal intensity the control voltages of 

the liquid lens are adjusted for optimal intensity. The open-loop control is based on the 

information of an external distance sensor. According to the readouts from the distance sensor, 

the voltages for controlling the liquid lens are similarly adjusted to the desired focal length. In 

principle, the closed-loop method is more advantageous because it does not require additional 

hardware to be implemented for the autofocus process. Since the external sensor in open-loop 

control may introduce extra measurement errors into the system, closed-loop routines often 

achieve control with higher accuracies. The main disadvantage is that it requires multiple 

acquisitions (between 8 to 12 times [35]) to find the correct voltage for the liquid lens according 

to the iterative feedback. This is especially challenging for low-light implementations, such as 
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Raman spectroscopy, which may significantly delay the measurement procedure. Using the 

open-loop method, the distance measurement is independent of the Raman signal acquisition 

so that the focal length of the liquid lens can be associated with the correct focal position 

through a look-up table (LUT). This can be done because there is a linear relationship between 

the focusing power vs. voltage response. Therefore, the entire process can be faster, but at the 

cost of increasing complexity. Since Raman spectroscopy is an application with very low signal 

intensity, only open-loop implementation seems to be possible. However, since the open-loop 

method alone can lead to a certain loss of accuracy, a combined method can be used for a fast 

and precise autofocusing method, which applies open-loop control for the coarse search and 

closed-loop control for the fine adjustment. This method has been performed and 

experimentally evaluated in [WY1] and detailed explanations are provided in Chapter 3.1. 

 

Figure 2.2 Diagrams of two autofocus control loops: Closed-loop control (left) where 

the control is based on the internal feedback signal, i.e. the Raman intensity; and open-

loop control (right) where the control is based on the signal from the external sensor, i.e. 

distance sensor. 

2.2 Positional tracking of the laser spot 

The use of handheld probes for in vivo and surgical applications requires efficient 

methods for realizing mapping or scanning procedures. Besides, the acquired Raman 

information also lacks a co-registering method with the position where the measurement has 

been performed. To solve these problems, the computer-vision based positional tracking 

method can be applied, which has been reported to face a similar situation of Fluorescence 

Lifetime Imaging measurements (FLIm) [36]. In this study, a blue laser was applied as an 

aiming beam for tracking, since the conventional brightfield camera cannot detect the excitation 

laser for FLIm, which is in the ultraviolet (UV) region. According to Eq. (1-4), shorter 

wavelengths, i.e. visible and ultraviolet excitation laser, can achieve higher-intensity Raman 

scattering, however, it can also induce significant fluorescence that interferes with the Raman 
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signals.  For biomedical related Raman measurements, it is advisable to use excitation 

wavelengths in the near-infrared, such as 785 nm laser as the excitation source, to achieve a 

compromise between the fluorescence background and the Raman signal intensity. So for 

Raman measurements with a handheld probe, the diffuse reflection and Rayleigh scattering of 

the excitation laser spot on the sample is visible and can be directly used as a tracker with no 

need for the additional aiming beam. The computer-vision based positional tracking relates to 

image processing techniques on the captured images of conventional brightfield camera which 

can, on one hand, co-register the Raman information with the positions of measurements in the 

image plane, on the other hand, can achieve mapping or scanning procedure by loop-operating 

the point-measurements. Different methods of image processing have been investigated for 

detecting and tracking the laser spot, such as color segment, threshold value, pattern recognition 

or modified circular Hough transform [37,38]. Here, a color-segment and threshold-based 

method was selected for the final implementation. The algorithm of this method is shown in 

Figure 1.4. First of all, a conventional RGB brightfield image is captured, which is a 32-bits 2D 

image, containing four 8-bits channels, i.e. red, green, blue, and alpha, as shown in Figure 2.3 

(a). The laser spot contains the red and higher intensity pixels than the surrounding, that a 

segment of the red plane is applied to the brightfield image (Figure 2.3b) and a threshold is 

applied on the red plane to keep the higher intensity pixels, i.e. the remaining laser spot, 

resulting in a binary image (Figure 2.3c). To determine the central position and shape of the 

excitation spot, the contour of the spot is extracted first by using a Laplacian filter, which 

extracts neighboring pixels with significant variations of intensities. The Laplacian 3×3 

convolution kernel is defined as: 

𝑎 𝑑 𝑐
𝑏 𝑥 𝑏
𝑐 𝑑 𝑎

 

For this filter function the relation x = 2*(|a|+|b|+|c|+|d|) produces a contour of the focal spot. 

At last, an ellipse fitting function is applied to the extracted contour to figure out the 

corresponding ellipse as shown in Figure 2.3 (d). 
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Figure 2.3 Diagrams of positional tracking algorithm of the laser spot. The images of 

conventional brightfield image (a), the eight-bit image of the extracted red plane from 

the brightfield image (b), after the application of a threshold, only high-intensity part, i.e. 

the laser spot(c), and image with overlaid center information based on an ellipse fitting 

(d).   

By using this positional tracking algorithm of the laser spot, one can easily extract the 

necessary parameters, i.e. center, angle, major radius, and minor radius of the laser spot. Then, 

the scanning or mapping procedure can be achieved by loop-running the image capture and 

processing for each frame when moving the probe above the sample, which further can be 

integrated with real-time Raman spectroscopic data analysis to enable synchronized Raman 

image reconstruction. The reconstructed Raman image allows easily to co-register with the 

brightfield image for further steps of visualization. This method has been performed in [WY2, 

WY3] and detailed explanations are provided in Chapter 3.2. 

2.3 Data processing algorithm for Raman spectra  

The biomedical information can be extracted from the spectral Raman data by various methods. 

The easiest and most straightforward way is based on Raman intensities of some certain bands, 

which can be used to represent the chemical components. However, Raman intensities of bands 

can be influenced by a couple of factors, such as intensity loss because of out-of-focus 

measurement or broad background fluorescence. Another method that can be used for 

extracting Raman information is based on curve fitting [39]. Typically, with prior knowledge 

of the experimental dataset, i.e. pure spectra from the individual chemical components of the 
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sample, a least-squares fitting method enables online analysis of the acquired spectrum. The 

percentile amount for each of these components can be derived and assigned to the actual 

measurement point in the Raman image[40]. Then, each measured spectrum was preprocessed 

with asymmetrically least-squares baseline correction and normalization [41] and least-squares 

fitted using the molecular signatures from the database. Then, to visualize the concentration, 

each acquired spectrum is assigned an RGB color, representing the relative contribution of the 

different chemical components. Furthermore, multivariate data analysis methods using 

chemometric tools, such as generic principal component analysis (PCA), and various cluster 

analysis algorithms like K-means, hierarchical cluster analysis (HCA) can be used for 

extracting the Raman information without the need for prior knowledge of what is present 

within the sample, resulting in higher quality Raman images [42–45]. However, it is only 

feasible for the off-line procedure since these methods require the use of all data points of the 

Raman image. Since the aim of this thesis is to focus on flexible in-vivo clinical applications, 

the least-squares fitting method was selected. 

 

Figure 2.4 Photography of a proposed sample, a beef steak with a bone (a). And the 

mean spectra of the main chemical contributions of the sample, lipid, bone, and protein 

(b). Adapted from Figrue 3 in [WY2] with permission. 

One example of the least-squares fitting method is shown in section 2.3 of [WY2], with 

a bio-sample with components of lipid, bone, and protein. To realize real-time evaluation of 

chemicals, data processing procedures are executed in real-time during the data acquisition 

process. First, a series of data preprocessing steps are applied: wavelength calibration, intensity 

calibration, offset voltage offset correction, normalization, and baseline correction [41,46–48]. 

Then, to visualize the distribution of specific macromolecules in the sample, spectra from 
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relevant macromolecules present in biological samples were acquired, i.e. lipid, bone, and 

protein in Fig. 2.4(a), and the spectra of these three macromolecules are shown in Fig 2.4(b). 

To determine the relative macromolecule at a specific location of the sample, each measured 

spectrum was processed by least-squares fitting to the molecular signatures of interest from the 

database[40]. According to the least-squares fitting results, i.e. the relative contribution of the 

different chemical components, and combining with the positional information, intensity image 

planes which are related to the concentration of each component can be reconstructed. To 

visualize the information each image plane is assigned an RGB color, representing. The final 

Raman image is formed by merging the various intensity planes. Here, the RGB color was 

assigned as red for lipid, green for bone, and blue for protein. 

2.4 Augmented reality and mixed reality 

With the help of the detection and tracking of the laser spot, a dynamic link between the 

reconstructed Raman image and the brightfield image is created, which provides the possibility 

to build an augmented reality scenario. This yields a very high potential for image-guided 

instrumentation in disease diagnostics and surgical resection. For better visualization of Raman 

images for in vivo clinical applications, augmented reality and mixed reality approaches 

probably are ideal tools to display the Raman information, which can be significant add-on 

features for improving and supplementing real-time diagnosis or surgery [49–52]. Augmented 

reality technology provides users with an interactive experience with computer-generated 

perception information on a computer screen or through glasses to augment objects in the real 

world. Especially for clinical applications, image-based instrumentation combined with 

augmented reality can be a powerful tool to combine, i.e. the biochemical information of Raman 

spectroscopy with the visual inspection of the patient, improving real-time diagnosis or surgery 

[49]. Various imaging modalities have already been combined with augmented reality to 

provide the surgeon with additional information based on the respective optical advantages. 

Such techniques are computed tomography (CT) [53], optical coherence tomography (OCT) 

[54], magnetic resonance imaging (MRI) [55,56], optoacoustic imaging [57],  fluorescence 

lifetime imaging [36,58], and ultrasound imaging [59,60]. The implementation of fiber optic-

based Raman imaging with augmented reality has the advantage that it allows to obtain and 

analyze comprehensive biochemical information, which most of the other techniques cannot or 

only provide limited information of. Hence, a direct interpretation by real-time superimposing 
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the Raman image during the probe scanning procedure onto the brightfield image to detect and 

determine locations of unhealthy parts can be achieved. The visualization of augmented reality 

normally is on a computer screen or tablet. However, it can also be extended to a projector-

based augmented reality, or so-called mixed reality, by back-projecting the Raman image 

directly onto the sample, which allows observing the chemical information with the naked eye. 

Since the Raman image is reconstructed on the same dimensional space as the brightfield image, 

the implementation of augmented reality can be directly realized by overlaying the Raman 

image onto the brightfield image. For visualizing a mixed reality scenario, the projector has to 

be pre-aligned with the brightfield camera. Since the height of the sample is much smaller than 

the distance between the projector and the workbench, and Raman information have 

approximately the same distance, it allows to approximately treat the surface of the workbench 

as the sample plane. The projecting plane of the projector can therefore be linked with the image 

plane of the camera by a homographic relationship, which can be built by using a coordinate 

checkerboard [61–63] as shown in Figure 2.5. After pre-calibration, the reconstructed Raman 

image can be transformed into the projecting plane, and by that overlaid with the original 

sample to form the mixed reality scenario. Detailed explanation and evaluation of the pre-

calibration procedure is presented in the Supplementary information in [WY3].  Furthermore, 

this kind of visualization can be updated in real-time during the measurement procedure 

including an on-line spectral data processing. The augmented reality method has been 

demonstrated in [WY2], and together with mixed reality method has been applied in [WY3]. 

The detailed explanations and results are provided in Chapter 3.3. 

 

Figure 2.5 Flowchart of the projector-camera calibration: a checkerboard image is 

projected onto the workbench and captured by the brightfield camera. The homographic 

relationship is constructed by comparing the corresponding corner positions on 

individual images. 
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2.5 3D reconstruction 

Conventional Raman imaging is performed on the surface of the sample in a 2D-focal plane, 

and accordingly, the results are displayed as 2D images. However, in many clinical applications, 

the sample has a 3D structure, and integrating 3D reconstruction methods with Raman imaging 

has obvious advantages because it represents the distribution of macromolecules on uneven 

sample surfaces more naturally. 3D reconstruction methods can be roughly divided into two 

categories: active methods or passive methods. The active methods have to actively interfere 

with the object, either mechanically or radiometrically. CT and MRI are representative 

examples for medical imaging applications, which use X-ray and strong magnetic fields, 

respectively, to acquire volumetric pixels (or voxels) of the measured sample, including its 

internal structure. The Lidar (light detection and ranging)-based approach is another example 

of an active method, which illuminates the target with laser light and measures the reflection 

with a sensor [64]. Structured-light is also a well-known approach of an active method, which 

illuminates the sample with specially designed 2D patterns, and analyses the distortion of the 

back-projected structured-light pattern to reconstruct the 3D surface image [65,66]. Contrarily, 

passive methods do not require interference with objects, and usually, cameras are applied to 

acquire a set of conventional images or videos to extract topological information. Computer 

stereo vision is one representative approach of passive methods, which is based on two 

displaced horizontal cameras acquiring two differing views on the sample inspired by the 

biological binocular vision [67]. The 3D information can be extracted from the disparity map 

by comparing these two images. The other representative approach is the photometric stereo 

technique, which estimates the depth and surface orientation of the targeted image from 

multiple images originating from the same viewpoint under different illumination directions 

[68–70].  

 Considering the convenience of combining Raman imaging with 3D reconstruction, 

especially to co-register a 2D Raman image of a 3D sample model, the photometric stereo 

method has been selected and integrated into the instrumentation as shown in [WY3]. Here, a 

four source photometric stereo approach [71,72] is applied, which allows acquiring four 2D 

images under four different illumination orientations from the top, right, bottom, and left. For 

an image of a Lambertian object with varying reflectivity (albedo) and assuming no self-
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occlusion, the intensity value of the same pixel from these four 2D images, 𝐼𝑛, is determined by 

the following formula [73]: 

𝑰𝒏 = 𝑘(𝑳𝒏 ∙ 𝑵)      (2-1) 

Here, N is the surface normal; k is the albedo and 𝐿𝑛 is the coordinate of the four different 

illuminations. With the standard least-squares error procedure, 𝑘𝑵 = (𝑳𝒏
𝑻𝑳𝒏)−1𝑳𝒏

𝑻𝑰𝒏 , the 

normal 𝑵 becomes a unit vector and albedo k can be estimated as the length of this vector. 

Furthermore, with the known coordinate of the four illumination sources and acquiring four 2D 

images, the surface normal of each pixel can be calculated. The gradient of each pixel can be 

estimated as following: 

 𝐺𝑥,𝑦 = (
𝑁𝑥

𝑁𝑧
,

𝑁𝑦

𝑁𝑧
)      (2-2) 

And taking a known start point (normally setting the height point manually) into the gradient 

map, the surface height image, i.e. the reconstructed 3D surface image, can be iteratively 

calculated. Because the same camera is used for the brightfield image, the positional tracking, 

and the 3D reconstruction, the Raman image has the same dimensional space as the fundamental 

plane of the reconstructed 3D model. This allows a straightforward way to project the Raman 

image onto the 3-dimensional sample surface and hence offering a Raman image with height 

information providing a better understanding of the distribution of the biochemical information. 

Further detailed explanation and evaluation of the photometric stereo procedure have been 

shown as the Supplementary information in [WY3]. Chapter 3.4 provides the results of 

combining Raman imaging and photometric stereo measurements of biological samples. 
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3. Results 
In this chapter, an overview of the investigations, approaches, and experimental studies dealing 

with the main open research issues when applying handheld Raman probes for clinical 

applications is presented. The scientific significances of each topic are illustrated separately 

within the following subchapters. 

3.1 Fiber-optic Raman probe with an integrated autofocus unit 

Since a handheld fiber-optical Raman probe has the advantages of small size and easy access 

to the patient to acquire Raman spectroscopic information, it is an ideal and highly potential 

tool for clinical applications. However, a conventional probe has an objective lens with a fixed 

focal length, which requires the user to continuously maintain a predefined working distance. 

Otherwise, the acquired signal will be reduced significantly. To address this problem, a novel 

Raman probe was designed, which uses a liquid lens is the objective lens. The diagram of the 

in-house build Raman probe with an integrated liquid lens as the objective lens is shown as Fig. 

3.1 (Fig.1 in [WY1]). The main part of the probe is similar to the conventional handheld probe 

which has a coaxial, dual-channel configuration. The excitation laser light is guided by one 

channel, where a bandpass filter removes the Raman signal from the fiber, i.e. the silica 

background, and gets focused on the sample by the liquid lens (C-S-25H0-096-03; Corning 

Varioptic Lenses, Lyon, France [74]). The liquid lens is connected through a flexible printed 

circuit (FPC) cable to a power source (USB-M Flexiboard, Corning Varioptic Lenses, Lyon, 

France), which is software-controlled through a USB cable to a computer, delivering a 1 kHz 

alternating current (AC) voltage to drive the liquid lens. The Raman signal is generated at the 

focal spot and collected by the liquid lens. The backscattered light is reflected by a dichroic 

mirror into the second channel where a long-pass filter gets rid of the Rayleigh scattering signal 

and then guided to the spectrometer. The key requirement for applying the Raman probe with 

the integrated liquid lens is how to adjust the applied voltage to the liquid lens to change the 

focal distance so that it correlates to the real probe-to-sample distance. As stated in chapter 2.1, 

a suitable autofocus algorithm has to be developed to enable the automatic adjustment of the 
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applied voltage without human intervention. Taking both speed and accuracy of the focus 

adjustment into account, a hybrid method is feasible to be applied here i.e. open-loop method 

for coarse search and closed-loop method for fine adjustment. 

 

Figure 3.1 Diagram (a) and photograph (b) of the in-house build Raman probe with an 

integrated liquid lens as the objective lens. The attached distance sensor is fixed by a 

3D-printed holder to maintain a defined relation for the realization of the autofocus 

function. Adapted from Figure 1 in [WY1] with permission. 

 The open-loop method is mainly based on the feedback of distance measurements. 

Various technologies have been applied for distance measurements, such as time-of-flight, 

triangulation, or ultrasound which are based on calculating the reflection of light or sound 

waves. Considering the speed, working range, and the possibility of combining it with a Raman 

probe, an ultrasonic distance sensor (UM12-1172271; SICK, Germany) is selected which is 

small in size, pen-like, voltage-driven and has a response time of 30 ms. The ultrasound 

measurement is independent of the Raman spectroscopic measurement since there is no mutual 

conflict between laser light and ultrasonic waves. Fig 3.1 demonstrates the Raman probe 

integrated with the ultrasonic sensor by mounting them on a 3D-printed holder. The sensor 

requires a 10 V driven-voltage, while the readout is also in voltage format so that a 

multifunction I/O device (USB6001; National Instruments, Austin, Texas) is applied for both 

delivering the driven-voltage and receiving the voltage-readout. To develop the algorithm, a 

functional relationship between the distance readout of the ultrasonic sensor and the correctly 

applied voltage to the liquid lens, a look-up-table had to be established through an initial 

calibration. The focal length f of the liquid lens is equal to the reciprocal of the dioptric power 

D, which itself is linear to the driving voltage UL in the optical power [23,24]: 

𝑓 =
1

𝐷
=

1

𝑎1∙𝑈𝐿+𝑏1
        (3-1) 
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Here a1 and b1 are constants for the equation. For the ultrasonic sensor, there is a linear 

relationship between the voltage-readout US and the real distance dS, a2 and b2 are the constants: 

 𝑑𝑆 = 𝑎2 ∙ 𝑈𝑆 + 𝑏2       (3-2) 

Furthermore, as shown in Fig.2 in [WY1], there is always a trigonometric function between the 

focal length f and the measured distance dS of the distance sensor as following: 

𝑓 = 𝑐𝑜𝑠𝛼 ∙ 𝑑𝑠 − 𝑑0       (3-3) 

α and d0 is the angle and vertical distance between the lens with the distance sensor, respectively. 

These are constant once the liquid lens and ultrasonic sensor are fixed with the holder. 

Combining these equations, the relationship between UL and US can be established as follows: 

𝑈𝐿 =
1

𝑐𝑜𝑠𝛼𝑎1𝑎2∙𝑈𝑆+𝑐𝑜𝑠𝛼𝑎1𝑏2−𝑎1𝑑0
−

𝑏1

𝑎1
      (3-4) 

Then, by combining the constants and simplifying the equation, the mathematical formula for 

the probe autofocus is as following: 

𝑈𝐿 =
1

𝑎∙𝑈𝑆+𝑏
+ 𝑐        (3-5) 

Thus, compared to the complex measurements of constants, such as α, d0, ds or establishing the 

relationship between f and UL, the relation between UL and US can be built by fitting the 

mathematical formula to data points acquired from changing the probe-to-sample distance step 

by step while recording the voltages of the distance sensor, and the best-driven voltages 

according to the highest Raman signal intensities. Fig.3 (b) in [WY1] plots the recorded data 

of the voltage readout of the distance sensor vs. the related best-driven voltage for the liquid 

lens (green dots) as well as the calculated curve fit (blue dashed curve) based on the 

mathematical formula. With the help of the calibrated fitting results, the driven-voltage UL can 

be calculated from the distance readout US for each measurement.   

During the calibration process, when the distance from the probe to the sample is 

gradually changed, there is a step of finding the corresponding optimal driven-voltage for the 

highest intensity of the Raman signal under the condition of a specific voltage of the distance 

sensor. Surely, this step can be achieved by manually adjusting the driven-voltage to find the 

moment of highest Raman intensity. However, for higher accuracy and minimal manual 

operation, the closed-loop method can be applied based on iterative feedback of the differences 

in the Raman signals at each step. For having defined US values, the Raman probe is placed on 
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a z-translational stage. Fig. 3.2 shows the flowchart of this closed-loop method, which contains 

the following steps:  

 

Figure 3.2 Flowchart of the closed-loop method. In briefly, the iterative signal, i.e. the 

highest intensity of the acquired spectrum or the intensity of a specific Raman band, is 

compared to a previous value: if the signal is increasing the algorithm changes the 

voltage continuous in the same direction; if the signal is decreasing the algorithm 

changes the voltage to the opposite direction and shorten the change step. Until the 

change of the signal maintains in a pre-defined threshold, the algorithm stops. 

(a) Give an initial driven-voltage UL to the liquid lens (such as 45 V since the range 

of driven-voltage is from 25 V to 70 V), either the highest intensity of the acquired 

spectrum or the intensity of a specific band is recorded as the initial Raman intensity 

(I0); 

(b) Increase the driven-voltage step by step and either measure the highest intensity 

of the acquired spectrum or the intensity of the specific band;  

(c) Compare the current Raman intensity (Ik) to the pre-frame one (Ik-1), if   𝐼(𝑘) −

𝐼(𝑘 − 1) > 0 , continue turning the driven-voltage up if  𝐼(𝑘) − 𝐼(𝑘 − 1) < 0 , 

change and decrease the driven-voltage; 

(d) When the turning direction changes, shorten the turning step according to the 

desired precision; 

(e) Repeat steps (c) and (d) until |𝐼(𝑘) − 𝐼(𝑘 − 1)| < 𝜀 where 

ε is the pre-defined threshold. 
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Fig.3 (a) in [WY1] shows a representative procedure to determine the best driven-voltage to 

the liquid lens for US = 0.24 V. The closed-loop procedure is repeated for different probe-to-

sample distances, and a relationship between the distance sensor and the liquid lens can be 

calibrated. Furthermore, this closed-loop method is also applied for the fine search of the 

autofocus procedure afterward. Based on the combined open-loop and closed-loop method, the 

probe allows fast, dynamic, and accurate adjustment of the focal length, while the probe is 

moved over the sample and a simultaneous Raman signal is acquired. 

 To evaluate the autofocus function of the presented Raman probe, a comparative 

experiment between using the autofocus function and a fixed focal length was carried out. The 

probe was fixed on the manual z-translational stage, the probe-to-sample distance was changed 

over a range of 4 mm and simultaneously Raman spectra were recorded. The detailed 

information of this comparative experiment can be found in section 3.2 in [WY1]. The 

experiment proves that the autofocus function can greatly reduce the loss of the Raman signal 

caused by defocusing effects when using the fixed focal length. The improvement will also vary 

depending on the distance from the probe to the sample, and for the current implementation, 

the improvement can be as high as 10-fold. The experimental features show that the reported 

Raman probe with the liquid lens has z-axis working range of ~2.8 mm to 6.4 mm instead of a 

fixed working distance, and can effectively compensate for signal reduction related to the 

distance. The current working range is limited by the maximum adjustability of the liquid lens, 

which can be improved by custom-designed liquid lenses optimized for the specific application. 

With the autofocus function, the probe can dynamically adjust the focal length to adapt to the 

distance from the lens to the sample, thereby guaranteeing a clear and discernible Raman 

spectrum. 

 Since the motivation of developing the autofocus probe aims to improve the handheld 

operation, further experimental evaluations were performed by comparing the measurements 

with the fixed length and autofocus function under handheld conditions. The acquisition time 

was set to 0.5 s and due to rapid hand movement, only the open-loop method was applied for 

the adjustment of the focus. Section 3.3 in [WY1] describes the information of this comparative 

experiment. In a similar range of probe-to-sample change, a ~12-fold reduction of the collected 

signal with the fixed-length was observed by comparing the Raman intensities varying during 

the measurement, while with the autofocusing probe only a ~2.2-fold reduction. It can be seen 

that while the variation of the distances is comparable, the standard deviation of the acquired 
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Raman spectra is significantly reduced by using the autofocus algorithm. Besides, since the 

effect of response time becomes more obvious as the acquisition time decreases, measurements 

for acquisition times of 0.1 s and 1 s were also performed. For shorter acquisition times, it is 

more challenging to adjust the voltage-based distance change than for longer acquisition times. 

The reason is the speed limitation caused by the open-loop method, which is about 45 ms and 

close to the acquisition time of 100 ms. As soon as hand movement occurs during the acquisition 

process, the liquid lens may delay the adjustment of the focal length, resulting in more 

significant Raman intensity changes. For longer acquisition time, the delay of the liquid lens 

response is not obvious, and it has no significant effect on the intensity, so the intensity is more 

stable. Nevertheless, the stability is still higher than during measurements with fixed focal 

length, which can be seen by comparing the experimental results between the fixed focal length 

and the autofocus function (Fig. 5 and Fig. 6, [WY1]). 

Last but not least, the developed probe has been applied for Raman imaging, which also 

compares the experimental results between the autofocus algorithm and the fixed focal length. 

The imaging experiments were performed on a biological sample, which was placed titled at 

15° on an X-Y motor scanning stage (MLS203-1, Thorlabs, Newton, New Jersey). The net z-

directional displacement from one side to the other was approx. 1.8 mm and the Raman imaging 

was based on the intensity mapping of the Raman band at 1459 cm-1. The results are shown in 

Fig.7 in [WY1]. As expected, for the situation with fixed focal length, due to the tilt of the 

sample and the resulting change in the probe-to-sample distance, a significant intensity change 

can be observed in the x-dimension of the image. Since the tilt is only on the x-axis, there is no 

obvious intensity change on the y-axis. The experiment was repeated using the autofocus 

algorithm in the same position, including the closed-loop method because the probe was fixed 

and not used in handheld operation. The liquid lens using the auto-focus method can eliminate 

the mismatch between the probe-to-sample distance and the focal length, thereby almost 

completely corrects the effect of the tilt. However, it should be pointed out that the limitation 

of the implemented ultrasonic distance sensor is a flat surface of at least 3 mm2 to reflect the 

ultrasonic waves to the detector, so that the probe with an open-loop method or hybrid method 

can be used on samples, including liquid or powder samples. On the other hand, the closed-loop 

algorithm is not limited to measurements of uneven surfaces. However, it may limit the 

autofocus process for measurements, where very fast sampling is needed. However, 

modifications to the ultrasonic sensor (allowing for improved focusing capabilities) can 
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significantly increase the resolution and range of applications. Furthermore, the proposed 

method can be extended for many other optical modalities that need to focus light on the sample, 

such as FLIM, second harmonic generation (SHG) imaging, and coherent anti-Stokes Raman 

Scattering (CARS). 

3.2 Fiber-optic Raman probe imaging system based on computer-vision 

tracking 

Using a handheld fiber-optic Raman probe in a free-hands approach allows easy and flexible 

access to the site of interest during surgery or diagnostics. Because of uncontrolled hand or 

patient movement, the correct co-registration between the measurement site and the collected 

Raman spectrum is challenging, and the acquisition of Raman images not possible. This, 

however, significantly reduces the opportunities for using Raman spectroscopy for in vivo 

molecular margin differentiation. One possibility to improve this is by using a mechanical arm, 

which could be used to register the information, but this significantly increases the complexity 

and reduces the flexibility of the approach. A more elegant solution is based on laser spot 

tracking and accurate detection of a laser spot through real-time image processing of a video 

stream from a brightfield camera. The latter approach was implemented in the theses. With the 

help of positional tracking, the Raman imaging procedure can be realized by continuously 

assessing the positional information of the laser spot and synchronously acquiring Raman 

information from the same location. Also, sparse sampling, i.e. incomplete characterization of 

the region of interest, can be avoided by laser spot tracking. The position information is 

obtained from the bright field images, which are taken simultaneously with the Raman spectra. 

Color segmentation and thresholding are applied to extract the laser position. The positional 

information can be extracted from the conventional RBG images which are captured during the 

Raman measurement by color segment and threshold as described in chapter 2.2. Meanwhile, 

the biomedical information can be extracted from the spectral Raman data by the least-squares 

fitting method as described in chapter 2.3. 

Knowing the laser position, i.e. the measurement site, and the composition of the 

measured sample, the Raman image can be reconstructed and visualized. For each spectrum, a 

circle is generated and shown on top of the bright field image. In [WY2], the diameter of the 

reconstructed circles is a fixed parameter. Depending on the speed of the fiber probe movement 

a fixed diameter causes a sparse or a blurred image, respectively. To avoid this, a modification 
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was implemented in [WY3]. The diameters of the circles are no longer fixed but are adapted to 

the speed of movement of the Raman probe. In details, the scalable diameter d of the circle is 

determined by the minor radius (r) of the fitted ellipse and the Euclidian distance D between 

the center of the currently fitted ellipse and the one from the previous frame according to the 

following rules:  

𝑑 = {
0.5𝑟,   𝑖𝑓 𝐷 < 𝑟

𝑟,      𝑖𝑓 𝑟 ≤ 𝐷 < 2𝑟
2𝑟,     𝑒𝑙𝑠𝑒

       (3-6) 

This compromise between the speed of the probe movement during the measurement and the 

size of the reconstruction circle serves to improve image reconstruction as compared to [WY2]. 

Then, by assigning intensity planes of the known components to various basic colors, these 

planes can be combined to reconstruct the Raman image. Also, [WY3] combined with the 

producer/consumer queue function, the reconstruction of Raman images runs in parallel with 

Raman measurements and position tracking. Compared with the sequential execution in [WY2] 

of the two steps, higher efficiency and processing speed can be obtained. 

The fiber-optic Raman probe imaging system was implemented based on the approaches 

mentioned above. The spatial resolution of the presented Raman imaging is an important 

parameter and has been theoretically analyzed and experimentally evaluated. Theoretically, the 

spatial resolution is determined by a comparison between the size of the laser spot and the 

spatial resolution of the brightfield camera, which provides the positional information of the 

laser spot. For the measurements, the resolution of the brightfield camera is set as 640 × 512 

pixels with a field of view of around 15.6 cm × 12.5 cm in [WY3] (320 × 240 pixels for about 

15 × 12 cm in [WY2]). This results in a spatial resolution of around 0.24 mm per pixel. The 

diameter of the output laser spot is around 0.1 mm as the excitation fiber, with a core diameter 

of 105 µm, is imaged 1:1 into the sample plane. Taking the spatial resolution of the brightfield 

camera and the size of the laser spot into account, the theoretic spatial resolution of the whole 

system is around 0.24 mm per pixel. Using a high-resolution brightfield camera and a smaller 

laser spot can improve the spatial resolution. This, of course, increases the acquisition time for 

Raman images of the same size. The current parameters are a trade-off between the time taken 

for full coverage scanning and the appropriate image quality. Additionally, the reconstruction 

in each frame of the Raman imaging is based on the scalable circle of which diameter is 

determined by the minor radius of the fitted ellipse as mentioned in chapter 2.2.  To perform 
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this adjustment, at least five points are required [79], i.e. the laser spot, like the reconstructed 

circle, must have a diameter of at least 2 pixels, and the reconstruction requires minimal ±1 

pixel surrounding the center position to draw the constructed circle, so that the resolution would 

be around 0.5 mm per reconstructed circle. For experimental evaluation, a spatial resolution 

target of various width stripes was designed and in-house fabricated by 3D printing as shown 

in Fig. 6 of [WY3]. The width of the strips varies from 0.5 mm to 5 mm. The main body part 

of the target is made of Poly (methyl methacrylate) (PMMA), while the grooves between the 

strips are filled with moldable thermoplastic for gaps >1 mm and powdery paracetamol for gaps 

≤1 mm, respectively. The proposed Raman imaging method was performed, using PMMA, 

thermoplastic and paracetamol as reference spectra. Assigning different LUT colors to these 

three intensity-image planes, i.e. red for PMMA, green for plastic, and blue for paracetamol, 

allows reconstructing a 24-bit pseudo-color Raman image as shown in Fig. 6e of [WY3]. It can 

be seen from the results that the experimental spatial resolution is consistent with the theoretical 

analysis, and the size of each pixel in the reconstructed plane is about 0.24 mm and the 

constructed circle has a size of at least around 0.5mm. This parameter is suitable for the scene 

of the image-guided instrument for clinical applications and can be adjusted as needed to meet 

the experimental requirements. 

 Based on the proposed fiber-optic Raman probe imaging system, measurements have 

been performed on different kinds of bio-sample. In [WY2], a beef steak with bone was selected 

as the sample which contains multiple structured components, i.e. bone, lipid, and protein-rich 

structures, Fig 3.3(a1). The used bright field camera was set to 320 ×240 pixels and a frame rate 

of 24 fps. The power of the excitation laser was set to 100 mW at the sample and the spectral 

acquisition time to 50 ms to enable a near video-rate acquisition. Within 6 min. of scanning, 

including positional tracking of the laser spot and spectral analysis, it is possible to sample a 

large part of the biological tissue, Fig 3.3(a2). The color-coded reconstructed Raman image 

consisted of 640 points. With the set resolution of the bright field camera and the field of view 

of approximately 15 cm × 12 cm in the sample plane, the resulting spatial resolution was 0.47 

mm. Due to the low-speed processing of the sequential execution, a low camera resolution was 

selected to cover a large enough area in a reasonable time. As the first implementation of the 

presented approach, in [WY2], it is possible to distinguish between different components during 

the data acquisition process, resulting in a real-time assessment of the macromolecular 
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distribution of the sample, offering a great potential to visually distinguish non-differentiable 

samples based on their molecular profile. 

 

Figure 3.3 Representative results of brightfield images and Raman images of different 

samples, Beef sample(a1,a2), exposed porcine brain sample (b1, b2), porcine cerebrum 

sample model with two simulate areas (c1, c2), and clinical biopsy sample (d1,d2), 

respectively. Adapted from [WY2] and [WY3] with permission. 

In [WY3], a complementary metal-oxide-semiconductor (CMOS) camera (DCC1645C; 

Thorlabs, Austin, Texas) replaced the conventional webcam as it has a 650 nm short-pass filter 

to decrease the influence of the reflection of too bright Rayleigh scattering, which may make 

the detection area larger than the actual one. The processing speed was also improved by using 

a parallel data processing algorithm. To demonstrate the developed proposed approach, it has 

been applied to further bio-samples. First of all, to demonstrate the principle performance of 

the reported approach on a sample with a flat surface, a porcine cerebrum brain was selected 

and cut horizontally to reveal the structured components, i.e. white matter and grey matter, and 

had a size around 7.3 cm × 3.7 cm, Fig 3.3(b1). A pre-processing step built the known database 

of white matter and grey matter. During 210 s of handheld probe scanning of the sample 987 

points were acquired, resulting in full coverage of the Raman image, and the separation of the 

molecule contributions of interest according to the pre-built reference spectra could be shown, 

Fig 3.3(b2). With the help of parallel data analysis, an almost triple speed of data processing has 

been achieved by comparing the current speed rate of 4.7 Hz with the previous measurement of 

1.8Hz. And with the improved spatial resolution, results in a decrease in the size of the pixel 

and an obvious improvement of the fineness of the Raman image. Another experiment has been 

performed on a porcine cerebrum with a size around of 7 cm × 4 cm × 2.6 cm to measure the 

3D structure of the cerebral cortex to demonstrate the combination of the proposed Raman 
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imaging approach with optical 3D reconstruction method, which will be explained in details in 

chapter 3.4. Here, the focus is the Raman imaging part. Because the surface of the brain mainly 

only contains gray matter, a model was created to increase the chemical difference and to 

simulate two cases, i.e. tumor presence, which was realized by locally applying a lipid-rich 

compound, and local presence of medication, which was realized by locally applying a 

pharmaceutical compound, Fig 3.3(c1). In 260 s 856 Raman measurements of the brain surface 

with the three chemical compounds, i.e. the white matter, lipid, and pharmaceutical, were 

performed, Fig 3.3(c2). The reconstructed data shows that the proposed approach allows to 

dynamically distinguish the components by their specific Raman information and demonstrate 

the distribution of these components with various colors on the image plane. More importantly, 

to demonstrate the performance of the reported approach for clinical applications, the proposed 

approach has been applied on two ex vivo biopsy samples with the help of the cooperated 

partners in University Clinic Jena. One experiment was performed on a sample resected from a 

tumor surgery with a size of 5.2 cm× 4.1 cm, Fig 3.3(d1). In general, in about 184 s with 994 

points, nearly full coverage and distributed Raman image was constructed which shown three 

various biochemical components on the sample, Fig 3.3(d2). The other experiment was 

performed on a sample, which was resected from surgery for extensive intramuscular lipoma in 

the area of the pectoralis major muscle of a 68-year-old patient with a size of 4 cm × 2.8 cm, as 

shown in the supplementary information of [WY3]. In about 160 s with 672 points, the Raman 

image of this biopsy was constructed. However, since the sample was resected from the 

intramuscular lipoma, only lipid spectrum has been detected, that no biomedical difference was 

found. Although measurements aim to detect tumor from the healthy tissue, the samples we got 

were the center parts of the suspected tissue, and the border parts which may have healthy tissue 

need to be histologically studied for the concern of patients so that no difference between tumor 

and healthy tissue can be detected. Based on the performed experiments, one can see that the 

proposed approach has wide applicability, and is not restricted to a specific organ or tissue, 

which has broad potentials as image-guided instrumentation for clinical applications. 

3.3 Raman imaging in combination with augmented and mixed chemical 

reality 

Besides the advantage of the convenient movement of applying the handheld Raman probe to 

achieve Raman imaging procedure, as mentioned in chapter 2.3 the reconstructed Raman image 
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allows being applied further to combine with the brightfield image to form the augmented 

chemical reality and to combine with the original sample through back-projecting to form the 

mixed chemical reality. Figure 3.4 indicates the schematic diagrams of the realization of 

augmented chemical and mixed chemical reality, respectively.  

 

Figure 3.4 Schematic diagrams of the realization of augmented chemical reality (a) and 

mixed chemical reality(b): the augmented reality is realized by overlaying the Raman 

image yielded from the handheld Raman probe based instruction with the brightfield 

image captured by the camera, which can be observed on the computer screen; the mixed 

reality is realized by real-time projecting the Raman image on the original sample surface 

with help of a laser projector, which can be observed by naked eyes. 

As Figure 3.4 (a) shows, since the Raman image has the same dimensional space as the 

brightfield image, the augmented reality is realized by merging the images. Furthermore, 

because the proposed Raman imaging approach is reconstructed as point-by-point in real-time, 

the augmented reality is also live updated with the measurement running point-by-point. 

Combining the Raman imaging with the static brightfield image allows dynamically displaying 

the augmented chemical information, which offers a real-time assessment of the 

macromolecular distribution of the sample and a further positional link between the Raman 

image and the brightfield image. The Raman image of the sample of beefsteak was shown in 

the augmented reality scenario in [WY2].  More measurements have been performed in [WY3], 

not only demonstrating the advantages of augmented chemical reality but also have performed 

mixed chemical reality by real-time projecting the Raman image on the original sample surface 

with help of the laser projector. After the image calibration by building the homographic 

relationship between the brightfield camera and the projector, it allows projecting the Raman 

image fit on the original sample surface for demonstrating the macromolecular distribution of 

the sample, which can be easily observed by users with naked- eyes, Figure 3.4 (b). Augmented 

reality and mixed reality have been performed on the flat surface exposed brain sample, the 



 

Chapter 3.  Results 

 

33 

brain sample model with 3D structure, and two ex vivo biopsy samples, Fig. 3.5. Detailed 

information about the results can be found in Figure 1 and Figure 2 in [WY3] and Figure S3 in 

Supplementary Information. Each measurement has been separately recorded by video and can 

be found as the supplementary videos in the supplementary information. From these results, the 

proposed Raman imaging approach based on the handheld Raman probe allows to visualize the 

Raman image results of various kinds of samples in augmented reality and mixed reality manner, 

dynamically and directly providing the biochemical distribution of on the sample surface, and 

can be linked with the original positions where the point-measurements have been performed. 

This kind of visualizations further underlines the proposed approach has significant potential 

as image-guided instrumentation for in vivo imaging. 

 

Figure 3.5 Representative results of augmented Raman reality and mixed Raman reality 

of different samples, The exposed brain sample (a1, a2), brain sample model with two 

simulate areas (b1, b2), and two clinical biopsy samples (c1, c2, d1, and d2), respectively. 

Adapted from [WY3] with permission. 

3.4 Raman imaging in combination with 3D reconstruction  

Raman spectroscopy can acquire information from different depths and allows for 

reconstructing a three-dimensional (3D) confocal Raman image for very small samples, such 

as single eukaryotic cells or small ploy particles [75–77] due to the low penetration depth of 

laser light in the visible range in tissue, Raman scattering has very low probability to occur in 

the deep layers of the sample (below 100 micrometers of the surface) [78]. For conventional 

Raman measurements, the height information of the sample usually is ignored, and Raman 

imaging is realized in a 2D plane. It would also be attractive and interesting to combine the 

Raman information with height information, i.e. a 3D representation of the sample, which not 
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only shows the distribution of macromolecules on the surface but also adds the height 

information of the sample. To achieve this aim, a 3D reconstruction method based on 

photometric stereo has been selected and integrated into the instrumentation.  

First of all, an evaluated measurement of the photometric stereo method was applied on 

a hemisphere phantom which has a diameter of 25 mm and was designed and fabricated by 3D 

printing, as shown in Figure 3.6(a). It has slices of every 20° from the center on the horizontal 

plane and vertical plane, respectively. After acquiring conventional images under different 

illuminated directions, results of the untextured 3D scene and textured 3D scene of different 

view from the top, front, and side, respectively are shown as Fig. 3.6 (b). Fig. 3.6 (c) indicates 

the height maps of the reconstructed, real, and the absolute difference between the reconstructed 

and real, respectively. The real height map is plotted according to the equation: 𝐳 =

√𝒓𝟐 − (𝒙 − 𝟑𝟐𝟎)𝟐 − (𝒚 − 𝟐𝟓𝟔)𝟐 + 𝒃, here r = 104, (25 mm÷ 0.24 mm/pixel) is the radius of 

the hemisphere, (320, 256) is the center of the image and b = 8.3 (2 mm) in the lower part of 

the phantom. The root-mean-square error (RMSE) between reconstructed and real is ~3.7 pixels 

(0.9 mm) and the normalized root-mean-square error (NRMSE) is 3.3%. This error may come 

from various factors, i.e. the different illumination power of the LEDs, the accuracy of the 

equipment assembly, and the quality of the camera (image distortion). Nevertheless, this scale 

of error is acceptable for the current implementation. Then, the reconstructed 3D model was 

applied to combine with the reported Raman imaging method, which allows to map the 

molecular information on the 3D-surface, forming an augmented reality image, Fig. 4c in 

[WY3]. 
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Figure 3.6 Diagram of the hemisphere phantom, which has slices of every 20° from the 

center on the horizontal plane and vertical plane, respectively, and the spaced area on 

the surface is excavated and refilled with paracetamol (smallest gaps), and moldable 

thermoplastic (rest gaps) (a1). Top-view of the phantom, which shows the arc lengths of 

a 20° slice on each horizontal level (a2). Three-quarter side-view of the phantom, which 

shows the radiuses of each horizontal level. (a3) The reconstructed image under 

untextured 3D scene and textured 3D scene with a different view from the top, front, and 

side, respectively (b). The height maps of the reconstructed, real, and the absolute 

difference between the reconstructed and real (c). Adapted from [WY3] with permission. 

Furthermore, to demonstrate the visualization of Raman image combining with the 

photometric stereo method, experimental measurement has been performed on porcine 

cerebrum with the 3D structure in [WY3]. As shown in Fig. 3.7(a and b), the non-textured 

height image and the textured image with the original color image of the brain sample was 

reconstructed using the method of the photometric stereo system, which is based on the analysis 

of the images of the sample under different light orientations. Additionally, since the same 

brightfield camera is applied for both the photometric stereo and the positional tracking step for 

Raman imaging, it allows mapping the Raman image on the reconstructed height 3D image that 
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users can observe the chemical distribution of the surface from the sample in a 3D Raman 

information textured scenario as predicted in Fig. 3.7(c). A related 3D scene view video of the 

structured sample in individual windows of non-textured height image, original color textured 

image, and Raman textured image is attached as Supplementary Video 1a in [WY3].  

 

Figure 3.7 Representative results of applying the photometric stereo method on the brain 

to get the untextured height 3D scene image (a) and textured 3D scene image with 

original colors (b). Coating the Raman image on the 3D reconstructed model to form the 

Raman textured 3D scene image (c). The color information represents different chemical 

components, i.e. red for the lipid-rich compound, green for protein, and blue for the 

pharmaceutical compound. Adapted from [WY3] with permission. 

Here, the result shows the possibility of the Raman image combining with the 

photometric stereo method to show the Raman image results in a 3D view. More importantly,  

this visualization of Raman image in a 3D scenario has full potential to be extended to other 3D 

optical reconstruction methods or medical imaging methods, such as laser scanning, computer 

stereo vision, CT, OCT, and MRI for further clinical applications as a supplier for image-guided 

instrumentations. 
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4. Summary 
Raman spectroscopy-based technologies have been emphasized to be translated into biomedical 

and clinical applications in recent years. Typically, Raman systems based on handheld fiber-

optic probes are more feasible for these applications compared to the conventional microscopic 

Raman system, since the probe offers advantages in terms of smaller sizes and easier access to 

the measurement sites, making it more favorable for complex environments. However, there 

are also several common drawbacks of applying probes for many applications: (1) the focus 

issue stemming from a fixed working distance of the objective lens. Regular probes have a fixed 

focal length, which requires the user to maintain a certain working distance to acquire higher 

Raman signals, otherwise, the defocusing results in a significant loss in signal intensity. (2) The 

single-point-measurement issue arises from the fact that the probe can only acquire spectra from 

the focal spot of the excitation laser, which lacks efficient methods for realizing a mapping or 

scanning procedure. (3) Direct visualization of the Raman data in an intuitive and easily 

understandable way is hampered due to the lack of real-time data processing and a 

straightforward co-registering method to link the Raman information with the respective 

measurement position. These tasks were tackled in this thesis and the investigations reported 

are related to these main themes. 

 In the first part of this dissertation, a handheld fiber-optic Raman probe with an 

autofocus unit was presented to overcome the problem arising from using fixed-focus lenses, 

by using a liquid lens as the objective lens, which allows dynamical adjustment of the focal 

length of the probe, published in [WY1]. The reported approach is based on the liquid-lens 

implementation combined with a hybrid algorithm consisting of the open-loop and closed-loop 

method. The former is used for a coarse focus search by adjusting the focal length of the liquid 

lens according to the distance-readout of an ultrasonic distance sensor, whereas the latter is 

based on the iterative feedback of the acquired Raman intensity for fine search. To evaluate the 

performance of the probe with the autofocus unit, experiments have been performed on the 

acquisition of Raman spectra from a sample with and without autofocus algorithm by 

translating the probe via a z-directional stage continuously changing the probe-to-sample 
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distance. The results show that autofocusing allows acquiring Raman spectra without reduced 

distance-related signal intensities, whereas the experiment with a fixed focal distance probe 

resulted in significant signal loss. Additionally, to demonstrate the performance of the probe 

for handheld operation, experiments at different Raman acquisition times have been performed 

by operating the probe by hand in combination with the autofocus function or with a fixed focal 

length. The results demonstrate that under current experimental conditions the presented probe 

has a dynamic distance range of about 2.8 mm to 6.4 mm, and a response time of 45 ms, which 

can easily tolerate the instability of handheld operation. This reported work can significantly 

improve the performance of handheld Raman probes and enables the acquisition of spectra 

without reduced signals. Furthermore, this approach can be extended to other spectroscopy and 

microscopy modalities, such as FLIM, SHG, CARS, and others. 

 In the second part, to overcome the single-point-measurement matter of Raman fiber 

probes, an implementation of a computer vision-based positional tracking to co-register the 

regular Raman spectroscopic measurements with the spatial location has been proposed and 

experimentally demonstrated. This enables fast recording of a Raman image from a large tissue 

sample by combining positional tracking of the laser spot through brightfield images, with the 

simultaneous spectral acquisition and online processing to assess the chemical information. The 

performance of the proposed approach was experimentally evaluated on several biological and 

clinical samples, showing that a Raman image can be created using a handheld probe and 

molecular signatures can be discriminated. Presented in [WY2], a Raman image from a large 

biological tissue of 15 cm × 12 cm at a resolution of 3.76 mm can be acquired in only 6 min, 

with a spectral acquisition speed of 1.8 Hz. After optimizing the currently sequential data 

processing, the acquisition time can be even further reduced, which was demonstrated in [WY3]. 

A producer/consumer queue function replaced the sequential process and significantly 

improved the processing speed which allows parallel data processing between collection and 

analysis. Experimental measurements were performed on different samples in [WY3] showing 

that the parallel data analysis and processing can achieve a speed rate of 4.7 Hz, about three 

times faster than in [WY2]. Furthermore, the spatial resolution was also improved, which has 

been theoretically analyzed and experimentally evaluated, indicating a resolution of 0.24 nm 

per point. The developed Raman imaging system satisfies the need for an image-guided method, 

which can be adjusted according to real requirements. The proposed method can contribute to 

bringing Raman spectroscopy into the clinical environment by offering the possibility for real-
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time, online tissue characterization during surgery. Possible clinical applications are the 

diagnosis of diseased tissue and delineation of neoplasia from healthy tissue during surgery.  

 In the third and fourth part of this dissertation, the visualization of the Raman image has 

been extended to augmented and mixed reality and combined with a 3D reconstruction method 

to offer an intuitive and easily understandable way of presenting the Raman image. These 

methods have been demonstrated in [WY3]. By implementing the developed fiber-optic probe-

based Raman imaging system, a Raman image can be easily positional co-registered with the 

measurement site, which allows to link and overlay the Raman image with the brightfield image 

and show it in an augmented reality scenario on the computer screen. With the help of a small-

size laser-projector, the Raman image can be back-projected on the original sample in the 

physical world to present the Raman information in a mixed reality sense. These two methods 

can significantly improve the visualization of the Raman imaging results in an intuitive and 

easily understandable manner. Furthermore, the reconstructed Raman image can be combined 

with the 3D surface reconstruction method called photometric stereo. This allows projecting 

the Raman image on the actual 3D surface of the sample to demonstrate the molecular 

distribution and tissue boundaries in a 3D view. To demonstrate this direct visualization of a 

Raman image, ex vivo experiments have been performed on different samples to demonstrate 

various functions. The experimental results fully demonstrate the key features of the presented 

work, which enables fast recording of a Raman image based on a handheld Raman probe, live 

visualization of the Raman image in an augmented or mixed reality, as well as in a 3D view. 

Hereby, complex Raman signatures of biological macromolecules can be displayed 

incomprehensible ways. The proposed approach has significant and attractive potential value 

for the clinical environment as image-guided instrumentation for cancer diagnostics and 

surgical resection and also allows to be combined with current medical equipment, such as CT 

and MRI. 

 In conclusion, this thesis is an advance towards resolving the open concerns of applying 

handheld Raman probes for clinical applications as a potential image-guided tool. The 

presented work provides (1) development and evaluation of a Raman probe with an autofocus 

unit to overcome the focus issue of handheld probes; (2) a handheld probe-based Raman 

imaging method, which allows to co-register the acquired Raman spectrum with the spatial 

measurement positions to deal with the single-point-measurement drawback; (3) visualizing 

Raman images in direct and intuitive ways of augmented and mixed reality scenarios and 
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combining that with a 3D surface reconstruction method to display the complex Raman 

signatures of biological macromolecules. All these advances are substantial and highly 

beneficial to further drive the clinical translation of Raman spectroscopy as potential image-

guided instrumentation. 
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5. Zusammenfassung 
In den letzten Jahren wurde ein Augenmerk auf die Translation von Raman spektroskopischen 

Technologien für die biomedizinische und klinische Anwendungen gesetzt. Typischerweise 

sind Raman-Systeme, die auf tragbaren faseroptischen Sonden basieren, für diese 

Anwendungen im Vergleich zu herkömmlichen mikroskopischen Raman-Systemen 

praktikabler, da die Sonde Vorteile in Bezug auf ihre kleinere Größe aufzeigt und diese einen 

leichteren Zugang zu den Messstellen bietet, was für komplexe Umgebungen günstig ist. Es 

gibt jedoch auch einige typische Nachteile bei der Verwendung von Sonden für viele 

Anwendungen: (1) Das Fokusproblem ergibt sich aus einem festen Arbeitsabstand der 

Objektivlinse. Normale Sonden haben eine feste Brennweite, so dass der Benutzer einen 

bestimmten Arbeitsabstand einhalten muss, um höhere Raman-Signale zu erfassen. Andernfalls 

führt die Defokussierung zu einem signifikanten Verlust der spektralen Intensität. (2) Das 

Problem der Einzelpunktmessung ergibt sich aus der Tatsache, dass die Sonde nur Spektren 

vom Fokusspot des Anregungslasers erfassen kann und effiziente Methoden zur Realisierung 

eines Abbildungs- oder Abtastvorgangs fehlen. Zusammenfassend lässt sich sagen, dass die 

direkte Visualisierung der Raman-Daten auf intuitive und leicht verständliche Weise aufgrund 

des Fehlens einer Methode zur gemeinsamen Registrierung der Raman-Informationen mit der 

jeweiligen Messposition behindert wird. Diese Aufgaben wurden in der vorliegenden Arbeit 

behandelt und die publizierten und vorgestellten Untersuchungen beziehen sich auf diese 

Hauptthemen. 

Im ersten Teil dieser Dissertation wurde eine handgehaltene faseroptische Raman-

Sonde mit einer Autofokuseinheit vorgestellt, um das Fokusproblem zu überwinden, indem die 

Brennweite der Sonde unter Verwendung einer Flüssigkeitslinse als Objektivlinse dynamisch 

angepasst wird, was in [WY1] veröffentlicht wurde. Der berichtete Ansatz basiert auf der 

Implementierung von Flüssigkeitslinsen in Kombination mit einem Hybridalgorithmus, der aus 

der sogenannten Open-Loop- und der Closed-Loop-Methode besteht. Ersteres wird für eine 

Grobfokussuche verwendet, indem die Brennweite der Flüssigkeitslinse gemäß der 

Abstandsanzeige eines Ultraschall-Abstandssensors angepasst wird, während letzteres auf der 
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iterativen Rückkopplung der erfassten Raman-Intensität für die Feinsuche basiert. Um die 

Leistung der Sonde mit integrierter Autofokuseinheit zu bewerten, wurden Experimente zur 

Erfassung von Raman-Spektren einer Probe mit und ohne Autofokus-Algorithmus durchgeführt, 

indem die Sonde über einen z-veränderbaren Tisch verschoben wurde, wobei der Abstand von 

Sonde zu Probe kontinuierlich geändert wurde. Es zeigte sich deutlich, dass die 

Autofokussierung die Erfassung von Raman-Spektren ohne entfernungsbedingt verringerten 

Signalintensitäten ermöglicht, während das Experiment mit einer Sonde mit fester Brennweite 

zu einem signifikanten Signalverlust führte. Um die Leistung der Sonde für den Handbetrieb 

zu demonstrieren, wurden zusätzlich Experimente mit verschiedenen Raman-Aufnahmezeiten 

durchgeführt, indem die Sonde von Hand bewegt wurde und die Autofokusfunktion verwendet 

oder mit einer festen Brennweite gemessen wurde. Die Ergebnisse zeigen, dass die vorgestellte 

Sonde unter den gegenwärtigen Versuchsbedingungen einen dynamischen Abstandsbereich 

von etwa 2,8 mm bis 6,4 mm und eine Reaktionszeit von 45 ms aufweist, wodurch die 

Instabilität des Handbetriebs leicht kompensiert werden kann. Diese Arbeit kann die 

Anwendbarkeit von handgehaltenen Raman-Sonden erheblich verbessern und die Erfassung 

von Spektren ohne reduzierte Signale ermöglichen. Darüber hinaus kann dieser Ansatz auf 

andere Spektroskopie- und Mikroskopiemodalitäten wie FLIM, SHG, CARS und andere 

ausweitet werden. 

Im zweiten Teil wurde zur Überwindung der Einzelpunktmessung von Raman-

Fasersonden eine Implementierung einer computergestützten Positionsverfolgung 

vorgeschlagen und experimentell demonstriert, um die regulären Raman-spektroskopischen 

Messungen zusammen mit der Ortsinformation zu registrieren. Dies ermöglicht eine schnelle 

Aufzeichnung eines Raman-Bildes von einer großen Gewebeprobe, indem die 

Positionsverfolgung des Laserspots durch Hellfeldbilder mit der gleichzeitigen Erfassung und 

Verarbeitung von Raman-Spektren zur Bewertung der chemischen Informationen kombiniert 

wird. Die Leistung des vorgeschlagenen Ansatzes wurde experimentell an mehreren 

biologischen Proben bewertet, wobei gezeigt wurde, dass man mit einer Handsonde ein Raman-

Bild erstellen und molekulare Signaturen unterschieden kann. In [WY2] wurde ein Raman-Bild 

aus einem großen biologischen Gewebe von 15 cm × 12 cm mit einer Auflösung von 3,76 mm 

in nur 6 Minuten mit einer spektralen Erfassungsgeschwindigkeit von 1,8 Hz aufgenommen. 

Nach einer Optimierung der derzeit sequentiellen Datenverarbeitung kann die Erfassungszeit 

noch weiter reduziert werden, was in [WY3] gezeigt wurde. Eine Producer / Consumer-
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Warteschlangenfunktion ersetzte den sequentiellen Prozess und verbesserte die 

Verarbeitungsgeschwindigkeit erheblich, was eine parallele Datenverarbeitung zwischen 

Erfassung und Analyse ermöglicht. Experimentelle Messungen wurden an verschiedenen 

Proben in [WY3] durchgeführt, welche zeigten, dass die parallele Datenanalyse und -

verarbeitung eine Geschwindigkeitsrate von 4,7 Hz erreichen kann, etwa dreimal schneller als 

in [WY2]. Darüber hinaus wurde auch die räumliche Auflösung, die theoretisch analysiert und 

experimentell bewertet wurde, auf 0,24 nm pro Punkt verbessert. Das entwickelte Raman-

System erfüllt somit die Anforderung einer bildgebenden Methode, die an die tatsächlichen 

Anforderungen angepasst werden kann. Die vorgeschlagene Methode kann dazu beitragen, die 

Raman-Spektroskopie in die klinische Umgebung zu bringen, da sie die Verwendung während 

einer Operation in Echtzeit bietet. Mögliche klinische Anwendungen sind die Diagnose von 

erkranktem Gewebe und die Abgrenzung von Neoplasien von gesundem Gewebe während 

einer Operation. 

Im dritten und vierten Teil dieser Dissertation wurde die Visualisierung des Raman-

Bildes auf die erweiterte (engl. augmented) und gemischte Realität erweitert und mit einer 3D-

Rekonstruktionsmethode kombiniert, um eine intuitive und leicht verständliche Darstellung des 

Raman-Bildes zu bieten. Diese Methoden wurden in [WY3] demonstriert. Durch die 

Implementierung des entwickelten Raman-Bildgebungssystems auf Basis einer faseroptischen 

Sonde kann ein Raman-Bild zusammen mit der realen Messposition aufgenommen werden, 

wobei das Raman-Bild mit dem Hellfeldbild verknüpft und überlagert und in einem 

Augmented-Reality-Szenario auf dem Computerbildschirm dargestellt werden kann. Mit Hilfe 

eines kleinen Projektors kann das Raman-Bild sogar auf das Originalmuster in der physischen 

Welt zurückprojiziert werden, um die Raman-Informationen in einem Mixed-Reality-Szenario 

darzustellen. Diese beiden Methoden können die Visualisierung der Raman-

Bildgebungsergebnisse auf intuitive und leicht verständliche Weise erheblich verbessern. 

Darüber hinaus kann das rekonstruierte Raman-Bild mit dem als photometrisches Stereo 

bezeichneten 3D-Oberflächenrekonstruktionsverfahren kombiniert werden. Dies ermöglicht 

die Projektion des Raman-Bildes auf die tatsächliche 3D-Oberfläche der Probe, um die 

molekulare Verteilung und die Gewebegrenzen in einer 3D-Ansicht wiederzugeben. Um diese 

direkte Visualisierung eines Raman-Bildes zu demonstrieren, wurden ex vivo-Experimente an 

verschiedenen Proben durchgeführt, um verschiedene Funktionen zu zeigen. Die 

experimentellen Ergebnisse demonstrieren umfassend die Neuerungen der vorgestellten Arbeit, 
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die eine schnelle Aufzeichnung eines Raman-Bildes mit einer handgehaltenen Raman-Sonde, 

einer Live-Visualisierung des Raman-Bildes in einer erweiterten oder gemischten Realität 

sowie in einer 3D-Ansicht ermöglicht. Hierdurch können komplexe Raman-Signaturen 

biologischer Makromoleküle nachvollziehbar dargestellt werden. Der vorgeschlagene Ansatz 

hat ein signifikantes und attraktives Potenzial für klinische Einsätze als bildgesteuertes 

Instrument für die Krebsdiagnostik oder die chirurgische Resektion und ermöglicht auch die 

Kombination mit derzeitigen medizinischen Geräten wie CT und MRT. 

Zusammenfassend ist die vorliegende Dissertation ein Fortschritt bei der Lösung der 

bisherigen Beeinträchtigungen bezüglich des Einsatzes tragbarer Raman-Sonden für die 

klinische Anwendungen als mögliches bildgesteuertes Werkzeug. Die vorgestellte Arbeit bietet: 

(1) die Entwicklung und Bewertung einer Raman-Sonde mit einer Autofokuseinheit, um das 

Fokusproblem von Hand gesteuerten Sonden zu überwinden; (2) ein handgehaltenes, Sonden-

basiertes Raman-Bildgebungsverfahren, das ermöglicht, das erfasste Raman-Spektrum 

zusammen mit der räumlichen Messposition zu registrieren, um den Nachteil der 

Einzelpunktmessung zu beheben; (3) die Visualisieren von Raman-Bildern auf direkte und 

intuitive Weise in Augmented- und Mixed-Reality-Szenarien und das Kombinieren dieser mit 

einer 3D-Oberflächenrekonstruktionsmethode, um die komplexen Raman-Signaturen 

biologischer Makromoleküle anzuzeigen. All diese Fortschritte sind äußerst nützlich und von 

großer Bedeutung, um die klinische Translation der Raman-Spektroskopie als bildgesteuerte 

Instrumentierung weiter voranzutreiben. 
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