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Modelling the tribocharging process in 2D and 3D 
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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• Tribocharging models often depend on 
ill-defined or poorly quantified 
parameters. 

• An effective empirical model parameter 
evaluation method is presented and 
validated. 

• The efficacy of 2D/3D DEM models 
using these parameters is compared and 
evaluated. 

• 2D and 3D models simulate successfully 
tribocharging due to single contacts. 

• Only 3D models agree experimental 
data in complex (multi-particle/contact) 
systems.  

A R T I C L E  I N F O   

Keywords: 
Tribocharge modelling 
Discrete element method (DEM) 
Electrostatic processes 
Computational electrostatics 

A B S T R A C T   

Many discrete element method (DEM) tribocharging models presented in the literature rely on ill-defined or 
poorly quantified charging parameters. This work presents a straightforward experimental method to quantify 
key parameters, namely the charge transfer limit, Γ, and the charging efficiency, κc. These parameters are then 
used in both 2D and 3D DEM simulations to evaluate the applicability of faster 2D models to tribocharge 
modelling. Both the 2D and 3D models are found to perform well against the experimental data for single-contact 
and single-particle, multi-contact systems. However, the 2D model fails to produce good agreement with 
experimental data for multi-contact, multi-particle systems. This approach for determining experimentally the 
parameters for the DEM tribocharging model is found to be effective and produces good agreement between 
simulated and experimental data. This method will improve and simplify the DEM modelling of triboelectric 
charging in dry material handling processes.   

1. Introduction 

Tribocharging is a method of imparting charge by frictional contact. 
This process occurs through the exchange of discrete quantities of 
charge as objects come into contact with other objects or their 

surroundings. The magnitude of tribocharging is dependent on many 
factors, such as humidity, ambient temperature, impact velocity, flow 
density, and material composition [1,2]. Tribocharging can be an un-
wanted process for which mitigation is required, or can be exploited to 
separate materials with different surface charging properties [1]. Tri-
bocharging has been observed for millennia [3], however many of the 
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physical mechanisms underpinning it are poorly understood [4–6]. 
While the empirically-derived triboelectric series indicates the charge 
polarities resulting from an interaction, determining the magnitude of 
charge transferred is nontrivial. Semi-empirical tribocharging models 
based on contact mechanics and surface state theory show good agree-
ment with experimental data [7–9]. Practically, however, their use is 
often limited to simple interactions between a few particles under 
controlled and well-instrumented conditions. This is because the inter-
action mechanics between two or more objects are dependent on factors 
such as relative velocity, preexisting surface charge, and the local 
electrostatic field. These quantities are not known typically in real-time, 
especially for complex systems with hundreds, if not thousands, of in-
teractions per second. 

To address these experimental limitations, many workers have 
employed a variety of numerical approaches to model and understand 
the tribocharging process [3,10–23]. One approach of particular interest 
is the application of Cundall and Strack's [24,25] discrete element 
method (DEM) to tribocharging [13–21]. The underlying principle of 
the DEM lends itself to coupling with tribocharging models, as critical 
charge transfer parameters (e.g., contact area, relative velocity) are 
extracted easily. Laurentie et al. [13,14] implemented charging models 
proposed by Ali et al. [18] and Schein et al. [26] in a 2D-DEM model to 
study the tribocharging of polyamide (PA) and polycarbonate (PC) 
particles in a vibrating bed. The authors found good agreement with 
their experimental data, however their chosen approach necessitated 
the use of artificial limits on the maximum charge for a given species. 
Further, their model was dependent on a self-described “guess and try” 
approach to determine key model parameters. Kolehmainen et al. 
[15–17] extended the work of Laurentie et al. to couple 3D CFD and 
DEM models for pneumatically-conveyed particles using LIGGGHTS and 
OpenFOAM, and developed a novel approach to evaluating contribu-
tions from long-range electrostatic fields based on the solution of Pois-
son's equation for electrostatics. While these authors have demonstrated 

successfully the use of the DEM for modelling triboelectric charging, the 
models are dependent on poorly quantified or ill-defined parameters, 
such as an effective work function for insulating materials. Konopka and 
Kosek [21] present an alternative approach for particle-particle charge 
transfer that employs the exchange of discrete transferable charge spe-
cies (electrons or ions) between contacting particles. While this method 
eliminates parameters like the work function and contributes greatly to 
the understanding of charge distribution in granular systems, it does not 
extend to particle-wall interactions [21]. Furthermore, these studies 
have focused on either 2D or 3D simulations. The benefits and limita-
tions of modelling in 2D versus 3D have not been considered explicitly 
with respect to tribocharging. 

The objectives of this work are threefold: the first is to introduce a 
method for quantifying key model parameters from experimental data; 
the second is to determine charge transfer for a single species system 
containing multiple particles with a view to designing effective tri-
bochargers; and the third is to evaluate the performance of tribocharg-
ing models in 2D and 3D. In Section 2 of this article, we introduce the 
mathematical models and charging model parameters. We then present 
a straightforward approach for determining key model parameters for 
particle-wall and particle-particle contacts from experimental data to 
eliminate poorly defined constants. We then discuss the implementation 
of the models in Matlab (2D) and Itasca International's Particle Flow 
Code (PFC; 3D). Section 3 discusses the performance of the models for 
single-contact particle-wall and particle-particle interactions against 
published data from the literature. Section 4 describes the experimental 
techniques employed for both extracting the model parameters and 
generating charge data to validate the models for multi-contact and 
multi-particle scenarios. In Section 5, we extend the model to multiple 
contacts and multiple particles, and compare the performance to 
experimental data. 

Nomenclature 

ẍ Translational acceleration 
a→ Translational acceleration 
F→net Net force 
m Mass 
g→ Acceleration due to gravity 
i Particle i 
j Particle j 
F→c Local contact force 
F→e Electrostatic force 
F→a Applied force 
F→h Non-linear Hertz force 
F→d Dashpot force 
M→c Moment at the point of contact 
δc Contact gap 
n Normal component 
h Hertz 
d Dashpot 
* Effective value, evaluated from two interacting particles 
Y Young's modulus 
r Radius 
ν Poisson's ratio 
G Shear modulus 
s Shear component 
0 Indicates value at beginning of timestep 
μ Coefficient of friction 

β Damping coefficient 
v→ij Relative velocity 
ρ Density 
t Time 
Δtcrit Critical timestep 
σ Surface charge density 
φ Effective work function 
δe Charge transfer cutoff distance 
κc Charging efficiency 
ε0 Permittivity of free space 
e Electron charge magnitude 
E→ Electric field strength 
n̂ Unit normal vector 
q Charge 
A Area 
ΔA Change in contact area 
Δq Change in charge 
Γ Charge transfer limitation parameter 
sat Saturation 
σf Saturation charge density of an infinite plane 
Φ Surface potential difference 
r̂ Radial unit vector 
x→ Position 
rcutoff Strong interaction cutoff radius 
n Number of particles within the domain 
ρq Area/Volumetric charge density 
m Number of computational cells  
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2. Mathematical models 

An aim of this work is to determine if complex 3D models are 
necessary for modelling triboelectrification, or if simplified 2D models 
can be used. The use of 2D models is attractive from a computational 
efficiency perspective, as both the number of particles and degrees of 
freedom are restricted compared to an equivalent 3D geometry. How-
ever, the extent of the differences in the reliability of results from 2D and 
3D models is unclear. To our knowledge, there have been no previous 
studies directly comparing the outputs of 2D and 3D DEM tribocharging 
models. 

The 2D DEM solver was built in-house using Matlab. The 3D model 
was developed using Itasca International's PFC software. While PFC is a 
purpose-built DEM solver, it does not offer native triboelectric charge 
modelling capabilities. Hence, a tribocharging model was written with 
Python and implemented in PFC. It should be noted that the models 
described herein are applicable to single-particle/single-contact in-
teractions as well as to multi-particle/multi-contact systems in 2- and 
3D. 

2.1. Mechanical 

The DEM was developed by Cundall and Strack [24] for the simu-
lation and analysis of rock mechanics and impacts. The method was then 
applied subsequently to the study of soil mechanics [25]. Thorough 
overviews of the DEM are provided by Cundall and Strack [27] and Hart 
[28]; a brief overview is provided here for completeness. 

Particle interactions are treated as dynamic processes in the DEM. 
Contact forces and relative displacements are evaluated by tracking the 
motion of individual particles. Over each timestep, particle accelera-
tions and velocities are kept constant. Discrete element models employ 
Newton's second law of motion and a force-displacement relationship to 
evaluate particle interactions, forces and motion. Integrating Newton's 
law once provides relative particle motion characteristics, and inte-
grating a second time solves for particle positions. The force- 
displacement method selected determines the way that contact forces 
are evaluated and applied to each contact [29]. 

The translational acceleration, ẍi
→

, of particle i is found by rear-
ranging Newton's second law: 

ẍi
→

= ai
→=

F→net

mi
+ g→, (1)  

where mi is the mass of the particle, and g→ is the acceleration due to 
gravity. F→net is the sum of the forces acting on the particle, given by: 

F→net = F→c + F→e + F→a, (2)  

where F→c is the local contact force, F→e is the electrostatic force, and F→a 
is any externally applied force. The equations of translational motion are 
solved using a second-order Velocity Verlet algorithm (Fig. 1). 

Following, Laurentie et al. [13,14], Kolehmainen et al. [15–17], and 
others (e.g., [18,19,31,32]), we employ the Hertz-Mindlin force- 
displacement model whereby particle stiffness is assumed to be non- 
linear. Further, the Hertz-Mindlin approach considers both normal and 
shear force components compared to the linear/Hooke approach that 
considers only the normal component. It should be noted that all par-
ticles are assumed to interact elastically and plastic deformation is not 
considered. 

The Hertz-Mindlin contact model is applied to each particle-particle 
and particle-wall interaction. Thus, F→c is evaluated by: 

F→c = F→h + F→d (3)  

where F→h is the nonlinear Hertz force (Fig. 2a) and F→d is the dashpot 

force (Fig. 2b). Both the Hertz and dashpot forces are resolved subse-
quently into their normal and shear components in the coordinate sys-
tem of the contact plane. In the Hertz-Mindlin model, the contact 
interface allows for rotational motion of particles, hence the moment at 
the point of contact is zero (M→c ≡ 0). 

The algorithms by which contact forces are evaluated are the same in 
both 2- and 3D. The logic is presented in detail by Itasca [29], and is 
summarised here:  

1. Evaluate and update the Hertz normal force such that: 

Fh
n =

⎧
⎨

⎩

4
3
Y∗

̅̅̅̅
r∗

√
δ3/2

c , if δc ≤ 0.0

0.0, otherwise
(4)  

where δc is the contact gap extracted from the relative particle po-
sitions (which will be negative if contact is active). The effective 
contact radius, r*, and the effective modulus of elasticity, Y*, are 
given by: 

r∗ =

⎧
⎨

⎩

rirj

ri + rj
, if particle − particle,

ri, if particle − wall,
(5)  

Fig. 1. Overview of the second order Velocity Verlet algorithm, adapted from 
Holm [30]. 1. Start from initial position. 2. Determine the new particle position 
by x→(t + Δt) = x→(t)+ v→(t)Δt + 0.5 a→(t)Δt2. 3. Evaluate the velocity at t + Δt/ 
2 by v→(t + 0.5Δt) = v→(t)+ 0.5 a→(t)Δt. 4. Determine the acceleration from the 
body forces, as shown in Eq. (1). 5. Find the new velocity by v→(t + 0.5Δt) =

v→(t + 0.5Δt)+ 0.5 a→(t + 0.5Δt)Δt. 

Fig. 2. Graphical overview of the force models for the normal direction (a) and 
the shear direction (b). Adapted from Laurentie et al. and Itasca CG [13,14,29]. 
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and, 

Y∗ =

(
1 − νi

2Gi
+

1 − νj

2Gj

)− 1

, (6)  

respectively, where ν is Poisson's ratio and G is the shear modulus. 
Note that throughout this work, the subscripts i and j denote particle i 
or j in the system. In the case of a particle-wall contact, j refers to the 
wall.  

2. Update the Hertz shear force: 

F→
h

s =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

F→
∗

s , if ||F→
∗

s || ≤ μFh
n ,

μFh
n

F→
∗

s⃒
⃒
⃒

⃒
⃒
⃒F
→∗

s

⃒
⃒
⃒

⃒
⃒
⃒
, otherwise,

(7)  

where μ is the minimum coefficient of friction between the two 

particles, and F→
∗

s is an initial estimate of the shear force [29], given 
by: 

F→
∗

s = (F→
h

s )0 − 8G∗
̅̅̅̅̅̅̅̅
r∗δc

√
, (8)  

where ( F→
h
s )0 is the shear force at the beginning of the timestep. If the 

magnitude of the Hertz shear is equal to the friction force, μFh
n , then it 

is assumed that the contact is slipping.  
3. Update the dashpot normal force: 

Fd
n = 2

̅̅̅
5
6

√

β
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2m∗Y∗
̅̅̅̅̅̅̅̅
r∗δc

√√

v→n
ij, (9)  

where β is the damping ratio, v→n
ij is the relative velocity in the normal 

direction, and m* is the effective contact mass, given by: 

m∗ =

⎧
⎨

⎩

mimj

mi + mj
, if particle − particle,

mi, if particle − wall.
(10)    

4. Update the dashpot shear force: 

F→
d

s =

⎧
⎪⎨

⎪⎩

2
̅̅̅
5
6

√

β
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

8m∗G∗
̅̅̅̅̅̅̅̅
r∗δc

√√

v→s
ij, if slipping,

0, otherwise,
(11)  

where v→s
ij is the relative velocity in the shear direction, and G* is the 

effective shear modulus, given by: 

G∗ =

(
2 − νi

Gi
+

2 − νj

Gj

)− 1

(12)   

With regard to choice of timestep, different methods were employed for 
the 2D and 3D cases. For the 3D model, PFC automatically updates the 
timestep at the start of each calculation cycle to ensure the stability of 
the analytical solution. For the 2D model, a more simplistic fixed 
timestep based on the Rayleigh wave speed is used. The timestep is 
calculated following the method of Li et al. [33]: 

Δtcrit =
πr

̅̅̅̅̅̅̅̅̅
ρ/G

√

0.8766 + 0.163ν (13)  

Following the suggestion of Boac et al. [34], 20% of this value was used 
to ensure solution stability. 

2.2. Tribocharging 

The tribocharging model employed here follows that used by Lau-
rentie et al. [13,14] and Kolehmainen et al. [15–17]. The model uses the 
high-density limit of surface state theory to describe the charge trans-
ferred between two surfaces [13,14,26,35], and is given by: 

σ = κcε0

(φi − φj

δee
− E→contact⋅n̂ij

)

(14)  

In Eq. (14), σ is the charge transferred per unit area; κc is the empirically- 
derived charging efficiency; ε0 is the permittivity of free space; δe is the 
separation distance between two particles at which point charge transfer 
ceases; e is the magnitude of the electron charge; φi and φj are the 
effective work functions; E→contact is the electrostatic field at the point of 
contact; and, n̂ij is the unit normal vector pointing from particle i to j at 
the point of contact. 

This expression can be re-written in terms of charge transferred, Δq, 
as a function of the change in contact area during a collision, ΔA: 

Δq = ΔAκcε0

(φi − φj

δee
− E→contact⋅n̂ ij

)

(15)  

The form of Eq. (15) makes it suitable for implementation in a DEM 
system, as the evaluation of ΔA becomes trivial. From Hertzian theory, 
the contact area between two spheres, or between a sphere and a half- 
plane, can be approximated by A = πr*δc [13,14]. By tracking the con-
tact area at each timestep, ΔA is simply the difference in area between 
the current and previous timestep. 

There are two fundamental challenges associated with Eqs. (14) and 
(15). The first is that the concept of an effective work function is not 
physically meaningful for insulating materials. In order to have an 
effective work function, thermodynamic equilibrium must be reached 
between the surface states [26]. However, as insulators naturally do not 
facilitate the movement of charge, it is unclear as to how equilibrium 
could be reached [26]. 

The second issue resides in the δe term. According to Harper [36], the 
value of δe should be on the order of 1 nm. When effective work function 
values from the literature are employed to evaluate δe, however, the 
results are often several orders of magnitude larger [26]. Lowel and 
Rose-Innes [37] report that using “plausible” values for δe (i.e., values on 
the order of several nm, in line with Harper) result in surface charge 
densities beyond what have been observed experimentally. Further, the 
“true” value of δe is sensitive to environmental conditions, such as 
ambient humidity, temperature and pressure, as well as the species 
participating in the exchange of charge [20]. Laurentie et al. employ a 
value of 500 nm in their model, and state that this is a “typical” value 
[13,14], however the origin of this value is unclear. Others (e.g., 
[16,17]) have since reused this value in their models. 

To address both issues, we follow a similar approach to that sug-
gested by Schein et al. and Sippola et al. [20,26], and introduce a 
lumped term, Γ, that we refer to as the charge transfer limitation 
parameter, as follows: 

Δq = ΔAκcε0

(
Γ − E→contact⋅n̂ij

)
. (16)  

Employing a lumped parameter approach offers several advantages over 
the use of work functions and charge transfer distances. The first 
advantage is the minimisation of the significance of any one poorly- 
defined parameter. Another advantage is that Γ may be thought of as 
the electrostatic field required to drive the charge transfer to 0. This 
allows for the evaluation of Γ for a number of different material in-
teractions using relatively simple experiments, or published data (if 
available). Finally, there are use cases for triboelectric charge modelling, 
such as the electrostatic beneficiation of minerals, where the work 
functions for certain particle species may have not yet been quantified. 
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Consider the limiting case of a single particle-wall system where the 
particle has attained its saturation charge, qsat. The saturation charge is 
dependent on particle and wall materials, as well as the environmental 
conditions (temperature, humidity [1,2]), and the local electrostatic 
environment. Here, Δq = 0, hence Eq. (16) may be rearranged: 

Γ = E→contact⋅n̂ ij =
qi,sat

4πε0r2
i
=

σi,sat

ε0
, (17)  

where σi,sat is the experimentally derived surface charge density at 
saturation. For particle-particle contacts: 

Γ =
σi,sat − σj,sat

ε0
, (18)  

noting that Γ tends to zero when particles are similar. The charge 
transfer limitation parameter is dependent on electrostatic parameters 
and particle size only, and is independent of particle kinematics and 
contact area. 

By evaluating σi,sat for at least two different particle sizes, the value of 
σi,sat for a further size class may be approximated with the following 
relationship proposed by Cruise et al. [38]: 

σi,sat =
σf

ε0
+

Φsat

ri
, (19)  

where σf is the saturation charge density of an infinite plane, and Φsat is 
the surface potential at saturation. 

Both σf and Φsat are assumed to be constant across all size fractions. 
This model can be used to provide a reasonable prediction for the 
saturation charge density of other particle sizes. 

The charging efficiency term, κc, appears regularly in theoretical and 
experimental discussions of triboelectric charging (e.g, [35,39,40]). In 
previous works that modelled the tribocharging process using a DEM 
model (e.g., [13–17]), however, κc is omitted. In contrast, we find that 
the charging efficiency has a strong influence on the charging behaviour. 
This term must also be evaluated empirically. The calculation of κc is 
dependent on the mode of interaction (particle-particle vs particle-wall) 
as well as the particle size and contact area. 

For particle-wall contacts, Eq. (17) is substituted into Eq. (16), and 
then rearranged to produce: 

κc =
4πr2Δq

ΔA(qi,sat − qi)
, (20)  

Eq. (20) can be written for dissimilar particle-particle contacts as: 

κc =
4πr2

i r2
j Δq

ΔA[r2
j (qi,sat − qi) − r2

i (qj,sat − qj)]
, (21)  

and for similar particles as: 

κc =
4πr2Δq

ΔA(qj − qi)
. (22) 

When two particles have similar charges, such that qj ≈ qi, qj − qi 
tends to be very small. Further, when these particles come in contact, the 
quantity of charge transferred also tends to be very small. In this limited 
case, Δq ≈ (qj − qi), so κc may be approximated by: 

κc =
4πr2

ΔA
. (23) 

Assuming particles are neutralised prior to experimentation, it is 
reasonable to employ Eq. (23) directly. 

If saturation charge data is unavailable, a reasonable approximation 
of Γκc for similar, neutralised particles (i.e., E→contact ≈ 0) can be found by 
rearranging Eq. (16) to: 

Γκc =
Δq

ΔAε0
(24)  

This expression becomes less accurate as the initial charge is increased 
since E→contact would no longer be negligible. 

The value of ΔA is dependent on the mechanical properties of the 
particle as well as the relative impact velocity of the particle. The value 
of ΔA may be determined using the DEM. Alternatively, one may also 
employ experimental data and a Hertzian approximation for the contact 
area if the material properties and impact velocity are known. For 
particle-wall contacts: 

ΔAi = 4πr2
i

(
5π
128

ρi
1 − ν2

i

Yi

)0.4

v0.8
i,̂n
, (25)  

and for particle-particle contacts: 

ΔA = π
[

15
̅̅̅
2

√

32
mimj

mi + mj

(
1 − ν2

i

Yi
+

1 − ν2
j

Yj

)]0.4

×

(
2rirj

ri + rj

)0.8

v0.8
n̂
, (26)  

where m is the particle mass [9,40,41]. 
As both Γ and κc are based on variable properties, they both will have 

maximum, minimum and average values. These values can be deter-
mined using the maximum, minimum and average values from, for 
example, the particle radii. In this study, all maxima and minima were 
evaluated using the upper and lower bounds of 95% confidence intervals 
of the particle radii, initial charge, charge transfer, and contact area 
from experimental data. 

Fig. 3 presents a flowchart to facilitate the selection of appropriate 
parameters for various modelling scenarios. 

2.3. Electrostatic fields 

The final feature of the system to be modelled are the various elec-
trostatic field contributions, i.e, the E→contact term in Eq. (16). As elec-
trostatic fields obey the law of superposition, several methods exist to 
capture the field contributions of all particles in the system, whether in 
active contact or not. However, not all methods are equal; there is a 
trade off between computational cost and accuracy. Here, we provide an 
overview of several methods employed previously in the literature. 

The electrostatic field contributions can be broken down into several 
types, such that: 

E→contact = E→ij + E→near + E→far (27)  

Here, E→ij is the field due to the charges carried by particles i and j in the 
case of particle-particle contact, or by particle i alone in a particle-wall 
interaction. E→ij is given by Coulomb's Law, where: 

E→ij =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
qj

4πε0r2
j
−

qi

4πε0r2
i

)

r̂, if particle − particle,

− qi

4πε0r2
i
r̂, if particle − wall,

(28)  

where q is the charge on a given particle, r is that particle's radius, and ̂r 
is the radial unit vector describing the separation of the particle 
centroids. 

The remaining terms are applicable in multi-particle systems only: 
E→near describes the contribution of particles that fall within a user- 
defined cutoff radius; E→far describes those that fall without. 

Laurentie et al. [13,14] employed a full pairwise sum (PS) method 
for all particles within the system, not distinguishing between near and 
far particles. In this arrangement, the electrostatic field at the centroid of 
particle i was found by: 

E→i =
1

4πε0

∑n

k=1,k∕=i

qk
x→i − x→k

|| x→i − x→k||
3, (29) 
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where x→ is the position vector of each particle. While this method is the 
most accurate, it is by far the most computationally expensive, requiring 
O(n2) operations to evaluate the contributions from n particles in the 
domain. 

To reduce the computational load, some studies have implemented a 
direct truncation (DT) method whereby the user-defined cutoff radius, 
rcutoff, is used to mask the number of particles contributing to the local 
electrostatic field [15–17,19,20,41]. The electrostatic field is evaluated 
in the same way as in Eq. (29), with a check to ensure that || x→i −

x→k|| ≤ rcutoff . The DT approach is less computationally intensive, 
requiring O(n2

xi≤rcutoff
) operations. However, by truncating the contribu-

tions of particles outside of rcutoff, accuracy is exchanged for efficiency 
[19]. Furthermore, Pei et al. found that the DT method was highly 
sensitive to the chosen cutoff distance [19]. 

Pei et al. [19] introduced the so-called hybrid particle-cell (HPC) 
method whereby particles are mapped to a mesh of m computational 
cells. The net charge within each cell is stored at that cell's centroid. The 
field contributions are broken down into strong (i.e. “near” particles, 
≤rcutoff) and weak (i.e. “far” particles, >rcutoff) interactions. Both con-
tributions are computed via pairwise sum, however the strong contri-
butions are evaluated from the nearby particles directly whereas the 
weak are computed from the net charge and position of the cell cen-
troids. This method offers improved computational efficiency, requiring 
O(nm) operations the cells beyond rcutoff, however it does not consider 
the influence of physical boundaries on the fields. Pei and colleagues 
concluded that the HPC method offers improved robustness, accuracy 
and efficiency relative to the DT method [19]. 

Kolehmainen et al. [15–17] proposed what is called the hybrid in-
jection method (HIM) for evaluating electrostatic fields. This method 
maps charges to to cells then solves Poisson's equation for electrostatics. 
A correction is introduced to avoid double-counting between strong and 
weak contributions. This approach requires O(n log(n)) operations, of-
fering improved performance over those methods presented previously. 

In the HIM, the strong fields are calculated using PS and stored at the 
particle centroids. Weak interactions are found by first solving Poisson's 
equation for electrostatics, ∇2Φ = − ρq/ε0, where Φ is the electrical 
potential and ρq is the charge density. Then, the weak field is determined 
by evaluating the gradient of the potential, as follows: 

E→∇2 = − ∇Φ, (30)  

using the finite volume method. Here, ∇Φ is the gradient of the poten-
tial. Dirichlet boundary conditions are employed and set to 0V on all 
surfaces. Under circumstances where two particles are not captured by 
the same computational cell, a correction is introduced [15–17]: 

E→cor =
− 1

4πε0

∑

⃒
⃒
⃒

⃒
⃒
⃒ x→i − x→k

⃒
⃒
⃒

⃒
⃒
⃒≤rcutoff

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, if x→i,cell = x→j,cell,

qj
x→i,cell − x→j,cell⃒

⃒
⃒
⃒

⃒
⃒
⃒
⃒ x→i,cell − x→j,cell

⃒
⃒
⃒
⃒|

3
, otherwise.

(31)  

2.4. Implementation 

In this work, strong field contributions from particles are evaluated 
using the PS method. While this is the most computationally intensive 
approach, it is the most accurate. The number of particles employed here 
is sufficiently limited to permit its use without marked increases in 
processing time. However, Kolehmainen et al's. HIM method has also 
been implemented for use in subsequent investigations with increased 
complexity in terms of geometry, particle species, and number of par-
ticles within the domain. 

As the simulation domain being considered is enclosed within a 
grounded (i.e.,Φenclosure = 0[V]), conducting boundary, image charges 
are also considered. The image charges are assumed to have equal, but 
opposite charge at a distance reflected over the plane of contact. Under 
circumstances where particles are located near two (or three) bound-
aries, additional reflections are included to produce balanced quadru-
poles (or octapoles). Unlike with real particles, images that fall outside 
of the cutoff distance are truncated. While this is consistent with the 
approach of the DT method, the sensitivity of the system to longer-range 
image interactions was not considered here. 

For both the 2D and 3D case, the overall algorithm for modelling 
triboelectric charging follows that of Laurentie et al. [13,14,29]:  

1. Update the particle positions and velocities using the laws of motion.  
2. Identify contacting bodies (particles and/or walls).  
3. Determine the overlap and evaluate the change in contact area.  
4. Find the electrostatic field at the centroid of each particle. If the 

contact is between two particles, use linear interpolation to find the 
field at the point of contact. If the contact is between a particle and a 
wall, calculate the field at the point of contact directly using Eq. (28).  

5. Evaluate the quantity of charge exchanged.  
6. Determine the electrostatic force acting on each particle.  
7. Use the Hertz model to update the mechanical forces and moments. 

This algorithm is repeated at each time step over the duration of the 
simulation time. 

Fig. 3. Flowchart to determine the appropriate charging model parameters based on interaction type and known quantities from experimental data.  
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3. Model validation: single contact 

In this section, we present the results of the preliminary model 
validation against single particle contacts, and compare the outputs of 
the 2D and 3D models. 

3.1. Single contact – particle-wall 

The first contact scenario modelled was the impact of a single par-
ticle on a planar surface. The results from both the 2D and 3D simula-
tions were compared against the experimental work reported by 
Chowdhury et al. [7] and Watanabe et al. [42]. Chowdhury et al. studied 
the charge transfer from single contacts with a focus on high-density 
polyethylene (HDPE) and polytetrafluorethylene (PTFE) contacting an 
aluminium plate [7]. Watanabe et al. studied the charge transferred by 
single contacts of common pharmaceutical materials against stainless 
steel, namely: α-lactose monohydrate (αLM), a common excipient; 
aspirin (ASP), an analgesic; and, sucrose granules (SG), a composite 
tablet core material [42]. A summary of their respective findings are 
found in Table 1. Table 1 also summarises the average values of Γ and κc 
for each interaction, calculated using Eqs. (17) and (20). The mechanical 
properties used in the DEM and to calculate are found in Table 2. The 
maximum and minimum Γ and κc values employed within the model 
were derived by varying the input parameters within their respective 
95% confidence intervals, as described in Section 2.2. 

Each model scenario was run 300 times in both 2D and 3D. In all 
cases, Γ and κc were modified every 100 cycles in order to compare the 
minimum, maximum and average values. Figs. 4 and 5 compare directly 
the results from 2D and 3D with the published experimental data. The 
aim of this verification is to ensure that the models reproduce the 
experimental data for single contacts with good agreement. This test, as 
well as that for the particle-particle contact model, is intended to ensure 
the models function as expected. 

In all cases, 3D was found to show better agreement with the 
experimental data. However, the average charge transfer values tended 
to fall slightly below that of the experimental work. The 2D model was 
found to underestimate the average charge transfer for the polymers, 
and overestimate for the pharmaceutical materials; the 2D model's 
performance was less consistent than 3D's. Furthermore, looking only at 
the results from the average Γ and κc values, the 2D results consistently 
falls outside of the experimental 95% confidence intervals. The overall 
charge transfer trends from the 2D and 3D models show very good 
agreement, both with the experimental data and each other. In terms of 
speed, the overall processing time of the 2D model was appreciably 
lower than that of the 3D (seconds versus a few minutes). 

In general, the reasonable agreement of the results from both models 
lend support to the validity of this modelling approach. 

3.2. Single contact – particle-particle 

Single particle-particle contacts were compared against experi-
mental data collected by Chowdhury et al. [9] for polyamide (PA) 66. In 
their work, the interaction of free-falling 3.2, 4.0 and 4.8 mm particles 

Table 1 
Summary of the average experimental results from the literature, as well as the corresponding charging model parameters, Γ and κc, determined using the published 
data [7,42].  

Particle Plate Rad. [mm] qi [C] Δq [C] qsat [C] Γ [V/m] κc 

PTFE Al 3.18 − 1.71e-10 − 2.70e-11 − 6.57e-10 − 2.34e6 9.64 
HDPE Al 3.18 − 3.2e-11 − 4.70e-12 − 3.97e-10 − 1.39e6 3.65 
αLM SS 0.2751,b 2.29e-12 − 1.65e-12 − 1.81e-11 − 2.15e6 36.62 
ASP SS 0.2751,2 − 1.37e-12 − 2.41e-12 − 4.01e-11 − 4.77e6 16.45 
SG SS 0.2752 − 1.01e-12 − 8.16e-13 − 1.58e-11 − 1.88e6 28.55  

Table 2 
Summary of the mechanical properties used in the calculation of Γ and for the 
DEM models.  

Particle Y [GPa] ν [] ρ [kg/m3] μ [] vn̂ [m/s] 

PTFE 0.564 0.42 2150 0.065 2.56 
HDPE 0.800 0.46 968 0.31 2.56 
αLM 18.0 0.3 1540 0.5 4.9 
ASP 7.2 0.3 1400 0.5 5.5 
SG 23.0 0.21 1581 0.5 4.5  

Fig. 4. A comparison of the numerical and experimental results of single 
particle-wall contact charging behaviour of PTFE and HDPE. The 3D model 
tended to show better agreement with the experimental data compared to the 
2D. The maximum and minimum values for both simulations (error bars) 
overlap with the experimental 95% confidence intervals. 

Fig. 5. A comparison of the numerical and experimental results of single 
particle-wall contact charging behaviour of αLM, ASP and SG. The 3D model 
continues to show better agreement with the experimental data. The maximum 
and minimum values for both 2D and 3D simulations (error bars) tend to 
overlap with the experimental 95% confidence intervals, however the 2D fails 
to do so for all values in the SG scenario. 
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were studied in several combinations. As this study focuses on the 
interaction of like spheres, the model parameters were evaluated from 
their like particle experiments, namely the 3.18 and 4.0 mm experi-
ments. In particle-particle contacts between like particles, Γ tends to 
zero, hence the only relevant charging model parameter in this case is κc. 
Here, κc is determined using Eq. (22). It should be noted that the 
experimental results taken from Chowdhury et al. for the evaluation of κc 
have been assumed to belong to a half-normal distribution since the 
incident and target particles were not specified, nor was the direction of 
charge transfer; these values are summarised in Table 3. The mechanical 
properties of the particles as implemented in the DEM simulation are 
found in Table 4. 

Following the particle-wall study, each scenario was run 300 times, 
varying κc between the minimum, average and maximum every 100 
runs. Fig. 6 presents a comparison of the 2D and 3D model outputs 
alongside the experimental data from the literature. Once again, the 
agreement between the 3D model and the experimental data is stronger 
than that of the 2D. Further, if only the average value of κc is considered, 
the 2D results once again fall outside of the experimental confidence 
intervals. The overall trends found by both 2D and 3D simulations show 
good agreement with those of the experimental data. The 2D model 
outperformed the 3D in terms of speed. 

As was found with the particle-wall study, one could expect 
reasonable order of magnitude charge transfer values from the 2D 
model, and good indication of charging trends. Again, however, better 
agreement with experimental data could be found with the 3D model. 
The reasonable agreement between the results from both the 2D and 3D 
simulations further support the modelling approach adopted here. 

4. Model validation: multi-contact 

Multi-contact particle charging was studied in two modes. The first 
mode looked at the charging behaviour of singular particles coming into 
repeated contact with a vibrating stainless steel enclosure. The second 
mode incorporated multiple particles within the same shaking enclo-
sure. Single-particle studies were carried out on PTFE particles with 
diameters of 3.18, 7.14, 11.11 mm. A multi-particle system was inves-
tigated using 12.7 mm particles. 

4.1. Experimental determination of model parameters 

A number of different experimental methods may be used for the 
determination of the charging parameters. As is discussed in the previ-
ous section, experimental data published by Chowdhury et al. and 
Watanabe et al. [7,9,42] was used to determine these parameters for 
different materials. As an illustration, for particle-wall contacts, both 
groups used a free-fall set-up with Faraday cages to measure the initial 
and final charge of particles. Knowing the drop height and material 

properties of the contact plate and particle enable the use of Eqs. (26) 
and (20). 

In this study, two experimental methods were used to obtain con-
stants for the DEM simulations and to verify the model outputs. The first, 
known as the reciprocating charger, was employed to evaluate the 
model parameters Γ and κc. The second, the vibratory shaker, was used 
to study the saturation charging behaviour. Descriptions of these sys-
tems and the associated testing procedures are included here. 

4.1.1. Reciprocating charger 
A continuous charging/measurement method developed by Cruise 

et al. [38], combining a Faraday pail with a grounded stainless steel 
container, was employed (Fig. 7). The Faraday pail comprised a ø60 mm 
by 60 mm cylindrical container within a larger (ø85 mm by 85 mm) 
container. Both cylinders were insulated from each other by a poly-
urethane potting compound. A Bayonet Neill-Concelman (BNC) 
connector was mounted to the side of the outer container. The BNC 
connector served to ground the outer cylinder whilst providing a 
connection for the inner cylinder to a Keithley 6517b electrometer. An 
identical ø60 mm by 60 mm container was then mounted to the top of the 
inner cylinder of the Faraday pail. A 2 mm polylactide ring was used to 
electrically insulate the two ø60 mm containers. This second container 
was then grounded. The full system acted as a grounded stainless steel 
capsule, wherein half of the capsule permitted the measurement of 
charge. The entire system was then enclosed in a grounded metal cover 

Table 3 
Summary of the average experimental results from the literature used to eval-
uate the corresponding charging model parameter, κc [9]. The difference in 
surface charge density, Δσ0, and the charge transfer, Δq, are assumed to belong 
to half-normal distributions since the incident and target particle were not 
specified, nor was the direction of charge transfer.  

Particle Rad. [mm] Δσ0 [C] Δq [C] κc 

PA66 3.18 8.02e-13 8.57e-13 27.79 
PA66 4.0 4.48e-13 1.09e-12 40.66  

Table 4 
Summary of the mechanical properties used in the particle-particle single con-
tact DEM models.  

Particle Y [GPa] ν [] ρ [kg/m3] μ [] v [m/s] θ [] 

PA66 1.27 0.49 1140 0.26 1.71 0.33  

Fig. 6. A comparison of the numerical and experimental results of single 
particle-particle contact charging behaviour of 3.18 and 4.0 mm PA66 particles. 
As with the particle-wall study described previously, 3D tended to show better 
agreement compared to 2D. However, there is, once again, a good agreement 
between the overall trends found by each model. 

Fig. 7. A diagram describing the construction of the reciprocating charger 
designed by Cruise et al. [38]. 
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which shielded the charging system from external electromagnetic 
fields. The charge measurement system was mounted on an axle con-
nected to a servo motor which could rotate the system by 180 ◦. 

To charge and measure the charge transfer to a particle or set of 
particles, the particles were first cleaned in anhydrous ethanol and 
allowed to air dry. They were subsequently neutralised using a Simco- 
Ion MEB neutralising bar. They were then placed into a Faraday pail 
to measure any remaining charge; while the ioniser was able to effec-
tively reduce the initial surface charge, it was not able to fully neutralise 
it. The particles were then gently placed in the charging capsule which 
was sealed and connected to the servo motor. The system was then set to 
rotate 180 ◦, wait 2 seconds and then rotate back. In doing so the par-
ticles would fall 122 mm onto stainless steel repeatedly, having their 
charge measured after every 2 contacts. This allowed for the continuous 
measurement of charge as a function of contact number as it increased 
up to a saturation point. For the evaluation of Γ and κc, 3.18 mm, 7.14 
mm and 11.11 mm PTFE spheres were employed. 

The reciprocating charger was housed in an environmentally- 
controlled glove box set to 30 ◦ C and 30% relative humidity. 

4.1.2. Vibratory shaker 
The vibratory shaker comprised a ø60 mm by 60 mm container 

mounted to a speaker driver. The shaker was then attached to a rotating 
platform connected to a servo motor above a Faraday pail (Fig. 8). 
Following a charging cycle, the servo would activate and deposit the 
particle(s) into the Faraday pail to measure the net charge. A 30 Hz si-
nusoidal wave was generated using f Generator Pro V6.2.0. The volume 
was adjusted to produce an amplitude of 1 mm, verified via high speed 
video at 600 frames per second. Single and multiple particles were 
vibrated for times ranging from 1 to 60 sec. As above, the particles were 
first cleaned in ethanol and then neutralised using the Simco-Ion MEB 
bar prior to each run. 

The vibratory shaker was used to study the charging behaviour of 
12.7 mm PTFE particles. This size was employed to test the predictive 
power of the 2D and 3D DEM models using parameters taken from other 
particle sizes under different environmental conditions. 

All vibratory shaker tests were conducted under ambient laboratory 
conditions, namely 22–23◦ C and 43–48% relative humidity. A portable 
dehumidifier was used to maintain the humidity within this range. 

4.2. Single particle 

The single particle verification was performed in three steps. The 
first was to determine the charging model parameters from experimental 
data. The data were collected using the reciprocating charger and three 
reference particle sizes (3.18, 7.14 and 11.11 mm). The values for Γ and 
κc were then evaluated from the data, and are summarised in Table 5. 

The second step was to simulate the shaking of each of the reference 

particles using the charging parameters evaluated from their respective 
experimental data sets. This was done to ensure that the charging 
behaviour reported by the model was as expected. Each run simulated 
60 seconds of shaking. Good agreement was achieved between the 
experimental and simulated charge values. 

The same simulations were re-run using the minimum, average and 
maximum κc values, as κc is independent of diameter. These values are 
summarised in Table 6. Each size class was run 30 times, varying the 
values of Γ and κc from between the minimum, average and maximum 
every 10 runs. As an illustration, Fig. 9 presents a comparison of the 
outputs from the 2D and 3D models to the experimental data for an 
11.11 mm PTFE particle shaken for 60 seconds. While the 2D model 
tended to produce lower values than the 3D, the agreement with the 
experimental data for both was generally quite good. 

As was found with the single contact studies, the 2D model was 
appreciably faster than the 3D (several minutes for the 2D simulations 
versus around an hour for the 3D). 

4.3. Multiple particles 

For relevance to industrial systems, predictions of charge on multiple 
particle systems is required. Here, the 2D and 3D models were used to 
predict the charging behaviour of thirteen 12.7 mm PTFE particles 
shaken for 60 seconds. These results were compared subsequently with 
experimental data. The 12.7 mm particle size was selected because it fell 
outside of the range of particle sizes used to estimate initially the 
charging parameters. If the model is capable of predicting the charging 
behaviour of multiple 12.7 mm particles using extrapolated charging 
parameters, the the model would be considered valid. 

Fig. 8. A diagram describing the construction of the vibratory shaker.  

Table 5 
Summary of the values of Γ and κc evaluated from experimental data. Particle 
diameter is in [mm], Γ in [V/m,] and κc is dimensionless.  

Diam. Γmin Γavg Γmax κc,min κc,avg κc,max 

3.18 − 1.44e6 − 1.52e6 − 1.60e6 17.1 27.2 44.4 
7.14 − 9.16e5 − 9.62e5 − 1.01e6 6.1 13.0 34.0 
11.11 − 7.66e5 − 8.03e5 − 8.41e5 13.0 19.7 28.1  

Table 6 
Summary of the predicted values of Γ and κc for the 12.7 mm particles. Particle 
diameter is in mm, Γ in [V/m], and κc is dimensionless. The predicted value of κc 
come from the average of the values determined experimentally for the 3.18, 
7.14 and 11.11 mm particles.  

Diam. Γmin Γavg Γmax κc,min κc,avg κc,max 

12.7 − 7.32e5 − 7.67e5 − 8.03e5 12.0 20.0 35.5  

Fig. 9. A comparison of the numerical and experimental results of a single 
11.11 mm PTFE particle shaken for 60 sec. Both the 2D and 3D models showed 
good agreement with the experimental data. 
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The charging parameters were derived from the experimental data 
described in the previous section. The estimates for Γ and κc for for the 
particle-wall contacts of 12.7 mm particles are summarised in Table 6. 
For particle-particle contacts, κc was estimated by Eq. (23). The average 
contact area, ΔA, was estimated by running a one-second simulation 
with the thirteen particles in 3D. Over this time, the simulation output 
the contact area for each particle-particle interaction. These data were 
then averaged, and the resulting particle-particle κc was found to be 
around 3600. 

4.3.1. Saturation charge: limitations in 2D 
Fig. 10 presents the predicted bulk charge from both the 2D and 3D 

models. In this case, the 2D model no longer agreed with the experi-
mental data. In the 2D case, thirteen 12.7 mm disks take up approxi-
mately 46% of the shaker area, whereas the same number of particles 
occupy only around 6% of the 3D shaker volume. With such a large 
disks-to-area ratio in the 2D case, some particles spend little time in 
contact with the walls. This results in a much wider spread of particle 
charges since the particle-wall contacts drive the acquisition of negative 
charge. In Fig. 11, the maximum and minimum individual particle 
charges from each model are displayed alongside the overall average 
charge. While the averages show very good agreement with one another, 
they obscure the individual particle charge contributions. The data 
spread is clearly greater for the 2D model compared to the 3D. 

To correct the discrepancy, the 2D model was re-deployed with four 
particles instead of thirteen. This number was chosen as a reasonable 
estimate of the number of particles that could intersect an arbitrary 
cross-section of the 3D domain at any given time. The minimum and 
maximum values from this run are once again compared with those from 
the thirteen particle 3D model in Fig. 12. This adjustment resulted in the 
spread of charges being constrained similarly to the 3D model. However, 
it was unable to match the overall average charge. In comparison with 
the 3D maximum and minimum, there is relatively little change in a 
particle's charge once it becomes saturated. This oversimplification may, 
once again, result in poor agreement of more complex models with 
experimental data. 

Considering these limitations, the 2D model is best suited to either 
simple interactions (e.g., single particles or particle pairs) or for rough 
order of magnitude performance estimates. Its principal advantage over 
the 3D model is speed, however for more complex interactions, a trade- 
off between computational speed and accuracy must be considered. 

4.3.2. Prediction of bulk charge 
For the experimental verification of the model predictions, the 

vibratory shaker was employed. Thirteen PTFE particles were used. Each 
experimental run was performed three times with bulk charge mea-
surements taken at 0, 1, 3, 5, 10, 20, 30 and 60 sec. 

Fig. 13 presents the model prediction of the bulk sample charge 

alongside the experimental data. The agreement between the model and 
the experimental data is very good. Furthermore, the model was able to 
accurately predict the saturation charge of the bulk sample from 
charging parameters that were evaluated from an entirely different 
experimental set-up. This final test confirms the validity of this model-
ling approach. 

Fig. 10. A comparison of the predicted bulk charge from the 2D and 
3D models. 

Fig. 11. A comparison of the minimum and maximum particle charges from the 
2D and 3D models, as well as the overall average charge. While the averages are 
quite similar, they obscure the underlying variation in individual parti-
cle charge. 

Fig. 12. A comparison of the minimum and maximum particle charges from the 
four-particle 2D model and the thirteen-particle 3D model, as well as the overall 
average charge. 

Fig. 13. A comparison thirteen particle 3D model prediction of the bulk sample 
charge with the experimental data collected. Error bars indicate 95% confi-
dence intervals. 
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4.3.3. Effect of packing on bulk charge 
The volume fraction of particles within the domain scales linearly 

with the number of particles. This has an impact on the overall charging 
behaviour of the system. Specifically, the bulk saturation charge of the 
particles is inversely proportional to the volume fraction. With a greater 
volume fraction of particles, the proportion of particle-wall contacts 
occurring is reduced, assuming all other model parameters remain 
constant (e.g., shaker amplitude). Thus, the number of particles gaining 
negative charge from the container walls decreases. As a result, the 
magnitude of the bulk charge decreases. 

An example of these phenomena can be found in Fig. 14. Fig. 14 
compares two features against the number of 12.7 mm particles in the 
system: the bulk charge as a percentage of the theoretical bulk charge, 
and the proportion of the total number of contacts that were between 
particles and walls. The proportion of the bulk saturation charge was 
calculated by dividing the overall bulk charge output but the simulation 
by the ‘idealised’ bulk charge. The idealised bulk charge is assumed to be 
the saturation charge of a single particle multiplied by the number of 
particles in the domain. For example, if a single particle's saturation 
charge was found to be 1 nC, the idealised bulk charge for 10 particles 
would be 10 nC. As the volume fraction increases, there is a clear 
decrease in the overall proportion of particle-wall contacts, and a 
commensurate decrease in the bulk charge. 

5. Conclusions 

In this work, an approach to model the tribocharging process is 
presented alongside a method for the evaluation of key model parame-
ters. The charge modelling method was implemented in 2D and 3D DEM 
simulations (Matlab and PFC, respectively) and validated against 
experimental data from both the literature and in-house experimenta-
tion. Minor differences were found between the 2D and 3D models for 
simple particle interaction scenarios (single particle-wall contacts, sin-
gle particle-particle contacts, and multiple particle-wall contacts of a 
single particle). In these cases, there was good agreement generally with 
experimental data. Though the 3D model tended to align more closely 
with the experimental data, it was inevitably slower. 

For more complex, multi-particle, multi-contact systems, the limi-
tations of the 2D model were exposed. The marked increase in packing 
density resulted in a greater proportion of particle-particle contacts, 
resulting in a wider spread of individual particle charges. While the 
average charges found by the 2D and 3D models were similar, they 
masked the underlying charging behaviour. The 3D model was shown 
also to be capable of accurate predictions of charging behaviour using 
model parameters evaluated from different experimental data. Further, 
the model provided insight to the relationship between volume fraction 
and bulk saturation charging behaviour. 

Modelling of triboelectric effects in industrial systems is challenging, 

especially when the system contains many unknown or poorly quanti-
fied variables. The methods presented in this work for quantifying model 
parameters are straightforward and effective, and should help to reduce 
some of the complexity associated with the modelling of triboelectric 
charging. 
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