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SUMMARY.
This thesis is concerned with developing design procedures for filters and diplexers. Its object is to present methods which the practicing engineer can use to design high-performance devices without necessarily being familiar with the technical details of circuit theory.

The basics of circuit and filter theory are reviewed and then several design methods for bandpass filters are examined. These include a new design procedure for single-sideband crystal filters.

Next, the thesis reviews the existing methods of diplexer design. Particular attention is given to those methods which use directly-interacting filters. These 211 share the disadvantage that only contiguous desisns are possible.

A new method of designing non-contiguous bandpass diplexers is then developed. Computed and experimental results demonstrate the nién performance possikle with the new technique. Finally, the basic theory of the new method is applied to some other problems in diplexer and filter design.
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Symbols and Abbreviations.
Algebraic quantities are defined as they arise in the text. The following special symbols occur in some of the derivations:
$A \Rightarrow B \quad$ "A implies $B "$
$\left\{a_{i}\right\}$
"The set of elements $a_{i}$ ", the $a_{i}$ in this case being a set of real frequencies with special significance for the networks being considered.

These abbreviations are used for labelling the ordinates of graphs of filter and diplexer performance:
L.R.

Return Loss (measured in decibels)
I.L.

Insertion Loss (measured in decibels).
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1.1 Electric Filters.

In electrical engineering, a FIJTER is a circuit, generally with two access ports, which will pass energy between the ports in one or more well-defined frequency bands. Power at other frequencies will not be transmitted, or at any rate will be much attenuated.

The development of filters was strongly influenced by the needs of telecommunications, and in particular of frequency multiplex transmission over a common bearer. For example, modern high-capacity frequency-divisionmultiplex (f.d.m.) communication links, which are the backbone of trunk telephony, are entirely dependant on the existence of filters meeting extremoly stringent specifications.

Even before inventing the telephone, Alexander Graham Bell experimented with tone-multiplex telegraphy [1.1] using tuned reed resonators. However, the development of successful filters awaited the coming of the thermionic valve, when devices such as oscillators and modulators became common and f.d.m. systems possible. Today, filter theory is in a highly developea state, and is an almost unique example of a highly mathematical subject of enormous practical power.

Being so mathematical, filter theory is a subject somewhat inaccessible to the practicing engineer. Filter design has become an area for specialists, and this is unfortunate, since the communication engineer should have a knowledge of what it is and is not possible to expect of a filter. Thus, design methods which he can
easily understand and apply, without sacrificing the optimum in performance, are very important. The ideal form of such a method is a set of explicit formulae which translate the initial specification into a physical design. This will be called a direct design method. It can be distinguished from a method which requires a special knowledge of network theory, and which might involve a synthesis or difficult transformation procedure.

### 1.2 Filter Specifications.

The typical form of a filter specification is shown in figure 1.1. This defines the required transmission loss through the filter in various
frequency bands. For the moment the filter is assumed to be a two-port, and to be operating in a controlled impedance environment, such as a coaxial system.

The full line in the figure is a typical filter response which just meets the specification. The requirements specify the variation in transmission allowed in the PASSBAND, between $\mathrm{f}_{1}$ and $\mathrm{f}_{2}$, and the attenuation to be exceeded in the STOPBAND. In the case shown, another communication channel is supposed to exist between $f_{4}$ and $f_{5}$, which supplies the main stopband constraint. The possibility of the filter exhibiting spurious passbands has to be considered too, and a permissible limit on their transmission imposed.

Some of the power incident on the filter within the passbard may be reflected. Many system components, such as amplifiers, are somewhat intolerant of reflecting loads on their output, and such considerations limit the permissible reflection from the filter. Thus a limit is set on the passband return loss (broken line).


FIGURE 1.1 Filter Specification.

Given the specification, a mathematical function of frequency has to be found which will satisfy it. This is known as the approximation problem. The function has to do more than merely meet the specification. For one, it has to be realisable as the loss function of a real electric circuit using a finite number of elements.

Since the design has to be as cheap to make as possible, the number of elements has to be a minimum. This puts a premium on approximations which are known to be optimum in the sense of having the least number of degrees of freedom. However, some "over-design" may be allowed in order to give some tolerance against initial manufacturing errors and component drift in use.
1.3 Group Delay.

As well as having a selective amplitude response, filters delay signals passing through them. A conventional filter's group delay varies considerably over its passband and this variation may severely distort certain types of signal (for example, angle-modulated carriers). Measures have to be taken to "equalise" the variation with a separate network or design a special filter which does not exhibit the group delay variation. The latter approach has received a great deal of attention in recent years. Conventional filters have only a single path through which energy can flow and their responses are minimum-phase. New types of filter have been developed which use multipath structures and have non-minimum phase response. These can be designed to give good amplitude selectivity and nearly constant group delay. The design of this type of filter is rather specialised and is not "direct" in the sense discussed before. Further
discussion of this type of filter is beyond the scope of this thesis.

### 1.4 Outline of Thesis.

The aim of this thesis is to develop direct design methods for some type of bandpass filters and for bandpass diplexers.

Chapters two and three are concerned with the basis of circuit theory and with the development of the ideas of approximation, and the important notion of the lowpass prototype. Chapter four then derives some direct design procedures for bandpass filters. The filters considered are a type of lumped element filter, transmission line filters of the interdigital and combline type, direct-coupled cavity waveguide filters, and finally a new design procedure for high-performance crystal single-sidetand filters.

Chapter five begins the study of diplexers. It revjews the main existing methods, in particular those which use interacting filters. Chapter six presents the main original material of the thesis, a new design procedure for asymmetric bandpass diplexers. Computed results are given for some trial designs which demonstrate the high performance possible with the new technique. Criapter seven considers the application of the design method to waveguide diplexers. Experimental results are given which show that the method is simple and direct to apply to narrow-band designs. Also, computed results show that it should be applicable to broadband designs.

Finally, chapter eight applies the basic theory of the method to another form of bandpass diplexer,lowpasshighpass diplexers, andto developing an improved aesigr
method for broadband bandpass filters. Concluding comments and suggestions for future work are in chapter nine. Six appendices contain listings of various compouter programs used in the research.

## CHAPTER 2

## FUNDAMENTALS OF LINEAR CIRCUIT THEORY

This review of linear circuit theory establishes the basic properties of electric circuits and the elementary methods of synthesis, as a basis for the review of filter theory in the next chapter. The material covered here is basic to all circuit theory, and references to proofs in existing literature are given where approriate. A complete development of circuit theory from first principles would be a volume in itself. Thus a basic set of principles and concepts is assumed, and the object of this chapter is to establish the most important ideas behind filter theory and network synthesis. Certain concepts, such as the ideas of ideal voltage and current sources, resistive sources, insertion loss, and the basic theory of transmission lines, are assumed and appear in the text without comment.

There are a number of texts on circuit theory available and for convenience most of the references are to the treatment given by Scanlan and Levy $[2.1],[2.4]$.
2.1

Let a stimulus function $s(t)$ be applied to an electric circuit, and a response $r(t)$ result. Then the networks of interest generally satisfy the following constraints [2.1];

Linearity

$$
\begin{aligned}
& \text { If } s_{1}(t) \rightarrow \text { ("leads to") } r_{1}(t) \\
& \text { and } s_{2}(t) \rightarrow r_{2}(t) \\
& \text { then } a s_{1}(t)+b s_{2}(t) \rightarrow a r_{1}(t)+b r_{2}(t)
\end{aligned}
$$

Time Invariance $s(t+\tau) \rightarrow r(t+\tau)$
Passivity
If $s(t)$ is considered to be a driving point voltage $v(t)$, and $r(t)$ the resulting current $i(t)$, then passive networks only absorb or store energy, and thus $v(t)$ and $i(t)$ satisfy the condition

$$
\int_{-\infty}^{t} v(\tau) i(\tau) d \tau \geqslant 0
$$

Causality

$$
\begin{aligned}
& \text { For a linear circuit, if } \\
& \begin{aligned}
s(t) & =0,-\infty<t<t_{0} \\
& =s_{1}(t), t \geqslant t_{0},
\end{aligned}
\end{aligned}
$$

then

$$
\begin{aligned}
r(t) & =0,-\infty<t<t_{0} \\
& =r_{1}(t), t \geqslant t_{0}
\end{aligned}
$$

Real Time Function

$$
\begin{aligned}
& \text { If } s(t)=s_{1}(t)+j s_{2}(t) \\
& r(t)=r_{1}(t)+j r_{2}(t)
\end{aligned} \text { then }
$$

$$
s_{2}(t)=0 \rightarrow r_{2}(t)=0
$$

## 2.2

The fundamental quantities of interest in an electric network are voltages and currents. The fundamental rules they obey are called Kirchoff's laws. They are:

The algebraic sum of all current entering the junction of two or more circuit elements is zero.

The algebraic sum of all the voltages in any closed loop of an electric circuit is zero.

## 2.3

The elements of an electric circuit, of the class considered here, are shown in Figure 2.1(a). They are characterised by the relationships between their terminal voltages and currents

Resistor:

$$
\left.\begin{array}{l}
v(t)=R i(t) \\
v(t)=L \frac{d i}{d t} \\
v(t)=\frac{1}{i} \int_{-\infty}^{t} i(\tau) d \tau \\
v_{1}(t)=n v_{2}(t)  \tag{2.4}\\
i_{1}(t)=i_{2}(t) / n
\end{array}\right\}
$$

Inductor:
Capacitor:
Ideal transformer:

Mutual inductances have been excluded since they are not used in the


$$
i \frac{18 r m}{v}
$$


(a) Network Elements.

(b) LCR Network.

FIGURE 2.1
circuits considered. They can be accommodated by admitting negative inductor values [2.2].

### 2.4 Laplace Transforms

The Laplace Transform of a function $f(t)$ is denoted $F(p)$, $p=\sigma+j \omega$, and is defined by

$$
\begin{equation*}
F(p)=\int_{0}^{\infty} f(t) e^{-p t} d t \tag{2.5}
\end{equation*}
$$

$F(p)$ and $f(t)$ form a Laplace Transform pair, indicated

$$
f(t) \Leftrightarrow f(p)
$$

The Laplace Transform has the following properties [2.3].
Linearity $a f_{1}(t)+b f_{2}(t) \Leftrightarrow a F_{1}(p)+b F_{2}(p)$
Scaling $\quad f(a t) \Leftrightarrow \frac{1}{a} F\left(\frac{p}{a}\right)$
Shift $\quad f(t) \exp (-a t) \Leftrightarrow F(p+a)$
Differentiation

$$
\begin{equation*}
\frac{d}{d t} f(t)=p f(p) \tag{2.9}
\end{equation*}
$$

## Integration

$$
\begin{equation*}
\int_{-\infty}^{t} f(t) d t \Leftrightarrow \frac{1}{p}\left[F(p)+\int_{-\infty}^{0} f(t) d t\right] \tag{2.10}
\end{equation*}
$$

(2.9) and (2.10) allow the elemental relationships (2.1)-(2.4) to be written in the Laplace Transform domain, thus:

Resistor $V(p)=$ R.I(p)
Inductor $V(p)=\operatorname{Lp} I(p)$
Capacitor (assuming $i(t)=0, t \leqslant 0)$

$$
\begin{equation*}
V(p)=\frac{1}{C p} \cdot I(p) \tag{2.13}
\end{equation*}
$$

Ideal transformer

$$
\begin{align*}
& V_{1}(p)=n V_{2}(p) \\
& I_{2}(p)=I_{2}(p) / n \tag{2.14}
\end{align*}
$$

The expressions (2.11) to (2.13) allow the generalisation of the concept of "resistance" to "impedance". Thus the impedance of an inductor of $L$ henries is pL and of a capacitor of $C$ farads $I / p C$.

The dual of resistance is "conductance": of impedance, "admittance", and the admittances of an inductor and capacitor are $1 / \mathrm{PL}$ and $p C$. Similarly with circuits, consider the series RLC netuork of Figure 2.1(b). The current and voltage in this circuit are related by the integro-differential equation

$$
R i(t)+L \frac{d}{d t} i(t)+\int_{-\infty}^{t} \frac{i(\tau)}{c} d=v(t)
$$

Assuming that $v(t)$ and $i(t)$ are zero for $t<0$, taking the Laplace transform of this equation gives

$$
\left[R+p L+\frac{1}{p C}\right] I(p)=V(p)
$$

Thus the impedance of the RLC circuit, which by generalisation of
(2.1I) is just $V(p) / I(p)$ is given by

$$
Z(p)=R+p L+\frac{I}{p C}
$$

### 2.5 Nodal Analysis

The properties of electrical networks can be deduced from general node or mesh analysis. Only nodal analysis will be considered here, to develop the properties of driving point and transfer functions. The corrasponding development in terms of mesh analysis is given in $[2.4]$.

Refer to the general nodal analysis network of Figure 2.2. Each node except one is excited by a constant-current source of value $I_{k}(p)$, and there are $(n+1)$ nodes. One node has been arbitrarily given the index zero and is used as a reference node. The nodal voltages relative to the reference node, are $v_{1}, v_{2}, \ldots, v_{n}$. Each node $K$ is connected to the $\ell^{\prime}$ th node by a mutual admittance $Y_{k \ell}$, and in general each node is connected to every other. The self admittance of the $k^{\prime}$ th node is defined as

$$
y_{k k}=y_{k, 0}+y_{k, 1}+\ldots+y_{k, k-1}+y_{k, k+1}+\ldots+y_{k, n}
$$

It is clear that the node voltages and currents are related by the


EIGURE 2.2 General Nodal Analysis Network.


FIGURE 2.4 Foster Forms.
set of equations

$$
\begin{aligned}
y_{11} v_{1}-y_{12} v_{2}-\ldots . y_{1 n} v_{n} & =I_{1} \\
-y_{12} v_{1}+y_{22} v_{2}-\ldots \ldots \ldots \ldots & =I_{2}
\end{aligned}
$$

$$
-y_{1 n} v_{1}-y_{2 n} v_{2}-\ldots+y_{n n} v_{n}=I_{n}
$$

or in matrix form:

$$
\left(\begin{array}{cccc}
y_{11} & -y_{12} & -y_{13} \ldots & y_{1 m}  \tag{2.15}\\
-y_{12} & y_{22} & \ldots \ldots \ldots \ldots \\
-y_{i n} & \ldots \ldots \ldots \ldots & y_{n n}
\end{array}\right)\left(\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right)=\left(\begin{array}{c}
I_{1} \\
\vdots \\
\vdots \\
I_{n}
\end{array}\right)
$$

(2.15) can be written compactiy as;

$$
\begin{equation*}
[Y] \cdot(V)=(I) \tag{2.16}
\end{equation*}
$$

where $[Y]$ is known as the nodal admittance matrix.
Inverting (2.16), the column vector of node voltages can be found, i.e.

$$
(v)=[Y]^{-1}(I)
$$

and by the definition of the inverse of a matrix,

$$
\begin{aligned}
& v_{1}=\frac{\Delta_{11}}{\Delta} I_{1}+\frac{\Delta_{12}}{\Delta} I_{2}+\ldots+\frac{\Delta_{1 n}}{\Delta} I_{n} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& v_{n}=\frac{\Delta_{1 n}}{\Delta} I_{1}+\ldots \ldots \ldots
\end{aligned}
$$

where $\Delta$ is the determjnant of $Y$, and $\Delta_{k \ell}$ is the cofactor of $-Y_{k \ell}$. Notice that it is assumed here that $[Y]$ is symmstrical, which is the case if the network is composed of the elements considered. 2.6

Consider that one clirrent source $I_{k}$ is finite and ell the others set to zero. Then the resulting node voltages are

$$
v_{e}=\frac{\Delta_{k, \ell}}{\Delta} I_{k}, \ell=i, 2, \ldots, n
$$

Let the pair of terminals formed by node $m$ and node zero be defined as port $m$. Then the impedance formed by looking into port $k$ is

$$
\begin{equation*}
Z_{k k}=\frac{v_{k}}{I_{k}}=\frac{\Delta_{k k}}{\Delta} \tag{.17}
\end{equation*}
$$

and is known as the open-circuit driving-point impedance at port $k$.
The quantities $z_{k}$, $\ell \neq k$, are known as the open circuit transfer impedances and

$$
\begin{equation*}
z_{k \ell}=\frac{\Delta_{k \ell}}{\Delta} \tag{2.18}
\end{equation*}
$$

From mesh analysis the quantities $Y_{k k}$ and $Y_{k \ell}$, known as the short-circuit driving-point and transfer admittances are defined [2.4]. 2.7

A general admittance in Figure 2.2 can always be decomposed into a parallel combination of a resistor, inductor, and capacitor. If not, extra nodes can always be introduced into the network until the decomposition is possible. Thus, the general admittance $y_{k \ell}$ can be written

$$
\begin{align*}
y_{k \ell} & =p C_{k \ell}+G_{k \ell}+\frac{1}{p L_{k \ell}} \\
& =\frac{p^{2} L_{k \ell} c_{k \ell}+p L_{k \ell} G_{k \ell}+1}{p L_{k \ell}} \tag{2.14}
\end{align*}
$$

In (2.19), $G_{k \ell}$ is the reciprocal of the resistor $R_{k \ell}$ e
Since the expressions for $Z_{k k}$ and $Z_{k \ell}(2.17)$ and (2.18) were ratios of determinants, and the determinants are calculated by multiplying and adding rational functions of $p$ of the form of (2.19), the determinants are themselves rational functions, as are their ratios.

Thus the driving-point and transfer impedances (and admittances) are rational functions in the complex variable p, ie. the ratio of two polynomials in p. Since all the coefficients in (2.19) are real, the coefficients of each polynomial must also be real. The nth degree polynomial has by the "fundamental theorem of alg bra", exactly $n$ roots,
and hence the $Z_{k 2}$ can be written;

$$
\begin{equation*}
z_{k \ell}=\frac{k\left(p-z_{1}\right)\left(p-z_{2}\right)(\ldots)\left(p-z_{n}\right)}{\left(p-p_{1}\right)\left(p-p_{2}\right)(\ldots)\left(p-p_{m}\right)} \tag{2.20}
\end{equation*}
$$

The points $\left\{z_{i}\right\}$ in the complex p-plane, where $Z_{k \ell}=0$, are called zeros of the function, while the points $\left\{p_{i}\right\}$ where $Z_{k \ell}=\infty$ are called poles of the function. Since the coefficients of the numerator and denominator polynomials of $(2.20)$ are real, the polesand zeros must be on the real axis or occur in complex-conjugate pairs.

### 2.8 Properties of Oriving Point Immittances

A Driving Point Immittance may be an Impedance or admittance. The driving point admittance of a network, $Y_{11}(p)$, is the reciprocal of its driving point impedance. The main properties of a driving point impedance can be seen by considering one port of a network excited by a unit impulse of current, as shown in Figure 2.3. The transform of the unit impulse is just unity, so the Laplace transform of the resulting current waveform is simply $Z_{11}(p)$. Now $Z_{11}(p)$ boing of the form (2.20) can be expanded as a partial fraction, and since each pole of (2.20) may in fact be multiple, the partial fraction expansion about one pole $P_{j}$ of order $k$ will be a series of the form

$$
\begin{equation*}
v_{j}(p)=\sum_{r=1}^{k} \frac{A_{r}}{\left(p-p_{j}\right)^{r}} \tag{2.2~J}
\end{equation*}
$$

From [2.5], the inverse Laplace transform of (2.2i) is

$$
\begin{equation*}
v_{j}(t)=\sum_{r=1}^{k} \frac{A_{r}}{(r-1)!} t^{r-1} \exp \left(p_{j} t\right) \tag{2.22}
\end{equation*}
$$

From the passivity restrictions, $v_{j}(t)$ must decay to zero as $t \rightarrow \infty$. If the pole $p_{j}$ is given by

$$
p_{j}=\sigma_{j}+j \omega{ }_{j}
$$

then, if $\omega_{j}$ and $\sigma_{j}$ are zero (pole at the origin), r must be equal to one or zero. If $\sigma_{j}$ is zero (pole on the imaginary axis), I must again
be equal to or less than unity. $\sigma_{j}$ must be negative for a decaying $v_{j}(t)$, and if $\sigma_{j}$ and $\omega_{j}$ are both finite, the pole can be of any order, i.e. I can have any positive value. This follows because
$\quad \operatorname{Lim}_{t \rightarrow \infty} t^{I-1} e^{\sigma_{j}} t=0$
for $\quad \sigma_{j}<0$.

By considering the excitation of the network by a unit-impulse voltage source, the same properties can be shown to hold for the zeros of 2.20, which are the poles of $Y_{11}(p)$. To summarize:
A. The poles and zeros of an immittance function are either real or occur in complex conjugate pairs
B. All the poles and zeros must lie in the left half plane or on the $j \omega$-axis
C. Poles and zeros on the jw-axis are of multipiicity at most one
D. As a corrolary to $C$, the numerator and denominator of an immittance function differ by at most one, or there will be a non-simple pole at infinity.
2.9

In [2.6] it is further shown that the driving point immittance of a real network has the property of being POSITIVE REAL, and fulfils the conditions that:

$$
\begin{aligned}
& R_{e} Z_{1 l}(p)>0 \text { for } R_{e}(p)>0 \\
& Z_{11}(p) \text { real for } p \text { real }
\end{aligned}
$$

These conditions apply also to $Y_{1 i}(p)$. The necessary and sufficient condition that a function $Z(p)$ be realisable as the input impedance of a physical network is that $Z(p)$ bo positive real.

In addition to the properties of $2.8 \mathrm{~A}-\mathrm{D}$, positive real functions (p.r.f.) have the following properties:
E. The residues at any (simple) poles on the jw-axis are positive real.
F. If $Z(p)$ is a p.r.f. then

$$
R_{\theta}(Z(p))=0 \text { for } R_{B}(p)=0
$$

G. If $Z(p)$ is a p.r.f., then the function

$$
z_{1}(p)=z(p)-\frac{2 k p}{p^{2}+\omega_{0}^{2}}
$$

is also p.r., if and only if $Z(p)$ has poles at $p= \pm j \omega_{0}$ with residues $k^{\prime}$, with $k^{\prime} \geqslant k_{0}$

A positive real function is analytic in the right-half-plane. If it further has no poles on the $j \omega$-axis, then its real and imaginary parts are related through the Hilbert Transform [2.13]. Thus, if the real part is, say, $R(\omega)$, then the imaginary part is given by

$$
I(\omega)=-\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{R(u) d u}{\omega-u}
$$

An impedance function with this property is said to be MINIMUM REACTIVE, an admittance function, MINIMUM SUSCEPTIVE. 2.10

Turning now to the properties of transfer impedances, the restrictions on a transfer impedance are not as stringent as on a drivingpoint impedance. Taking a function $Z_{12}(p)$ as a typical case, no physical meaning can be attached to $Z_{12} 2^{-1}(p)$, and hence, though passivity restricts the poles of $Z_{12}(p)$ to the left half plane, there is no such restriction on the zeros. However, note that poles on the ju-axis must be again simple, and hence the degrees of the numerator of $Z_{12}(p)$ cannot exceed the denominator by more than one. To sum up:
H. The poles and zeros of $Z_{12}(p)$ are real or occur in complex conjugate pairs.
I. All the poles of $Z_{12}(p)$ lie in the left half plane, including the $j \omega$-axis
J. Poles on the jw-axis are simple
K. As a corrollary of $J$, the degree of the numerator of $Z_{12}(p)$ exceeds the degree of the denominator by, at most, one.
2.11

Of interest when calculating the response of a network to a real excitation is the response when the forcing function is a pure sinusoid, represented by the time function

$$
v=v_{0} \cos \left(\omega_{0} t\right)
$$

The response of a network for $p=j \omega$ is then of interest. For $p=j \omega$, a network function $F(p)$ can be written

$$
F(j \omega)=E(\omega)+j 0(\omega)
$$

where $E$ and 0 are even and odd functions of $\omega$, respectively, i.e.

$$
\begin{aligned}
& E(\omega)=E(-\omega) \\
& D(-\omega)=-O(\omega)
\end{aligned}
$$

This property follows from conditions $A$ and $H$.

$$
\text { Furthermore, if } f(p) \text { is a driving point function, then }
$$

$$
E(\omega) \geqslant 0
$$

2.12

A polynomial in $p$ which has no zeros in the right-half p-plane is called HURWITZ. Thus, a p.r.f. is the ratio of two Hurwitz polynomials. Not all ratios of Hurwitz polynomials are p.r.f. They must also satisfy the condition that

$$
\cdot R_{e}(Z(p))>0 \text { for } R_{\theta}(p)=0
$$

If a function $Z(p)$ is $p . r$. and, further,

$$
z(p)+z(-p)=0
$$

then $Z(p)$ is a REACTANCE function, and must obviously be the ratio of an even to an odd polynomial, or vice-versa.

Since $Z(p)$ is p.r., it has no poles or zeros in the right-half p-plane, Also, $Z(-p)$ has no left-half p-plane poles or zeros. Thus, since $Z(p)=-Z(-p), Z(p)$ has no left- or right-half plane poles or zeros.

Thus, all the poles and zeros lie on the imaginary axis, and must therer fore be simple.
2.13

If $Z(p)$ is a reactance function, so that $Z(p)$ can be written

$$
z(p)=\frac{E(p)}{0(p)}
$$

(or $Y(p)$ can), since all the poles and zeros lies on the ju-axis, $Z(p)$ can be expanded in a partial fraction of the form

$$
\begin{equation*}
Z(p)=A \infty p+\frac{A_{0}}{p}+\sum_{i=1}^{\Gamma} \frac{2 A_{i} p}{p^{2}+\omega_{i}^{2}} \tag{2.23}
\end{equation*}
$$

where $Z(p)$ is of degree $2 r+2$. For $p=j \omega$, it is clear that

$$
\begin{aligned}
& z(j \omega)=j x(\omega), \\
& x(\omega)=A \infty \omega-\frac{A_{0}}{\omega}+\sum_{i=1}^{\Gamma} \frac{2 A_{i} \omega}{\omega_{i}^{2}-\omega^{2}}
\end{aligned}
$$

Differentiating with respect to $\omega$,

$$
\frac{d X(\omega)}{\partial \omega}=A \infty+\frac{A_{0}}{\omega^{2}}+\sum_{i=1}^{r} \frac{2 A_{i}\left(\omega_{i}^{2}+\omega^{2}\right)}{\left(\omega_{i}^{2}-\omega^{2}\right)^{2}}
$$

Since all the $\left\{A_{i}\right\}$ are positive (2.8E), the derivative is alco positive, and thus it can be shown that the poles and zeros interlace along the imaginary axis.

The partial fraction expansion (2.23) is the key to the synthesis of the reactance function in the form shown in Figure 2.4(a), when it is recognised that the impedance of the i'th resonant circuit is

$$
z_{i}(p)=\frac{p / c_{i}}{p^{2}+1 / L_{i} C_{i}}
$$

From this the element values are as shown for the single inductor and capacitor, and

$$
c_{i}=\frac{1}{2 A_{i}}
$$

$$
L_{i}=\frac{2 A_{i}}{\omega_{i}^{2}}
$$

The dual form in Figure 2.4(b) can realise the admittance

$$
Y(p)=\frac{1}{Z(p)}
$$

These networks are known as the FOSTER forms for the driving-point immittance, and are CANONICAL in that they may realise any reactance function, and MINIMAL in that they use the minimum possible number of elements.
2.14

An alternative realisation of a reactance function follows from the form of (2.23). If the pole at infinity is removed by extracting series inductor of value $A$, the remaining function $Z^{\prime}(p)$ has a zero at infinity, and is also positive real by $2.9 G$. The reciprocal of $Z^{\prime}(p)$ thus has a pole at infinity which cen be removed by extracting a shunt capacitor, leaving a function with a zero at infinity, also positive real. The process can be continued until the remainder function is zero, resulting in the Ladder structure shown in Figure 2.6(a). If the original $Z(p)$ has no pole at infinity, the first inductor will be absent.

An alternative form results by successively removing the poles at the origin, resultirig in the network shown in Figure 2.6(b). Note that the input impedance of the first network can be written

$$
Z(p)=p L_{1}+1
$$

and the input impedance of the second

$$
z(p)=\frac{1}{p C_{1}}+\frac{1}{\frac{1}{p L_{2}}+\frac{1}{\frac{1}{p C_{3}}+\frac{1}{\frac{1}{p L_{4}}+}}}
$$

These forms are known as CONTINUED FRACTIONS, and the associated networks are the CAUER FORMS.
2.15

Two-port networks are of general importance in filter theory. A two-port network can be characterised by its port voltages and currents and by a set of two-port parameters. Various sets of parameters can be used: (refer to figure 2.5)

Admittance

$$
\binom{i_{1}}{i_{2}}=\left(\begin{array}{ll}
y_{11} & y_{12} \\
y_{12} & y_{22}
\end{array}\right)\binom{v_{1}}{v_{2}}
$$

Impedance

$$
\binom{v_{1}}{v_{2}}=\left(\begin{array}{ll}
z_{11} & z_{12} \\
z_{12} & z_{22}
\end{array}\right)\binom{i_{1}}{i_{2}}
$$

Transfer

$$
\binom{v_{i}}{i_{1}}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{v_{2}}{-i_{2}}
$$

A number of other parameter sets can be used, and one, the scattering parameters, will be dealt with later. The transfer parametersare very useful in dealing with problems of cascading networks, since it is easily shown that if two networks are cascaded, the overall transfer matrix is given directly by the product of the individual transfer matrices.

It is important to note that both the $[y]$ and $[z]$ matrices are symmetrical about the leading diagonal, is.

$$
r_{12}=y_{21}, \quad z_{12}=z_{21}
$$

and the networks are thus termed reciprocal. Reciprocity is a


FIGURE 2.5 Two-Port Network.
(a)
(b)


FIGURE 2.6 Cauer Forms.

consequence of the elements used being bilateral. A non-reciprocal circuit will be briefly considered in Chapter 5.

The admittance parameters $y_{11}$ and $y_{22}$ are the short-circuit driving point admittances of the network, while $z_{11}$ and $z_{22}$ are the open-circuit driving-point impedances. It is clear from the form of the matrix equations that

$$
\left(\begin{array}{ll}
y_{11} & y_{12} \\
y_{12} & y_{22}
\end{array}\right)=\left(\begin{array}{ll}
z_{11} & z_{12} \\
z_{12} & z_{22}
\end{array}\right)^{-1}
$$

Considering the $[z]$ matrix, if the network $N$ is lossless, that is, contains only $L, C$, and ideal transformers, then $z_{11}$ and $z_{22}$ must be reactance functions. This case is particularly important because most filter circuits are essentially lossless. In this case, the poles of $z_{12}$, that is the transfer impedance, are restricted, as proved in [2.7].
L. All poles of $z_{12}$ are poles of $z_{11}$ and $z_{22}$. Poles of $z_{11}$ and $z_{22}$ not poles of $z_{11}$ are called PRIVATE, and can be removed by a series Foster-like network. The resulting network, where $z_{11}, z_{12}, z_{22}$ all have the same poles, is called COMPACT.
M. If $k_{11}, k_{12}, k_{22}$ are the residues at a particular pole, of $z_{11}$, $z_{12}, z_{22}$ respectively, then

$$
k_{11} k_{22}-k_{12}^{2} \geqslant 0
$$

The sign of $k_{12}$ is thus irrelevant.
These conditions are necessary and sufficient for a given [z] matrix, with $z_{11}$ and $z_{22}$ reactance functions, to be realisable as a two-port LC network. 2.16 Darlinqton's Theorem [2.8]

Any positive real function can be realised as the driving-point impedance of a resistivaly-terminated lossless two-port network. If ideal transformers are admitted into the network, the value of the
termination may always be one ohm.
Associated with the theorem is a synthesis technique which permits the realisation of a p.r.f. in this form. Proof of the theorem is beyond the scope of this thesis and the technique is not explicitly required, so the theorem is merely quoted.

### 2.17 Scattering Parameters

The immittance parameters considered in section 2.15 are most useful for calculation when the networks being considered have their ports terminated in open- or short-circuits. In many practical cases, resistively terminated networks are important, especially when transmission-line systems are considered. In such cases the SCATTERING parameters are useful. A review of the scattering theory approach to networks is given by Carlin and Giordano [2.9].

Consider the general n-port network shown in Figure 2.7, with the port voltages and currents as defined. Let

$$
(v)=\left(\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right),(i)=\left(\begin{array}{c}
i_{1} \\
i_{2} \\
\vdots \\
i_{n}
\end{array}\right)
$$

(v) and (i) are related through theimmittance equation:

$$
\begin{equation*}
(i)=[Y](v) \tag{2.24}
\end{equation*}
$$

Now a set of "normalising numbers", $R_{1}, R_{2}, \ldots, R_{n}$ is defined for the network, the R's being positive and (for present purposes) real. Now two new sets of port variables are defined:
and

For future reference, let

$$
[R]=\operatorname{diag}\left[R_{1}^{\frac{1}{2}}, R_{2}^{\frac{1}{2}}, \ldots, R_{n}^{\frac{1}{2}}\right]
$$

so that

$$
[R]^{-1}=\operatorname{diag}\left[R_{1}^{-\frac{1}{2}}, R_{2}^{-\frac{1}{2}}, \ldots, R_{n}^{-\frac{1}{2}}\right]
$$

Now (a) and (b) are two linearly independent vectors, which can be related through the matrix expression

$$
(b)=[s](a)
$$

where

$$
[s]=\left[\begin{array}{llll}
s_{11} & s_{12} & \ldots & s_{1 n} \\
s_{21} & s_{22} & & s_{2 n} \\
\vdots & \ldots & & \\
s_{n 1} & \ldots & & s_{n n}
\end{array}\right]
$$

is called the SCATTERING MATRJX of N.
Adding (2.25) and (2.26),

$$
(a)+(b)=[R]^{-1}(v)
$$

$$
\begin{align*}
& (a)=\left(\begin{array}{l}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=\frac{1}{2}\left\{\begin{array}{llll}
\left|\begin{array}{llll}
R_{1}^{-\frac{1}{2}} & 0 & \ldots & 0 \\
0 & R_{2}^{-\frac{1}{2}} & & \vdots \\
\vdots & & \ddots & \\
0 & \ldots & & R_{n}{ }^{-\frac{1}{2}}
\end{array}\right|
\end{array}\right. \\
& \left.+\left[\begin{array}{llll}
R_{1}^{\frac{1}{2}} & 0 & \ldots & 0 \\
0 & R_{2}^{\frac{1}{2}} & & \vdots \\
\vdots & & \ddots & R_{n}^{\frac{1}{2}}
\end{array}\right] \text { (i) }\right\}  \tag{2.25}\\
& (b)=\left(\begin{array}{l}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right)=\frac{1}{2}\left\{\begin{array}{llll}
R_{1}^{-\frac{1}{2}} & 0 & \cdots & 0 \\
0 & R_{2}^{-\frac{1}{2}} & & \vdots \\
\vdots & & \ddots & \\
0 & \cdots & & R_{n}^{-\frac{1}{2}}
\end{array}\right](v) \\
& -\left[\begin{array}{lll}
R_{l}{ }^{\frac{1}{2}} & \cdots & 0 \\
0 & \ddots & \vdots \\
\vdots & \cdots & R_{n}^{\frac{1}{2}}
\end{array}\right] \text { (i) } \tag{2.26}
\end{align*}
$$

thus

$$
\begin{aligned}
(v) & =[R][(a)+(b)] \\
& =[R][[I]+[S]](a)
\end{aligned}
$$

where [I] is the unit matrix.
Similarly, (i) $=[R]^{-1}[[I]-[5]]$ (a)
But, $\quad(i)=[Y]$ (v)
thus
$[R]^{-1}[[I]-[s]]=[Y][R][[I]+[s]]$
and rearrangjing gives

$$
\begin{equation*}
[S]=[[I]-[R][Y][R]][[I]+[R][Y][R]]^{-1} \tag{2.27}
\end{equation*}
$$

The product $[R][Y][R]$ is an interesting object. The operation of preand post-multiplying $|Y|$ by $|R|$ effectively multiplys the $k^{\prime}$ th row and column of $[Y]$ by $R_{k}^{\frac{1}{2}}$, and the product is thus effectively a normalised admittance matrix.

A number of different expressions are possible for [5], similar to (2.27), in terms of different sets of immittance parameters. These are useful since one or more sets of immittance parameters may not exist. The particular importance of the [5] matrix can perhaps de shown by considering the network shown in Figure 2.8. The n-port admittance matrix of this circuit is clearly

$$
[Y]=\left[\begin{array}{llll}
R_{1}^{-1} & 0 & \ldots & 0 \\
0 & R_{2}^{-1} & & \\
\vdots & & \ddots & \\
0 & & & R_{n}^{-1}
\end{array}\right]
$$

and hence the term $[R][Y][R]$ in (2.27) reduces to $[1]$. Hence $[S]$ is identically zero. Thus i.t can be seen that the vectors (a) and (b) can be considered as incident and reflected waves on a set of transmission lines of characteristic impedances ( $R_{1}, R_{2}, \ldots, R_{n}$ ). If the input impedance at the $r^{\prime}$ th port of a network is $R_{r}$, then the reflected wave is zero, and the port is said to be MATCHED.

Scattering parameters have several important properties, proved in [2.9]. For the purposes of this thesis, the most important are:


FIGURE 2.8 Matched Resistive Network.


FIGURE 2.9 Singly-Terminated Network.


FIGURE 2.10 Doubly-Terminated Network.
N. The scattering matrix of every linear, passive, time invariant network exists.
P. The scattering matrix of a reciprocal notwork is symmetrical. (When $N$ of Figure 2.7 is reciprocal, and $Y$ exists, this follows from (2.27)).
Q. If a network is terminated with resistors equal to its port normalising numbers, then the modulus square of the off-diagonal term $S_{k \ell}$ is the transducer power gain of the network between ports $k$ and $\ell$.
R. It can be shown that, if all ports of a network are terminated with real loads, or real resistive sources, and an incident wave vector (a) excites the network, then the condition ( $\tilde{a})\{[[I]-[\tilde{S}][s]]\}(a) \geqslant 0$ or, if
$[\mathrm{Q}]=[\mathrm{I}]-[\tilde{\mathrm{S}}][\mathrm{S}]$
where $[\tilde{s}]$ is the complex conjugate of the transpose of $[s]$,
(a) $[Q](a) \geqslant 0$
guarantees the passivity of the network. [Q] is then a Hermitian matrix. If it satisfies the condition without the "equals" sign, [Q] is called positive definite, if with the equals sign positive semi-definite. If the network is lossless,
$[Q]=[0]$,
and then [ S ] is said to be UNITARY. For a unitary [ s ], $[\tilde{S}][\mathrm{S}]=[\mathrm{I}]$
and thus

$$
[\tilde{s}]=[s]^{-1}
$$

In the particular case of a lossless, reciprocal two-port network with the scattering matrix

$$
\left(\begin{array}{ll}
s_{11} & s_{12} \\
s_{12} & s_{22}
\end{array}\right)
$$

this results in the important condition

$$
\left|s_{11}\right|^{2}+\left|s_{12}\right|^{2}=1
$$

For a lossless network there is thus a complementary relationship between the power transmitted through the network and that reflected, and thus between the insertion loss and the return loss. This is of particular importance in filter theory since most filters, being effectively lossless, reflect the power thay do not transmit. Thus, the insertion loss of a filter in its passband is usually very low and difficult to measure, while the return loss is very high, and thus a sensitive indication of the filter's performance.
S. If the driving-point impedance at the $k$ 'th port of a network, all other ports being matched, is $Z_{k}(p)$, and this port is excited from a generator of internal resistance $R_{k}$, then the value of $S_{k k}(p)$ is given by

$$
S_{k k}(p)=\frac{Z_{k}(p)-R_{k}}{Z_{k}(p)+R_{k}}
$$

Furthermore, if $Z_{k}(p)$ is positive reai, then $S_{k k}(p)$ satisfies the conditions [2.10]:

$$
\begin{aligned}
& S_{k k}(p) \text { is real for } p \text { real } \\
& \left.0 \leqslant\left|S_{k k}(p)\right|<\mid, R_{e}(p)\right) 0
\end{aligned}
$$

and $S_{k k}(p)$ is callad BOUNDED REAL.

### 2.18 Synthesis of Sinoly-Terminated Natworks

Consider the resistively-terminated lossless turo-port network $N$ of Figure 2.9. Simple analysis gives

$$
z_{i n}=z_{1.1}-\frac{z_{12}^{2}}{1+z_{22}}
$$

The output quantity of interest is the voltage $V_{2}$, and the excitation
is by the current $I_{1}$, and hence

$$
\begin{equation*}
Z_{21}=\frac{V_{2}}{I_{1}}=\frac{z_{12}}{1+z_{22}} \tag{2.28}
\end{equation*}
$$

Since $N$ is lossless, $z_{11}, z_{12}, z_{22}$ are odd functions of p. Consider the function

$$
\begin{align*}
2 E_{v}\left(z_{i n}(p)\right) & =z_{i n}(p)+z_{i n}(-p) \\
& =z_{11}(p)-\frac{z_{12}{ }^{2}(p)}{1+z_{22}(p)}+z_{11}(-p)-\frac{z_{12}{ }^{2}(-p)}{1+z_{22}(-p)} \\
\therefore 2 E_{v}\left(z_{i n}(p)\right) & =-\frac{2 z_{12}{ }^{2}(p)}{1-z_{22}{ }^{2}(p)} \\
& =2 Z_{21}(p) z_{21}(-p) \tag{2.29}
\end{align*}
$$

Note that for $p=j \omega$, the right-hand side of (2.28) is just
$2\left|Z_{21}(j \omega)\right|^{2}$. Thus (2.29) shows that the zeros of transmission of $N$ are the zeros of the even part of the input impedance.

When the transfer function $Z_{21}(p)$ is known, it is of the form

$$
Z_{21}=\frac{E(p)}{m(p)+n(p)} \text { or } \frac{0(p)}{m(p)+n(p)}
$$

where $E(p), m(p)$ are even, $Q(p), n(p)$ odd functions. The numarator of $Z_{21}(p)$ is also the numerator of $z_{12}$, and hence must be pure even or pura odd. The denominator of $Z_{21}(p)$ must also be a Hurwitz polynomial. Taking the first case,

$$
z_{21}=\frac{E(p)}{m(p)+n(p)}=\frac{E(p) / n(p)}{1+m(p) / n(p)}
$$

By comparison with (2.28), this can be realised by a lossless network with

$$
\begin{equation*}
z_{22}=\frac{m(p)}{n(p)}, z_{12}=E(p) / n(p) \tag{2.30}
\end{equation*}
$$

Corresponding to the second case,

$$
\begin{align*}
& z_{21}=\frac{0(p) / m(p)}{1+n(p) / m(p)} \\
& z_{22}=\frac{n(p)}{m(p)}, z_{12}=0(p) / m(p) \tag{2.31}
\end{align*}
$$

An exact synthesis for $z_{22}$ and $z_{21}$ is then always possible if the zeros of $Z_{21}$ lie at the origin or infinity. In that case, $z_{22}$ is synthesised as a ladder network in one of the Cauer forms, and it can easily be shown (by induction) that the procedure simultaneously realises $z_{12}$ in the prescribed form. This is the most important case in filter theory, as will emerge in the next chapter.

In many cases, the network has to be synthesised from the prescribed form of $\left|Z_{12}(j \omega)\right|^{2}$, that is, the magnitude response for real frequencies. In this case, $\left|Z_{21}\right|^{2}$ can be written

$$
\begin{equation*}
\left|z_{2 l}(j \omega)\right|^{2}=\frac{E^{2}(\omega)}{D\left(\omega^{2}\right)} \tag{2.32}
\end{equation*}
$$

assuming an even numerator of $Z_{21}(p)$. The corresponding odd case follows similarly.

Now (2.32) can be written

$$
Z_{21}(j \omega) Z_{21}(-j \omega)=\left.\frac{E^{2}(p)}{m^{2}(p)-n^{2}(p)}\right|_{p=j \omega}
$$

where $m$ and $n$ are even and odd respectively. Uniting $-p^{2}$ for $\omega^{2}$ in (2.32)

$$
z_{21}(p) Z_{21}(-p)=\frac{E^{2}(p)}{D\left(-p^{2}\right)}
$$

Thus, the numerator of $Z_{21}(p)$ is knoum directly, while for the denominator

$$
m^{2}(p)-n^{2}(p)=D\left(\cdots p^{2}\right)
$$

Since the denominator must be Hurwitz, $m(p)+n(p)$ must have only left-half-plane zeros. Thus $D\left(-p^{2}\right)$ can be factorised, and the left-half-plane zeros assigned to the function $m(p)+n(p)$. The synthesis of the network then follows as before.
2. 19 Synthesis of Doubly-Terminated Notworks

Doubly-terminated networks are generally synthesised by Darlington's
method referred to before in section 2.16. The response of interest is the modulus of the scattering transfer coefficient, $\left|S_{12}(j \omega)\right|$, specified on the real-frequency axis.

Consider Figure 2.10, which shows a lossless network embedded between a resistive source and load. For real frequencies, the power absorbed from the source is

$$
\begin{aligned}
P_{i n} & =\left|I_{1}(j \omega)\right|^{2} E_{v}\left(z_{i n}(j \omega)\right) \\
& =\frac{1}{2} I_{1}(j \omega) I_{1}(-j \omega)\left[z_{i n}(j \omega)+z_{i n}(-j \omega)\right] \\
& =\frac{V_{0}^{2}\left[Z_{i n}(j \omega)+Z_{i n}(-j \omega)\right]}{2\left(R_{1}+Z_{i n}(j \omega)\left(R_{1}+Z_{i n}(-j \omega)\right.\right.}
\end{aligned}
$$

Replacing jo by $p$, the input power can be written

$$
P_{i n}=\frac{v_{0}^{2} E_{v}\left(Z_{i n}(p)\right)}{\left(R_{1}+Z_{i n}(p)\left(R_{1}+Z_{i n}(-p)\right)\right.}
$$

Now, since $N$ is assumed lossless, all the input power is dolivered to the load. Thus it can easily be shown that the transducer power gain of the network, and hence $\left|s_{12}(j \omega)\right|^{2}$, is just

$$
\begin{equation*}
\left|S_{12}(j \omega)\right|^{2}=\frac{4 R_{1} E_{v}\left(Z_{i n}(j \omega)\right)}{\left(R_{1}+Z_{i n}(j \omega)\right)\left(R_{1}+Z_{i n}(-j \omega)\right)} \tag{2.33}
\end{equation*}
$$

From (2.33), the transmission zeros of $S_{12}(p)$ are the even-part zeros of $Z_{i n}(p)$, plus any poles of $Z_{i n}(p)$. Since these poles are simultaneously poles of $z_{\text {in }}(-p)$, they must lie on the jw-axis.

The procedure for synthesising a specified $\left|S_{12}(j \omega)\right|^{2}$ is then as follows:
a) Provided that $\left|S_{12}(j \omega)\right|^{2} \leqslant 1$ for all $\omega$, the response can be realised by a physical network. Then $\left|S_{11}(j \omega)\right|^{2}$ can be formed because, if the resulting network is to be lossless its scattering matrix must be unitary. Thus, form

$$
\left|s_{11}(j \omega)\right|^{2}=1-\left|s_{12}(j \omega)\right|^{2}
$$

b) Replace $j \omega$ by $p$, or $-\omega^{2}$ by $p^{2}$, to give $S_{11}(p) s_{11}(-p)$. Then $S_{11}(p)$ can be found by factorising the denominator of $S_{11}(p) S_{11}(-p)$ and assigning the left half-plane zeros to the denominator of $S_{11}(p)$. The zeros of the numerator of $S_{11}(p)$ can be assigned to either half-plane
c) In most cases a network with a one-ohm source resistance is required. In that case, $Z_{i n}(p)$ can be found from 2.175 by rearranging as

$$
z_{i n}(p)=\frac{1+S_{11}(p)}{1-S_{11}(p)}
$$

and if the factorisation has been carried out so that $S_{11}(p)$ is bounded real, $Z_{i n}(p)$ will be positive real.
d) $\quad Z_{i n}(p)$ is synthesised by Darlington's method as a lossless network terminated in a resistor, incorporating an ideal transformer if necessary if the resistor must be unity.

In the case where all the zeros of transmission of the network must be at the origin or infinity, a realisation as a ladder network is again possible.
2.20

This completes the survey of basic network theory. A final topic which will prove of importance in the next two chapters is the problem of the circuit properties of transmission lines.

The circuit elements of basic circuit theory, resistance, capacitance, and inductance, are all LUMPED, that is, they are implicitly considered to have zero extension in space. All real circuit elements are DISTRIBUTED, but at low frequency the lumped approximation is sufficiently valid for the lumped theory to be used for analysis and synthesis.

At "high" frequencies, that is, frequencies where the wavelength of propagation is significant compared to the size of the circuit, the
distributed nature of real elements becomes important, and at sufficently high frequencies, purely distributed alements are the only ones whose real behaviour can be predicted sufficiently accurately for filter design.

The properties of transmission lines as circuit elements can be deduced by considering the ideal lossless uniform line shown in Figure 2.11, of distributed inductance and capacitance $L$ and $C$ per unit length. Various text books show that the voltage and current at any point $z$ along the line are related through the "telegraphists equations" [2.11]:

$$
\begin{align*}
& \frac{\partial v(t, z)}{\partial z}=-L \frac{\partial i(t, z)}{\partial t}  \tag{2.34}\\
& \frac{\partial i(t, z)}{\partial z}=-c \frac{\partial v(t, z)}{\partial t} \tag{2.35}
\end{align*}
$$

Differentiating (2.34) w.r.t. distance and (2.35) w.r.t. time, and combining gives the wave equation

$$
\begin{equation*}
\frac{\partial^{2} v(t, z)}{\partial z^{2}}=\frac{1}{v^{2}} \frac{\partial^{2} v(t, z)}{\partial t^{2}} \tag{2.36}
\end{equation*}
$$

where $\quad v=1 / \sqrt{L C}$.
It can be shown that these equations are satisfied by any pair of functions $f_{1}$ and $f_{2}$, in the variables $t-z / v$ and $t+z / v$ respectively. $f_{1}$ represents a wave travelling in the positive, and $f_{2}$ in the negative z-direction. The solution for the voltage and current can then be written

$$
\begin{align*}
& v(t, z)=f_{1}\left(t-\frac{z}{v}\right)+f_{2}\left(t+\frac{z}{v}\right)  \tag{2.37}\\
& i(t, z)=\frac{1}{Z_{0}}\left[f_{1}\left(t-\frac{z}{v}\right)-f_{2}\left(t+\frac{z}{v}\right)\right] \tag{2.38}
\end{align*}
$$

where $Z_{0}=\sqrt{L / \bar{C}}$, which must have the dimensions of resistance, is called the CHARACTERISTIC ImPEDANCE of the line.
(Equations (2.37) and (2.38) immediately demonstrate the physical basis of the definition of the scattering variables in (2.25) and (2.26).) For the purposes of synthesis, the properties of the transmission line in the p-plane are required, and they can be obtained by Laplace
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transforming (2.37) and (2.38). Using the shift property immediately gives

$$
\begin{align*}
& V(p, z)=F_{1}(p) \exp (p z / v)+F_{2}(p) \exp (-p z / v)  \tag{2.39}\\
& I(p, z)=\frac{1}{Z_{0}}\left[F_{1}(p) \exp (p z / v)-F_{2}(p) \exp (-p z / v)\right] \tag{2.40}
\end{align*}
$$

In fact, only the terminal properties of the line are important, and thus it is necessary to specify the current and valtage at the accessible ports shoun in Figure 2.12. The quantities of interest are $V_{1}, I_{1}, V_{2}, I_{2}$, and they are conveniently related by the transfer matrix

$$
\binom{V_{1}}{I_{1}}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{V_{2}}{I_{2}}
$$

with $\quad A=\left.\frac{V_{1}}{V_{2}}\right|_{I_{2}=0} \quad B=\left.\frac{V_{1}}{I_{2}}\right|_{V_{2}}=0 ;$
It is a straightforward matter to apply the boundary conditions (2.41) to (2.39) and (2.40), to obtain the matrix elaments $A, B, C, D$. The resulting matrix is;

$$
\left[\begin{array}{llll} 
& \cosh (p T) & Z_{0} & \sinh (p T)  \tag{2.42}\\
Y_{0} & \sinh (p T) & & \cosh (p T)
\end{array}\right]
$$

where $Y_{0}=Z_{0}^{-1}$, and $T=\ell / v$ is the one-way delay along the line. In contrast to lumped networks, where the matrix elements are rational functions of $p$, the elements here are transcendental functions. For convenience, it is usual to assume that $T$ is normalised to unity, so the matrix can be written

$$
\left(\begin{array}{llll} 
& \cosh (p) & Z_{0} & \sinh (p) \\
y_{0} & \sinh (p) & & \cosh (p)
\end{array}\right)
$$

Using identities between the hyperbolic functions it can be established
that the transfer matrix can be written in terms of the single variable $t=\tanh (p)$, as

$$
\frac{1}{\sqrt{1-t^{2}}}\left[\begin{array}{ll}
1 & z_{0} t  \tag{2.43}\\
y_{0} t & 1
\end{array}\right]
$$

The transmission linelis the basic element in distributed network theory, called the UNIT ELEMENT. Also interesting are one-ports made of unit elements short- or open-circuited at their output ports, as shown in Figure 2.12. It is easily shown that

$$
\begin{aligned}
Z(t) & =Z_{0} t \\
\text { and } \quad Y(t) & =Y_{0} t
\end{aligned}
$$

Thus these elements, the short- and open-circuit STUBS, correspond to inductors of value $Z_{0}$ and capacitors of value $Y_{0}$, in the $t$-plane. The variable $t$ is called RICHAROS' variable, and Richards [2.12] has shown that networks composed of unit elements and stubs all with the same one-way delay (ie. COMmENSURATE) have driving-point immittances which are positive real functions of $t$ and of $p$. Conversely, positive real functions in the variable $t$ are realisable as driving-point imittances of transmission line networks. However, the complexities of distributed network theory are not necessary for the purposes of this thesis.

### 2.21 Conclusions

This chapter has presented a brief summary of the principles of linear circuit theory. It has reviewed the realisability conditions under which a network with a given response can be synthesised, and referred to appropriate synthesis techniques.

From the point of view of filter theory, the key property of networks is Darlington' theorem, which permits the realisation of a two-port lossless network terminated with a resistor, with the required insertion-loss characteristics. Filter design then reduces to the
determination of a positive-real driving-point impedance function which will yield the required transfer response uhen realised as a resistively-terminated lossless network.

The properties of two-port, or in general n-port, resistively terminated networks which are to be fad from sources with finite interval resistance can be characterised conveniently using the scattering matrix. In the particular case of two-port lossless filter networks this leads to the convenient complementary relationship between reflected and transmitted power.

Finally, the terminal properties of transmission lines can be described by transcendental functions of the Laplace transform variable P, particularly in terms of the variable

$$
t=\tanh (p)
$$

Thus the properties of commensurate distributed networks can be described in terms of rational functions of the variable $t$. However, such techniques are not required for the distributed filters described in later chapters, and the technical details have not been fully explored here.

## FUNDAMENTALS OF FILTER DESIGN

### 3.1 Introduction

The last chapter considered the constraints a notwork must satisfy, and the basic methods of synthesis used in filter design. Given that the required network function is $\left|z_{12}(j \omega)\right|$ or $\left|S_{12}(j \omega)\right|$, the methods generate the network functions $\left(z_{11}(p), z_{12}(p), z_{i n}(p)\right)$ corresponding to a realisable network, giving the required modulus, and provide techniques of network synthesis. For the particular case where the zeros of transmission are all at the origin or infinity, the resulting network is a lossless, resistively terminated ladder.

The response of a filter is necessarily an approximation to some infinitely selective ideal. The ideal, loupass filter response is shown in Figure 3.1, and is defined by

$$
\begin{aligned}
\mid H(j \omega) & =1,|\omega| \leqslant \omega_{0} \\
& =0|\omega|>\omega_{0}
\end{aligned}
$$

If the phase response of the filter is also important, then the ideal response also satisfies

$$
\arg |H(j \omega)|=-T_{g} \omega
$$

It is well known that this response is not realisable by a physical network, being non-causal. All real filters have a response which approximates this ideal in a more or less optimum fashion. This thesis is particularly concerned with filters which are further restricted in that only the amplitude response is approximated, and all the transmission zeros of the filter occur at $\omega=\infty$.

Finding a function which approximates the ideal response is called the APPROXImATION problem. The resulting function must be in a form which can be realised as a network function, generally by a network of degree n. Since the magnitude response is important, it is convenient
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to consider the function $F_{n}(x)$, where

$$
F_{n}\left(\omega^{2}\right)=\left|s_{12}(j \omega)\right|^{2}=\left|Z_{12}(j \omega)\right|^{2}
$$

The response of a real netuork is symmetrical about the origin, and hence $F_{n}\left(\omega^{2}\right)$ is a rational function of degree $n$ in $\omega^{2}$.

Only the lowpass filters response will be considered; all other filter responses (where amplitude only is important) are obtainable by frequency transformation. It is assumed that the response is normalised to a band-edge frequency of unity, and the maximum value of transmission in the passband is unity. That is (referring to Figure 3.2)

$$
\begin{aligned}
& F_{n}\left(\omega^{2}\right) \leqslant 1,|\omega| \leqslant 1 \\
& F_{n}\left(\omega^{2}\right) \rightarrow 0,|\omega| \rightarrow \infty
\end{aligned}
$$

Two particular types of response will be considered, the MAXIMALL.Y-
FLAT and CHE日YSHEV (or EQUIRIPPLE) response. The approach used follows closely that adopted by Rhodes [3.1].

### 3.2 Maximally-Flat Response

The Maximelly-flat (m.f.) response is characterised by being monotonic in both pass and stop bands, as shown in figure 3.3, and has the maximum possible number of derivatives of the response zero at both the origin and infinity. Let

$$
\begin{equation*}
F_{n}\left(\omega^{2}\right)=\frac{1+a_{1} \omega^{2}+a_{2} \omega^{4}+\ldots+a_{n-1} \omega^{2 n-2}}{1+b_{1} \omega^{2}+\ldots+b_{n} \omega^{2}} \tag{3.1}
\end{equation*}
$$

$2 n-1$ derivatives can be set to zero at the origin and infinity.
From (3.1),

$$
\begin{equation*}
F_{n}\left(\omega^{2}\right)-1=\frac{\left(a_{1}-b_{1}\right) \omega^{2}+\left(a_{2}-b_{2}\right) \omega^{4}+\ldots+\left(a_{n-1} 1_{n-1}\right) \omega^{2 n-2}-b_{n} \omega^{2 n}}{1+b_{1} \omega^{2}+\cdots+b_{n} \omega^{2 n}} \tag{3.2}
\end{equation*}
$$

If (3.2) is to be zero, and its first $2 n-1$ derivatives, at the origin, then its power series expansion around $\omega=0$ must be of the form

$$
c_{n} \omega^{2 n}+c_{n+1} \omega^{2 n+2}+\ldots
$$

which immediately gives

$$
a_{i}=b_{i}, i=1 \rightarrow n-1
$$

To enforce the m.f. condition at $\omega=\infty$, numerator and denominator of (3.1) are divided by $w^{2 n}$, to give

$$
\begin{equation*}
F_{n}\left(\omega^{2}\right)=\frac{a_{n-1} \omega^{-2}+a_{n-2} \omega^{-4}+\ldots+a_{1} \omega^{2-2 n}+\omega^{-2 n}}{b_{n}+b_{n-1} \omega^{-2}+\ldots+\omega^{-2 n}} \tag{3.3}
\end{equation*}
$$

To be maximally-flat about $\omega=\infty, 3.3$ must have a power series expansion of the form

$$
\frac{d_{n}}{\omega^{2 n}}+\frac{d_{n-1}}{\omega^{2 n+2}}+\cdots
$$

which gives

$$
a_{i}=0, i=1 \rightarrow n-1
$$

and hence

$$
b_{i}=0, i=1 \rightarrow n-1
$$

Then

$$
F_{n}\left(\omega^{2}\right)=\frac{1}{1+b_{n} \omega^{2 n}}
$$

and the coefficient $b_{n}$ can have any convenient value. Usually $b_{n}$ is set equal to unity, so that

$$
\begin{equation*}
F_{n}\left(\omega^{2}\right)=\frac{1}{1+\omega^{2 n}} \tag{3.4}
\end{equation*}
$$

The insertion-loss response of the corresponding filter is

$$
\begin{equation*}
L_{A}(\omega)=10 \log _{10}\left(1+\omega^{2 n}\right) d \theta \tag{3.5}
\end{equation*}
$$

and is always equal to $3 d B$ for $\omega=1$. As $\omega$ tends to infinity,

$$
\begin{equation*}
L_{A}(\omega) \rightarrow 10 \log _{10}\left(\omega^{2 n}\right) d \theta \tag{3.6}
\end{equation*}
$$

To construct $S_{12}(p)$ or $Z_{12}(p)$ from $F_{n}\left(\omega^{2}\right)$, the left-half plane poles of $F_{n}(p) F_{n}(-p)$ have to be selected. From (3.4), replacing $\omega^{2}$
by $\left(-p^{2}\right)$ gives

$$
F_{n}(p) F_{n}(-p)=\frac{1}{1+\left(-p^{2}\right)^{n}}
$$

The poles of $F_{n}(p) F_{n}(-p)$ then occur for

$$
\left(-p^{2}\right)^{n}=-1
$$

Let $\quad-p^{2}=\exp (j \theta)$
We require

$$
\begin{aligned}
\exp (j n \theta) & =-1 \\
& =\exp [(2 \pi-1) \pi], r=1,2,3 \ldots \\
n \theta & =(2 r-1) \pi \\
-p^{2} & =\exp [(2 r-1) j \pi / n]
\end{aligned}
$$

Thus

Thus the poles occur when

$$
p=\exp [(2 r-1+n) j \pi / 2 n]
$$

Thus the $n$ left-half-plane poles of $F_{n}(p)$ are squally spaced around the unit-semicircle as shown in Figure 3.4.

Note that, in the synthesis of doubly-terminated networks,

$$
\left|S_{12}(j \omega)\right|^{2}=\frac{1}{1+\omega^{2 n}}
$$

thus

$$
\left|S_{11}(j \omega)\right|^{2}=\frac{\omega^{2 n}}{1+\omega^{2 n}}
$$

and

$$
1 s_{11}(p) s_{11}(-p)=\frac{\left(-p^{2}\right)^{n}}{1+\left(-p^{2}\right)^{n}}
$$

Thus all the zeros of $S_{11}(p)$ are at the origin. $S_{11}(p)$ has the lefthalf plans roots darived above, and thus $Z_{i n}(p)$ can be formed explicitly.

### 3.3 Chebyshev Rasponse

The Chebyshev response is an equiripple approximation to unity
in the passband, and is maximally flat to zero in the stopband, as shown in Figure 3.5 for case $n=7$.


FIGURE 3.4 Poles of M.F. Response.


FIGURE 3.5 Equiripple Response.

Thus

$$
1 \geqslant F_{n}\left(\omega^{2}\right) \geqslant 1 /\left(1+\varepsilon^{2}\right),|\omega| \leqslant 1
$$

Also, for $n$ odd, $F_{n}\left(\omega^{2}\right)$ is unity for $\omega=0$, and $F_{n}(0)=1 /\left(1+\varepsilon^{2}\right)$ for n oven. For both cases,

$$
F_{n}(1)=\frac{1}{1+\varepsilon^{2}}
$$

Since $F_{n}\left(\omega^{2}\right)$ is maximally-flat to zero at infinity, it can be written

$$
\begin{equation*}
F_{n}\left(\omega^{2}\right)=\frac{1}{1+b_{1} \omega^{2}+\ldots+b_{n} w^{2 n}} \tag{3.7}
\end{equation*}
$$

$A$ is equal to unity for $n$ odd, or $1 /\left(1+\varepsilon^{2}\right)$ for $n$ even.
Now, the equiripple response is defined such that $F_{n}\left(\omega^{2}\right)$ touches the boundary rectangle at the maximum number of points in the interval $0 \leqslant w<1$. Thus all the maxima and minimum lie on this boundary rectangle. Now

$$
\frac{d F_{n}\left(\omega^{2}\right)}{d \omega^{2}}
$$

is a function of degres (n-1) in $\omega^{2}$, thus there are a maximum of ( $n-1$ ) maxima and minima which can touch the boundary apart from the one at $\omega=0$, which touches it anyway. Also since $F_{n}\left(\omega^{2}\right)$ is of degree $n$, one more degree of freedom exists to make $F_{n}\left(\omega^{2}\right)$ pass through $\left(1,1 /\left(1+\varepsilon^{2}\right)\right)$. This suggests that $F_{n}\left(\omega^{2}\right)$ is written in the form

$$
F_{n}\left(\omega^{2}\right)=\frac{1}{1+\varepsilon^{2} T_{n}^{2}(\omega)}
$$

The function $T_{n}(\omega)$ has the form shown in Figure 3.6 for $n=4$.

$$
T_{n}(\omega) \text { clearly has turning points where the function is equal to }
$$ $\pm 1$, except for $\omega= \pm 1$. Thus, if $\left\{\omega_{r}\right\}$ are the points where $T_{n}\left(\omega_{r}\right)= \pm 1$,

$$
\frac{d}{d \omega} T_{n}\left(\omega_{r}\right)=0
$$

Since the turning points occur when $T_{n}(\omega)=1$, except for $\omega=1$, and $T_{n}(\omega)=-1$, except for $\omega=-1, d T_{n}(\omega) / d \omega$ has the factors $\left(1+T_{n}(\omega)\right) /$ $(1+\omega)$ and $\left(1-T_{n}(\omega)\right) /(1-\omega)$. However, $d T_{n}(\omega) / d \omega$ is of degree $(n-1)$,
while the combined degree of the factors is ( $2_{n-2}$ ), and thus $T_{n}(\omega)$ satisfies the differential equation

$$
\begin{equation*}
\frac{d}{d \omega} T_{n}(\omega)=c_{n} \sqrt{\frac{1-T_{n}^{2}(\omega)}{1-\omega^{2}}} \tag{3.7}
\end{equation*}
$$

Separating the variables,

$$
\frac{d T_{n}(\omega)}{\sqrt{ }\left(1-T_{n}^{2}(\omega)\right)}=c_{n} \frac{d \omega}{\sqrt{ }\left(1-\omega^{2}\right)}
$$

and noting that

$$
\begin{aligned}
& \int \frac{d x}{\sqrt{\left(1-x^{2}\right)}}=-\cos ^{-1}(x) \\
& \cos ^{-1}\left[T_{n}(\omega)\right]=C_{n} \cos ^{-1}(\omega)
\end{aligned}
$$

The constant of integration must be zero, since $T_{n}(\omega)$ is either odd or even. Thus

$$
T_{n}(\omega)=\cos \left[c_{n} \cos ^{-1}(\omega)\right]
$$

If $\omega$ is written "cos $\theta$ ", then

$$
T_{n}(\omega)=\cos \left(C_{n} \theta\right)
$$

For $\omega=\infty, \theta=j \infty$, for only then

$$
\begin{aligned}
\omega & =\cos j \infty \\
& =\cosh \infty \\
& =\infty
\end{aligned}
$$

and

$$
T_{n}(\omega)=\infty
$$

and thus all the poles of $T_{n}(\omega)$ are at infinity. Thus $T_{n}(\omega)$ is analytic in the finite plane (i.e., entire).

The zeros of $T_{n}(\omega)$ occur when $C_{n} \theta$ is an odd multiple of $\pi / 2$, i.e. $C_{n} \theta=\frac{\left(2_{\Gamma-1}\right) \pi}{2}, r=1,2, \ldots$
or $\quad \omega=\cos \frac{\left(2 r_{r-1}\right) \pi}{2 C_{n}}$
The required polynomial has $n$ distinct zeros for $|\omega|<1$, and for this to be so, $C_{n}$ must have the value $n$. Thus

$$
\begin{equation*}
T_{n}(\omega)=\cos \left(n \cos ^{-1} \omega\right)=\cosh \left(n \cosh ^{-1}(\omega)\right) \tag{3.8}
\end{equation*}
$$

and it remains to be shown that $T_{n}(\omega)$ is of exact degree n. Note that

$$
\begin{align*}
T_{0}(\omega) & =\cos (0) \\
& =1 \tag{3.9}
\end{align*}
$$

$$
\begin{equation*}
T_{L}(\omega)=\cos \left(\cos ^{-1} \omega\right) \tag{3.10}
\end{equation*}
$$

$=\omega$
Also $\quad T_{n+1}(\omega)=\cos \left([n+1] \cos ^{-1} \omega\right)$
$=\cos \left(n \cos ^{-1} \omega\right) \cos \left(\cos ^{-1} \omega\right)-\sin \left(n \cos ^{-1} \omega\right) \sin \left(\cos ^{-1} \omega\right)$ $T_{n-1}(\omega)=\cos \left(n \cos ^{-1} \omega\right) \cos \left(\cos ^{-1} \omega\right)+\sin \left(n \cos ^{-1} \omega\right) \sin \left(\cos ^{-1} \omega\right)$

Thus

$$
\begin{align*}
& T_{n+1}(\omega)+T_{n-1}(\omega)=2 \omega T_{n}(\omega) \\
& \text { so that } T_{n+1}(\omega)=2 \omega T_{n}(\omega)-T_{n-1}(\omega) \tag{3.11}
\end{align*}
$$

The recurrence relation (3.11) with the initial conditions (3.9) and (3.10) show that $T_{n}(\omega)$ is a polynomial of exact degree $n$ in $\omega_{0}$

Thus the equiripple response is given by

$$
\begin{equation*}
F_{n .}\left(\omega^{2}\right)=\frac{1}{1+\varepsilon^{2} T_{n}^{2}(\omega)} \tag{3.12}
\end{equation*}
$$

The equiripple response is important because it has certain fundamental optimum properties. These can be appreciated by considering Figure 3.7. This shows an equiripple response curve of degree $n$ which just satisfies a passband ripple and a minimum stopband attenuation specification. The question often arises; can a better approximation be found which has less deviation in the passband and greater attenuation in the stopband, with a lower degree than $F_{n}\left(\omega^{2}\right)$ ? Let this better function be $F_{m}^{\prime}\left(\omega^{2}\right)$, with degree $m \leqslant n$, satisfying the specification, and let

$$
F_{m}^{\prime}\left(\omega^{2}\right)=\frac{1}{1+\gamma^{2} U_{m}^{2}(\omega)}
$$

Now, the function $F_{n}\left(\omega^{2}\right)$ has $n$ maxima and minima in the interval


FIGURE 3.6 Chebyshev Function, $n=4$.
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FIGURE 3.7
$0 \leqslant \omega \leqslant 1$, and these are joined by ( $n-1$ ) line segments. In addition, $F_{n}(1)=\frac{1}{1+\varepsilon^{2}}$
so that there are in all $n$ line segments of $F_{n}\left(\omega^{2}\right)$ in the interval $0 \leqslant \omega \leqslant 1$ joining the points where $F_{n}\left(\omega^{2}\right)$ touches the defining rectangle. Thus the more optimum response $F_{m}\left(\omega^{2}\right)$ crosses $F_{n}\left(\omega^{2}\right) n$ times in that interval, and once more in the interval $1<\omega<\omega_{c}$. Thus the function

$$
\begin{aligned}
F_{n}\left(\omega^{2}\right)-F_{m}{ }^{\prime}\left(\omega^{2}\right) & =\frac{1}{1+\varepsilon^{2} T_{n}{ }^{2}(\omega)}-\frac{1}{1+r^{2} U_{m}^{2}(\omega)} \\
& =\frac{r^{2} U_{m}^{2}(\omega)-\varepsilon^{2} T_{n}{ }^{2}(\omega)}{\left(1+\varepsilon^{2} T_{n}{ }^{2}(\omega)\right)\left(1+r^{2} U_{m}^{2}(\omega)\right)}
\end{aligned}
$$

has, in all, $(\mathrm{n}+1)$ zeros in $\omega<\infty$. But, the denominator of the function is entire, and hence the degree of $\gamma^{2} U_{m}{ }^{2}(\omega)-\varepsilon^{2} T_{n}{ }^{2}(\omega)$ is $(n+1)$. Thus, either $U_{m}(\omega)=T_{n}(\omega)$, or $m>n$, contradicting the initial assumption. Notice that this property of equiripple, or more properly MINImAX, approximations, results in their being the best approximations even if the form of the specification does not demand an equiripple function. Thus the response shown in Figure 3.8 is of the optimum form for the specification given.
$T_{n}(\omega)$ is the $n^{\prime}$ th degree Chebyshev Polynomial of the first kind, and the response is commonly referred to as "Chebyshev". The Insertion-Loss response is of the form

$$
\begin{equation*}
L_{A}(\omega)=10 \log _{10}\left(1+\varepsilon^{2} T_{n}^{2}(\omega)\right) d B \tag{3.13}
\end{equation*}
$$

For vary large $\omega$, the Chebyshev loss function tends to $10 \log _{10}\left(\omega^{2 n}\right)+$ $10 \log _{10}\left(\varepsilon^{2}\right)+6(n-1) d B$, and thus the ultimate improvement over the m.f. case is approximately

$$
10 \log _{10}\left(\varepsilon^{2}\right)+6(n-1) d B
$$

Normally the passband specification is quoted as a maximum passband insertion loss, $L_{R R}$, normally of the order of 3 dB or less ( 0.01 dB


FIGURE 3.8 Minimax, but not Equiripple.


FIGURE 3.9 Poles of Chebyshev Response.
being not uncommon). Thus from (3.13),
or $\quad \varepsilon^{2}=10^{L_{A R} / 10}-1$

$$
\begin{equation*}
L_{A R}=10 \log _{10}\left(1+\varepsilon^{2}\right) \tag{3.14}
\end{equation*}
$$

For the synthesis of singly-terminated networks, $\left|Z_{12}(j \omega)\right|^{2}=$ $F_{n}\left(\omega^{2}\right)$, and the synthesis can proceed as in section 2.18.

In the case of doubly-terminated networks,

$$
\left|s_{12}(j \omega)\right|^{2}=F_{n}\left(\omega^{2}\right)
$$

so that

$$
\begin{aligned}
\left|S_{l l}(j \omega)\right|^{2} & =1-\frac{1}{1+\varepsilon^{2} T_{n}{ }^{2}(\omega)} \\
& =\frac{\varepsilon^{2} T_{n}{ }^{2}(\omega)}{1+\varepsilon^{2} T_{n}{ }^{2}(\omega)}
\end{aligned}
$$

Thus $S_{11}(p) S_{11}(-p)=\frac{\varepsilon^{2} T_{n}{ }^{2}(p / j)}{1+\varepsilon^{2} T_{n}{ }^{2}(p / j)}$
To form $S_{11}(p)$, both numerator and denominator of (3.15) must be factored. Taking the denominator first, the roots occur when

$$
T_{n}(p / j)= \pm j / \varepsilon
$$

or

$$
\mathrm{p} / \mathrm{j}=\cosh \left[\frac{1}{n} \cosh ^{-1}\left(-\frac{j}{\varepsilon}\right)\right]
$$

Let

$$
\cosh ^{-1}\left( \pm \frac{j}{\varepsilon}\right)=x+j y
$$

so that $\cosh (x+j y)= \pm \frac{j}{\varepsilon}$

$$
=\cosh \times \cos y+j \sinh \times \sin y
$$

Equating real and imaginary parts:

$$
\begin{aligned}
& \cosh x \cos y=0 \\
& \sinh x \sin y= \pm \frac{1}{\varepsilon}
\end{aligned}
$$

These equations are only satisfied for $y$ an odd multiple of $\pi / 2$, ie.

$$
y=(2 r-1) \pi / 2, r=1,2,3, \ldots
$$

when

$$
\sin y= \pm 1
$$

Thus $\quad x+j y= \pm \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)+j \frac{(2 r-1) \pi}{2}$

Thus

$$
\begin{aligned}
p & =j \cosh \left[ \pm \frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)+j \frac{(2 r-1) \pi}{2 n}\right] \\
& =j \cosh \left[ \pm \frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \cos \left[\frac{(2 r-1) \pi}{2 n}\right] \\
& \pm \frac{j}{} \sinh \left[ \pm \frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \sin \left[\frac{(2 r-1) \pi}{2 n}\right] \\
& =\sin \left[\frac{(2 r-1) \pi}{2 n}\right] \sinh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \\
& \quad j \cos \left[\frac{(2 r-1) \pi}{2 n}\right] \cosh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right](3.16)
\end{aligned}
$$

In (3.16) the $\pm$ sign has been omitted, since both cases can be generated by a sufficient range of $r$.

Letting the $r^{\prime}$ th root $P_{r}$ of (3.16) be

$$
p_{r}=\sigma_{r}+j \omega_{r},
$$

then $\quad \frac{\sigma_{r}^{2}}{\sinh ^{2}\left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right]}+\frac{\omega_{r}^{2}}{\cosh ^{2}\left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right]}$
$=\sin ^{2}\left[\frac{(2 r-1) \pi}{2 n}\right]+\cos ^{2}\left[\frac{(2 r-1) \pi}{2 n}\right]$
$=1$
and thus the poles of $S_{11}(p) S_{11}(-p)$ lie on an ellipse as shown in Figure 3.9, and the poles of $S_{3.1}(p)$ are the left-half-plane poles.

For this unity-gain case, the zeros of $S_{11}(p)$ are the zeros of

$$
T_{n}(p / j)=0
$$

or $n \cos ^{-1}(p / j)=\cos ^{-1}(0)$

$$
=\frac{(2 r m 1) \pi}{2}, r=1,2,3, \ldots
$$

Thus $\quad p=j \cos \left[\frac{(2 \pi-1) \pi}{2 n}\right]$
All the zeros of $S_{i l}(p)$ thus lie on the ( $\left.j \omega\right)$-axis, in the interval $|\omega|$ く 1.

At this stage it is instructive to consider the return-loss response of the Chebyshev filter. From above, the zeros of $S_{11}(p)$ occur for $n$ distinct frequencies in the interval $|\omega|<1$, and, assuming a source resistance of one ohm, the input impedance of the filter must be one ohm at this set of frequencies, and the return loss therefore infinite. This set of frequencies, denoted $\left\{\omega_{i}\right\}$, is of fundamental importance in the diplexer theory presented in Chapter 6.

The minimum return loss in the passband occurs when the insertion loss is maximum. From before,

$$
\left|S_{11}\right|_{\max }^{2}=\frac{\varepsilon^{2}}{1+\varepsilon^{2}}
$$

and thus the minimum value of return loss is

$$
\begin{aligned}
L_{R} & =10 \log _{10}\left(\frac{1}{\left|S_{11}\right|^{2}}\right) \\
& =10 \log _{10}\left(1+\frac{1}{\varepsilon^{2}}\right)
\end{aligned}
$$

This leads to an alternative form for $\varepsilon$, in terms of the minimum passband return loss;

$$
1 / \varepsilon^{2}=10^{L_{R} / 10}-1
$$

The form of the return-loss response is then shown in Figure 3.10.
3.4 Synthesis of the Filter Networks

With the poles and zeros of $F n\left(\omega^{2}\right)$ determined, $z_{12}(p)$ and $S_{11}(p), Z_{12}(p)$ and $S_{11}(p)$ are known to wi.thin a constant multiplier. For the maximally-flat and odd-degree Chebyshev cases, the multipler can bo determined from the condition that

$$
\mathrm{Fn}(0)=1
$$



FIGURE 3.10 Prototype Response, $n=6$.


FIGURE 3.11 Prototype Ladder Networks.
and for the even-degree Chebyshev case that

$$
F n(0)=\frac{1}{1+\varepsilon^{2}}
$$

$Z_{12}(p)$ and $S_{11}(p)$ being known, the corresponding networks can be synthesised. Since the transmission zeros for both cases lie at infinity, the fiiters can be realised as ladder networks, of the general form shown in Figure 3.11, for singly terminated and doubly terminated networks. For the odd-degree Chebyshev cases, the terminating resistors are unity, for the even-degree cases the terminating resistors differ from unity. Such networks, which can form the basis of any type of filter, are known as low-pass-prototype natworks, and tables for their element values have been widely published (8.9. [3.2]). Explicit formulae for the element values have also been derived, and are discussed later.

### 3.5 The Adnittance Inverter

The Admittance Inverter is a useful two-port network concept introduced first by Cohn [3.3] in the design of bandpass filters, and later widely applied. Its main use is in the design of prototypes for bandpass or bandstop filters, as broadband realisations of the inverter do not exist.

The admittance (or impedance, or sometimes immittance) inverter is a two-port network defined by the transfer matrix

$$
[T]=\left(\begin{array}{ll}
0 & j / k \\
j K & 0
\end{array}\right)
$$

where $K$ is called the "characteristic admittance" of inverter. If the output port of the network is terninated in an admittance $Y$, then the input admittance is clearly given by

$$
Y_{i n}=\frac{k^{2}}{Y}
$$

Thus, for example, the input admittance of the network in

Figure 3.12(a) is given by the continued fraction;

$$
Y_{\text {in }}=Y_{1}+{\frac{K_{12}{ }^{2}}{}}^{Y_{2}+\frac{K_{23}{ }^{2}}{}}
$$

Similarly, if the K's are now the characteristic impedances of the inverters in Figure 3.12(b), then


Thus, the circuit of Figure 3.12(a) can have an identical input admittance to that of a ladder network using shunt capacitors and series inductors, but only using shunt capacitors. Similarly, Figure 3.12(b) can have the same input impedance as a ladder, but using only series inductors. Introduction of the inverters has no effect on the transfer magnitude response, and also allows internal impedance scaling within the filter.

### 3.6 Explicit Formulae for Element Values

Explicit formulae for the element values in mo. and Chebyshov ladder networks have been found by Orchard [3.4] and Takahasi [3.5], amongst others. Much of this thesis will be concerned with the design of bandpass filters, for which the alternative forms given by Rhodes [3.1] are more appropriate. The corresponding prototype circuits use shunt capacitors or series inductors coupled through admittance inverters, as shown in Figure 3.13(a) and (b). One consequence is that the end termination is always unity, because of the impedance scaling


FIGURE 3.12 Ladder Networks with Immittance Inverters.


FIGURE 3.13 Lowpass Prototype Filters.
possible using the inverters. While the original doubly terminated ladder prototype networks shown in Figure 3.11 were symmetric or antimetric depending on the degree (odd/even), the networks including inverters are symmetric.

The first step in designing a prototype filter is to determine the degree required to meet the given stopband rejection specification given the permissible passband ripple. (In many cases, the permissible ripple is determined by the minimum return loss acceptable in the system.) If the required ripple is $L_{A R} d B$, and the response has to meet or exceed $L_{s} d B$ at a frequency $\omega_{c}$ in the stopband, then, from (3.14),

$$
\varepsilon^{2}=10^{L_{A R} / 10}-1
$$

and

$$
10 \log _{10}\left(1+\varepsilon^{2} T_{n}^{2}\left[\omega_{c}\right]\right) \geqslant L_{s}
$$

Hence

$$
\begin{align*}
\varepsilon^{2} T_{n}^{2}\left[\omega_{c}\right] & \geqslant 10^{L_{s} / 10}-1 \\
n \cosh ^{-1}\left[\omega_{c}\right] & \geqslant \cosh ^{-1}\left(\frac{1}{\varepsilon}\left[10^{L_{s} / 10}-1\right]^{\frac{1}{2}}\right) \\
n & \geqslant \frac{\cosh \left(\frac{1}{\varepsilon}\left[10^{L_{s} / 10}-1\right]^{\frac{1}{2}}\right)}{\cosh ^{-1}\left[\omega_{c}\right]} \tag{3.18}
\end{align*}
$$

Given $\pi$ and $\varepsilon$, the element values for the doubly-terminated filter are given by $(3.20)$ and $(3.21)$ below

$$
\begin{align*}
\eta & =\sinh \left[\frac{1}{n} \sinh ^{-1}\left(\frac{1}{\varepsilon}\right)\right]  \tag{3.19}\\
g_{r} & =\frac{2}{\eta} \sin \left[\frac{(2 r-1) \pi}{2 n}\right] r=1 \rightarrow n  \tag{3.20}\\
K_{\Gamma, r+1} & =\frac{1}{\eta} \sqrt{ }\left(\eta^{2}+\sin ^{2}[r \pi / n]\right) r=1 \rightarrow n-1  \tag{3.21}\\
g_{r+1} & =1 \tag{3.22}
\end{align*}
$$

For some purposes an alternative form is useful, which occurs frequently in the design of bandpass filters:

$$
\begin{align*}
g_{0} & =\frac{2}{\eta} \sin \left[\frac{\pi}{2 n}\right]  \tag{3.23}\\
k_{r, r+1} & =\sqrt{\frac{\eta^{2}+\sin ^{2}(r \pi / n)}{2[\cos (\pi / n)-\cos (2 r \pi / n)]}, r=1 \rightarrow n-1} \tag{3.24}
\end{align*}
$$

where the expression for $k_{r, r+1}$ is derived from (3.20) and (3.21), and

$$
k_{r, r+1}=\frac{k_{r, r+1}}{\sqrt{\left(g_{r} g_{r+1}\right)}}
$$

For singly-terminated filters, the expressions given by Orchard [3.4] can be adapted to correspond to the network form of Figure 3.13, and are given in equations (3.25) to (3.28) below. Calculate

$$
\begin{aligned}
& a_{r}=\sin \left[\frac{(2 r-1) \pi}{2 n}\right], r=1 \rightarrow n \\
& d_{r}=\left(\eta^{2}+\sin ^{2}[r \pi / 2 n]\right) \cos ^{2}(r \pi / 2 n), r=1 \rightarrow n-1
\end{aligned}
$$

Then

$$
\begin{aligned}
& c_{1}=\frac{a_{1}}{\eta} \\
& c_{r}=\frac{a_{r} a_{r-1}}{d_{r-1} c_{r-1}}, r=2 \rightarrow n
\end{aligned}
$$

and

$$
\begin{align*}
g_{r} & =c_{n+1-r}, r=1 \rightarrow n  \tag{3.25}\\
K_{r, r+1} & =1, r=1 \rightarrow n-1  \tag{3.26}\\
g_{r+1} & =1,(r \text { odd })  \tag{3.27}\\
g_{r+1} & =\frac{1}{1+\varepsilon^{2}} \quad(r \text { even }) \tag{3.28}
\end{align*}
$$

The olement values for the m.f. filter are obtainable by a limiting process from the Chebyshev form, and are, for the doubly-terminated filter,

$$
\begin{align*}
g_{r} & =2 \sin \left[\frac{(2 r-1) \pi}{2 n}\right] \quad r=1 \rightarrow n  \tag{3.29}\\
k_{r, r+1} & =1, r=1 \rightarrow n-1 \tag{3.30}
\end{align*}
$$

Correspondingly,

$$
\begin{equation*}
9_{0}=2 \sin \left[\frac{\pi}{2 n}\right] \tag{3.31}
\end{equation*}
$$

$$
\begin{equation*}
k_{r, r+1}=\frac{1}{\sqrt{(2[\cos (\pi / 2 n)-\cos (2 r \pi / n)])}} \tag{3.32}
\end{equation*}
$$

and for the singly-terminated case:

$$
\begin{aligned}
& a_{r}=\sin \left[\frac{(2 \Gamma-1) \pi}{2 n}\right], r=1 \rightarrow n \\
& d_{r}=\cos ^{2}\left(\frac{\pi r}{2 n}\right), r=1 \rightarrow n-1
\end{aligned}
$$

Then

$$
\begin{aligned}
& C_{1}=a_{1} \\
& C_{r}=\frac{a_{r} a_{r-1}}{d_{r-1} C_{r-1}} \quad r=2 \rightarrow n
\end{aligned}
$$

and

$$
\begin{equation*}
g_{r}=c_{n+1-r}, r=1 \rightarrow n \tag{3.33}
\end{equation*}
$$

$$
\begin{equation*}
K_{r, r+1}=1 \tag{3.34}
\end{equation*}
$$

$$
g_{r+1}=1
$$

### 3.7 Distributed Low-pass Prototype

The circuit of the basic distributed low-pass prototype filter is shown in Figure 3.14, and consists of tandem unit elements coupled through admittance inverters. When the inverters are scaled out of the circuit, the resulting filter is the stepped impedance filter. The distributed low-pass filter is important since it forms the prototype for both broadband waveguide and interdigital filters.

Because the elements of the filter are transmission lines it is convenient to discuss the behaviour of the filter in terms of the eleatrical length of the lines, $B$, when

$$
\theta=\frac{\pi}{2} \frac{f}{f_{0}},
$$

$f_{0}$ being the real frequency at which the lines are a quarterwavelength of propagation.

In terms of the variable $t$, where $t=\tanh (p)$,

$$
S_{12}(t)=\frac{\left(1-t^{2}\right)^{n / 2}}{D_{n}(t)}
$$

with $D_{n}(t)$ a Hurwitz polynomial. (For real frequencies, $t=j \tan \mathbb{Q}_{0}$ )


FIGURE 3.14 Stepped Impedance Prototype.


FIGURE 3.15 Response of Distributed Prototype.


FIGURE 3.16 Highpass Filter Response.

Thus,

$$
\left|S_{12}(j \theta)\right|^{2}=\frac{1}{1+F_{n}\left(\sin ^{2} \theta\right)}
$$

where $f n$ is an nth degree polynominal, and

$$
F n(x) \geqslant 0,0 \leqslant x \leqslant \infty
$$

The particular equiripple solution is

$$
\left|s_{12}(j \theta)\right|^{2}=\frac{1}{1+\varepsilon^{2} T_{n}^{2}\left(\frac{\sin \theta}{\sin \theta_{0}}\right)}
$$

where $\theta_{0}$ is the cutoff frequency. This response is clearly periodic in 8 , as shown by Figure 3.15. Although equiripple in the passband, the response is not maximally flat about $\theta=\pi / 2$, since only one derivative is zero at $\theta=\pi / 2$. Nevertheless, it can be shown that the response is still optimum in the sense of the equiripple approximotions considered in section 3.3 .

No closed-form explicit element value expressions have been found for the stepped impedance filter. However, Rhodes [3.1, p 139] derives explicit formulae in the form of a power series in the variable $a=\sin \omega_{0}$. Since $\omega_{0}$ is usually less that $\pi / 4$, these formulae are sufficiently accurate for most practical purposes.

### 3.8 Frequency Transformations

Returning to lumped filter theory, the design of lowpass, highpass, bandpass and bandstop filters proceeds by applying various frequency transforms to the basic lowpass prototype of Figure 3.13
a) Lowpass

The prototype lowpass filter has its cutoff frequency at unity. If the required cutoff frequency is $\omega_{0}$, the corresponding frequency transform is

$$
\omega \rightarrow \frac{\omega}{\omega_{0}}
$$

Hence the reactance of an inductor, $X=u L$ is transformed by

$$
\omega L \rightarrow \frac{\omega L}{\omega_{0}}
$$

so that
$L \rightarrow \frac{L}{\omega_{0}}$
and similarly

$$
C \rightarrow \frac{c}{\omega_{0}}
$$

b) Hiqhpass

The highpass transform is chosen so that the point of required infinite attenuation in the highpass filter, ie. zero frequency, is transformed to infinity for the prototype.

The required form of the highpass response is shown in
Figure 3.16, and the transform used is
$\omega \rightarrow-\frac{\omega_{0}}{\omega}$

Thus a prototype inductor of reactance al is transformed by $\omega L \rightarrow-\frac{\omega_{0} L}{\omega}$
which is a capacitor of value $1 / \omega_{0} L$, while a capacitor transforms to an inductor of value $I / \omega_{0} C$.
c) Bandpass

The bandedges of the bandpass filter are $\omega_{1}$ and $\omega_{2}$, as shown in Figure 3.17. The transform required has to map the points $0, \omega_{1}, \omega_{2}, \infty$ in the "bandpass plane" to the points $-\infty,-1,+1$, $+\infty$ in the lowpass plane.

The transformation used is of the form

$$
\begin{equation*}
\omega \rightarrow B\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \tag{3.33}
\end{equation*}
$$

Obviously this transforms the points $\omega=0, \infty$ in the right way. From the other conditions,


FIGURE 3.17 Bandpass Filter Response.
(a)

(b) $-\operatorname{lom} \operatorname{Lol}_{0} \mathrm{C}_{0}$

FIGURE 3.18 Realisation of Frequency-Invariant Immittances.

$$
\begin{aligned}
-1 & =B\left(\frac{\omega_{1}}{\omega_{0}}-\frac{\omega_{0}}{\omega_{1}}\right) \\
1 & =B\left(\frac{\omega_{2}}{\omega_{0}}-\frac{\omega_{0}}{\omega_{2}}\right)
\end{aligned}
$$

Adding:

$$
0=\mathrm{B}\left\{\frac{\omega_{1}+\omega_{2}}{\omega_{0}}-\omega_{0}\left(\frac{1}{\omega_{1}}+\frac{1}{\omega_{2}}\right)\right\}
$$

Thus $0=\frac{\omega_{1}+\omega_{2}}{\omega_{0}}-\frac{\omega_{0}}{\omega_{1} \omega_{2}}\left(\omega_{1}+\omega_{2}\right)$
which is satisfied if

$$
\omega_{0}^{2}=\omega_{1} \omega_{2}
$$

Further,
$-1=B\left(\sqrt{\frac{\omega_{1}}{\omega_{2}}}-\sqrt{\frac{\omega_{2}}{\omega_{1}}}\right)$
thus $B=\frac{\omega_{0}}{\omega_{2}-\omega_{1}}$
Under (3.33), a prototype capacitor of susceptance $\omega C$ is
transformed as

$$
\omega C \rightarrow B C\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right)
$$

which is the shunt connection of a capacitor of value $B C / \omega_{0}$ and an inductor of value $1 / \omega_{0} B C$. Similarly, an inductor of value $L$ is transformed into the series connection of an inductor of value $\mathrm{BL} / \omega_{0}$ and a capacitor of value $1 / \omega_{0} \mathrm{BL}$.

## d) Bandstop

The bandstop transform can be obtained through a similar process to the bandpass, mapping the points $0, \omega_{1}, \omega_{2}, \infty$ to $0,-1,+1,0$, with $\omega_{0}=\sqrt{\omega_{1} \omega_{2}}$ mapping to $\infty$ However, this is equivalent to applying, first the loupass $\rightarrow$ highpass, then highpass $\rightarrow$ bandpass transforms to the lowpass filter. The resulting transform is

$$
\omega \rightarrow \frac{-1}{B\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right)}
$$

$$
\text { with, again, } \begin{aligned}
\omega_{0} & =\sqrt{\omega_{1} \omega_{2}} \\
B & =\frac{\omega_{0}}{\omega_{2}-\omega_{1}}
\end{aligned}
$$

### 3.9 Frequency Independent Reactances

Some of the design procedures developed later involve prototype filters which contain elements with reactances of the form

$$
x=j k
$$

with $K$ independent of frequency. Such reactances are not realisable by any physical component, but are nevertheless useful in prototypes for relatively narrow band bandpass structures.

The driving-point immittances of circuits involving frequencyindependent reactance are positive functions of $p$, ie.

$$
R_{\theta}[Z(p)] \geqslant 0 \text { for } R_{\theta}(p)>0
$$

but not necessarily positive real.
Frequency-independent reactances usually occur in conjunction with real reactances such as shown in Figure 3.18(a). Considering the first case shown, this can be approximately realised in the bandpass case by a series tuned circuit, over a relatively narrow band, using the reactance slope technique.

The reactance of the first circuit shown in Figure 3.18(a) is

$$
x=\omega L+K
$$

Under the lowpass $\rightarrow$ bandpass transform, this becomes

$$
\begin{equation*}
x^{\prime}=K+B L\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \tag{3.35}
\end{equation*}
$$

Now the magnitude and first derivative of the reactance of the circuit of Figure 3.18(b) are equated to the magnitude and first derivative of (3.35) at $\omega=\omega_{0}$.

Thus

$$
\omega_{0} L_{0}-\frac{1}{\omega_{0} C_{0}}=k
$$

and

$$
\frac{L B}{2 \omega_{0}}=L_{0}+\frac{1}{\omega_{0}^{2} C_{0}}
$$

Solving for $L_{o}$ and $C_{0}$ gives:

$$
\begin{aligned}
& L_{D}=\frac{1}{\omega_{0}}\left(L B+\frac{K}{2}\right) \\
& C_{0}=\frac{1}{\omega_{0}\left(L B-\frac{K}{2}\right)}
\end{aligned}
$$

A similar procedure can be adopted, using a parallel resonant circuit, to realise the second circuit of Figure 3.18(a).

Where a frequency-invariant reactance occurs in isolation, a narrow-band bandpass realisation is possible using an inductor or capacitor, according to its sign.

### 3.10 Conclusions

This chapter began by considering the problem of approximations in lowpass filter design, and derived the standard maximally-flat and equiripple approximations, in each case with all the zeros of the response lying at $\omega=\infty$. (Such approximations are often called "allpole", and the corresponding filters are minimum phase.) The locations of the poles of the transfer functions, and for the doublyterminated Chebyshev case, of the reflection zeros, ware then derived.

After the introduction of the concept of the admittance inverter, the explicit element value formulae for the equally-turminated Chebyshev and Butterworth prototype filters, as derived by Rhodes, were quoted without proof. Also given were Orchard's formulae for the elements in singly-terminated filters. Then, the distributed lowpass prototype filter was introduced, and the approximate, explicit formulae for its elements, derived by Phodes referred to.

The frequency transforms for the design of lowpass, highpass, bandpass and band-stop filters weve derived, and the effoct on the loupass prototype of applying the transforms considered.

Finally, the significance of frequency-invariant reactances, which appear in some prototype design procedures for bandpass structures, was considered, and the "realisation" of such elements through the reactance-slope-parameter method introduced.

## CHAPTER 4

DESIGN OF COUPLED-RESONATOR BANDPASS FILTERS
4.1 Introduction

This Chapter deals with the design methods available for bandpass filters of relatively narrow bandwidth, which can be designed from an appropriate lowpass prototype. The techniques are illustrated by deriving direct design formulas for the five types of bandpass filter shown in Figure 4.1(a)-(e).

The filter in (a) uses lumped, shunt-resonant circuits coupled by capacitors, and is suitable for use from low frequencies to VHF for bandwidths up to about ten percent. A design procedure based on the concept of admittance inverters was first given by Coho [4.1]; the method here uses a substantially different procedure and is believed to be original.

In (b) is shown the interdigital filter, first described by Matthaei [4.2]: and improved design procedure was given by Cristal [4.14]. Physically, the device consists of parallel metal bars, forming transmission lines, symmetrically disposed between parallel metal ground plates. The bars are a quarter-wavelength long at the centre frequency of the filter, and shorted to the ground plates at alternate ends. For narrow and moderate bandwidths, the structure can be designed from a lumped prototype. The procedure given here is significantly different from matthaei's and is implicit in techniques given by Rhodes $[4.3]$ [4.4]. A similar method has also been considered by Pang $[4.5]$.

The comblina filter of $4(c)[4.2]$ uses a similar physical structure to the interdigital, except that the lines are all shorted to the ground plates at the same end. The lines are shorter than a quarter-wavelength at the passband centre, and are tuned by lumped capacitors at the open-oircuit end. The design procedure given here

(e)


FIGURE 4.1 Some Bandpass Filters.
was essentially derived by Sayer [4.6], using similar techniques to those used for the interdigital filter.

Both the interdigital and combline filters are useful for UHF and low microwave frequencies: the iris-coupled cavity waveguide filter of 4.1 (d) is useful from low microwave through to 20 GHz or even higher. The cavities are formed in a length of standard rectangular waveguide, most conveniently by metal posts inserted perpendicular to the broadwall at roughly half-wavelength intervals. Cohn [4.1] gave a narrowband design procedure, which has been generalised by Levy [4.7] for more-or-less arbitrary bandwidths. Levy's design is based on the distributed low-pass prototype, and reduces to Cohn's method for narrow bandwidths. When the design is carried out on a programmable calculator or computer, using explicit formulas for the prototype elements, it is convenient to use Levy's method, which is given here.

Finally, techniques of filter design and the derivation of frequency transformations are conveniently illustrated by the singlesideband (SS日) crystal filters of 4(e). These circuits were first described by mason [4.8] and later considered by Sykes [.4.9]. A modern-network-theory design method has been given by Dishal [4.10], but is somewhat complex, and is also not direct, in the sense that a number of trial solutions have to be investigated to find the degree and ripple level needed to meet a given specification. The method given here is based on the use of a frequency transform originally introduced in the design of active quadrature phase-shift networks [4.11], and also similar to Rhodes methods in [4.12]. The resulting procedure is extremely simple and direct, and the resulting filter circuits should have some advantages compared with existing methods of erystal filter design.

All the methods of design here are based on the transformation of a lowpass prototype network of the form given in Figure 3.13.

However, in most practical bandpass filters it is desirable to make all tho resonators identical, and a modified form of the prototype is convenient, in which all the shunt capacitors or series inductors have the same value, in this case equal to " $g_{1}$ " of the conventional prototype. This can be achieved by nodal admittance scaling of all the internal nodes of the filter. Referring to Figurs 3.13(a), using the definition of the admittance inverter (section 3.5) the nodal admittance matrix of the prototype is:


This admittance matrix can be scaled by mutliplying any row and corresponding column except the first or last by a real, positive constant $|4.13|$ within certain limits, uithout altering the transfer response of the network. In this case, the r'th row and column are multiplied by a constant $k_{I}$, where

$$
k_{r}=\sqrt{\frac{9_{1}}{9_{r}}}, r=2 \rightarrow n
$$

resulting in the equal-element prototype of Figure 4.2.
4.2 Capacity Coupled Lumped Element Filter

Figure 4.3 shows the $r$ 'th and $r+l^{\prime}$ th resonators of the filter of Figure 4.1(a), coupled through an admittance inverter composed of negative and positive capacitors. The negative shunt capacitors can generally be absorbed into the adjacent positive capacitor.

It is easily shown that the characteristic admittance of this


FIGURE 4.2 Modified Prototype for Coupled-Resonator Filters.
capacitive inverter is just

$$
\begin{aligned}
K_{r, r+1} & =\omega C_{r, r+1} \\
& =\frac{\omega}{\omega_{0}} \cdot \omega_{0} c_{r, r+1}
\end{aligned}
$$

where $\omega_{0}$ is the centre frequency of the filter. The inverter can now be decomposed by extracting ideal transformers of turns ratio $\sqrt{\omega_{0} / \omega: I}$ and $1: \sqrt{u_{0}^{\prime} / \omega}$ from its input and output, leaving an ideal inverter, as shown in Figure 4.4.

Turning to the resonator, its susceptance is given by

$$
\begin{aligned}
B_{0} & =\omega C_{0}-\frac{1}{L_{0} \omega} \\
& =\omega c_{0}\left(1-\frac{\omega_{0}^{2}}{\omega^{2}}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
\omega_{0}^{2}=\frac{1}{L_{0} C_{0}} \tag{4.1}
\end{equation*}
$$

is the centre frequency.
The shunt susceptance of each resonator can now be scaled through a neighbouring transformer. The resulting netwark is shown in Figure 4.5: all the transformers scale each other out of the network except at the input and output, and the resulting resonator susceptance is

$$
\begin{align*}
\theta_{0}^{\prime} & =\left(\omega_{0} / \omega\right) B_{0} \\
& =\omega_{0} c_{0}\left(1-\frac{\omega_{0}^{2}}{\omega^{2}}\right) \tag{4.2}
\end{align*}
$$

The appropriate loupass to bandpass transform for the filter is hence

$$
\omega \rightarrow A\left(1-\frac{\omega_{0}^{2}}{\omega^{2}}\right)
$$



FIGURE4.3 Decomposition of Capacitively Coupled Resonators.


FIGURE 4.4 Decomposition of Frequency-Varying Admittance Inverter.


FIGURE4.5 Frequency-Dependence of Couplings Scaled Out of Filter.

$$
\begin{align*}
& -1=A\left(1-\frac{\omega_{0}^{2}}{\omega_{1}{ }^{2}}\right)  \tag{4.3}\\
& +1=A\left(1-\frac{\omega_{0}^{2}}{\omega_{2}{ }^{2}}\right) \tag{4.4}
\end{align*}
$$

which requires, adding (4.3) and (4.4),

$$
2-\omega_{0}^{2}\left(\frac{1}{\omega_{1}^{2}}+\frac{1}{\omega_{2}^{2}}-2\right.
$$

or

$$
\begin{equation*}
\omega_{0}^{2}=\frac{2 \omega_{1}^{2} \omega_{2}^{2}}{\omega_{1}^{2}+\omega_{2}^{2}} \tag{4.5}
\end{equation*}
$$

Substituting in (4.3):

$$
\begin{aligned}
-1 & =A\left(1-\frac{2 \omega_{2}^{2}}{\omega_{1}{ }^{2}+\omega_{2}^{2}}\right) \\
& =A\left(\frac{\omega_{1}^{2}-\omega_{2}^{2}}{\omega_{1}{ }^{2}+\omega_{2}^{2}}\right)
\end{aligned}
$$

and thus

$$
\begin{equation*}
A=\frac{\omega_{2}^{2}+\omega_{1}^{2}}{\omega_{2}^{2}-\omega_{1}^{2}} \tag{4.6}
\end{equation*}
$$

Applying the frequency transform derived earlier to the loupass prototype of Figure 4.2, the shunt susceptance of a capacitor in the prototype, wa, transforms as

$$
\omega_{1}+A\left(1-\frac{\omega_{B}^{2}}{\omega^{2}}\right) g_{1}
$$

Thus the terminating resistors of the prototype are scaled to a conductance of

$$
G_{0}=\frac{\omega_{0} C_{0}}{A g_{1}}
$$

and the admittance inverters scaled accordingly. The resulting admittance inverters required are

$$
K_{12}^{\prime}=K_{12} \sqrt{\frac{g_{1}}{g_{2}}} \cdot \frac{\omega_{0} C_{0}}{A g_{1}}=\frac{\omega_{0} C_{0} K_{12}}{A \sqrt{g_{1} g_{2}}}
$$

$$
\begin{aligned}
K_{r, r+1} & =\frac{K_{r, r+1} g_{1}}{\sqrt{g_{r} g_{r+1}}} \cdot \frac{\omega_{0} C_{0}}{{ }^{A g_{1}}} \\
& =\frac{\omega_{0} C_{0} K_{r, r+1}}{\sqrt{g_{r}{ }^{g_{r+1}}}} \\
K_{n-1, n} & =\frac{\omega_{0} c_{0} K_{n-1, n}}{\sqrt{g_{n-1} g_{n}}}
\end{aligned}
$$

Noting from Figure 4.5 that the admittance of the r'th inverter
is $\omega_{0} C_{r, r+l}$,

$$
c_{r, r+1}=c_{0} k_{r, r+1}
$$

where the coupling parameter of equation (3.23) has been used.
Using the process developed above, the entire filter, within the frequency-varying transformers, is transformed exactly, and the input and output transformers are nearly unity for $\omega \approx \omega_{0}$, so that, at least for narrow bandwidths, they can be ignored.

The final filter circuit is shown in Figure 4.6, and the design procedure is as follows;

If the required band edges are $\omega_{1}$ and $\omega_{2}$, then the lowpass to bandpass transform is

$$
\omega \rightarrow A\left(1-\frac{\omega_{0}^{2}}{\omega^{2}}\right) \text {, with } A=\frac{\omega_{2}^{2}+\omega_{1}^{2}}{\omega_{2}^{2}-\omega_{1}^{2}} \text { and } \omega_{0}^{2}=\frac{2 \omega_{1}^{2} \omega_{2}^{2}}{\omega_{1}^{2}+\omega_{2}^{2}} \text { (4.7) }
$$

which can be used to find the degrea required for a given selectivity and ripple level, through (3.18). The required centre frequency is

$$
\begin{equation*}
\omega_{0}^{2}=\frac{2 \omega_{1}^{2} \omega_{2}^{2}}{\omega_{1}^{2}+\omega_{2}^{2}} \tag{4.8}
\end{equation*}
$$

Either a convenient capacitor ( $C_{0}$ ) or inductor ( $L_{0}$ ) can be chosen for the frequency range. In either case,

$$
\begin{equation*}
c_{0}=\frac{1}{\omega_{0}^{2} L_{0}} \text { or } L_{0}=\frac{1}{\omega_{0}^{2} c_{0}} \tag{4.9}
\end{equation*}
$$

Given the passband ripple and the required degree, use (3.22)


FIGURE 4.6 Final Filter Circuit.


FIGURE 4.7 Matching to Other Impedances.


FIGURE 4. 8 Equivalent Circuit of Interdigital Structure .


FIGURE 4.9 Extraction of Stubs from UE.
and (3.23) to calculate the prototype parameters $9_{0}$, and $\left\{\mathrm{K}_{\mathrm{r}, \mathrm{r}+1}\right\}$.
Then the required terminating admittance, $G_{0}$, is given by

$$
\begin{equation*}
G_{0}=\frac{\omega_{0} C_{0}}{A g_{0}} \tag{4.10}
\end{equation*}
$$

writing now " $9_{0}$ " for " $9_{1}$ " and the coupling capacitors by

$$
\begin{align*}
& c_{r, r+1}=c_{0} k_{r, r+1} \cdot r=1 \rightarrow n-1  \tag{4.11}\\
& c_{r, r+1}=0
\end{align*}
$$

The nodal "tuning" capacitors are given by

$$
\begin{equation*}
C_{r}=C_{0}-C_{r-1, r}-C_{r, r+1} r=1 \rightarrow n \tag{4.12}
\end{equation*}
$$

This completes the filter design. It is often necessary to match the filter to some other source and load impedance than ( $1 / G_{0}$ ). In that case, the circuit of Figure 4.7 can be used, where the filter is matched to the terminations by the series capacitors $c_{o i}$ and $c_{n, n+1}$, and the detuning effects of these capacitors offset by the negative capacitors $C_{0}$ and $C_{n+1}$. These negative capacitors are absorbed into the neighbouring positive shunt capacitors

$$
\begin{align*}
& c_{o l}=\frac{1}{\omega_{0}} \sqrt{\frac{G_{0}}{R_{1}\left(1-R_{1} G_{0}\right)}}, \quad c_{n, n+1}=\frac{1}{\omega_{0}} \sqrt{\frac{G_{0}}{R_{2}\left(1-R_{2} G_{0}\right)}}  \tag{4.13}\\
& c_{0}=\frac{-c_{01}}{1+\omega_{0}{ }^{2} C_{01}{ }^{2} R_{1}^{2}}, \quad c_{n+1}=\frac{-c_{n, n+1}}{1+\omega_{0}{ }^{2} C_{n, n+1}{ }^{2} R_{2}^{2}} \tag{4.14}
\end{align*}
$$

### 4.3 Interdiqital Filters

The n-line interdigital filter, described in the introduction, can be shown (Riblet [4.15]) to be equivalent to the stub-unit-element cascade of Figure 4.B. Here the stubs are represented by t-plane inductors of "inductance" $Y_{r}, Y_{I}$ being the characteristic admittance to ground of the rith stub, coupled by unit elements equal in characteristic admittance to the mutual admittance between the stubs. The relationship between these characteristic admittances and the parameters of the physical structure (in this case the odd and even mode
capacitances por unit length between the lines) has been discussed by= Gatsinger [4.16].

One immediate difficulty arises from this decomposition: at near zero-frequency, the unit elements become effectively direct connections, the stubs coalesce into a single stub, and the structure posesses only a single transmission zero at the origin. Thus it is not possible to exactly equate this structure to a low-pass prototype with "n" zeros at the origin. As a result, two distinct design procedures exist for the interdigital filter. The method developed here, which applies for relatively narrow bandwidths, is based on the lumped olement lowpass prototype. For broad bands, Rhodes has described a method based on the distributed prototype [4.17] which is valid even for the widest bandwidths physically possible with the device, and to some extent supersedes Ujenzel's methods [4.18].

The interdigital filter's passband is centred on the frequency, $f_{c}$, at which the lines are quarter of a wavelength long, and the structure will be analysed in terms of the real frequency variable B, where

$$
\theta=\frac{\pi}{2} \frac{f}{f_{c}}
$$

Then the transfer matrix of a unit element with characteristics admittance $Y$ can be written and decomposed thus:

$$
\left(\begin{array}{ll}
\cos \theta & j \sin \theta / Y  \tag{4.15}\\
j Y \sin \theta & \cos \theta
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
-j Y \cot \theta & 1
\end{array}\right)\left(\begin{array}{ll}
0 & j \frac{\sin \theta}{Y} \\
j \frac{Y}{\sin \theta} & 0
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
-j Y \cot \theta & 1
\end{array}\right)
$$

A shunt short-circuit stub has thus been extracted from the input and output of the unit element, to leave a frequency-variable ideal admittance inverter, shown in Figure 4.9, where the stubs extracted have been combined with the nodal stubs to give a combined stub characteristic
admittance ,

$$
\begin{equation*}
Y_{r r}=Y_{r}+Y_{r-1, r}+Y_{r, r+1} \tag{4.16}
\end{equation*}
$$

Next, an ideal transformer of turns ratio

$$
\sqrt{\sin \theta}: l
$$

is extracted from each port of the ideal inverter, to leave an ideal frequency-independent inverter. As in the preceding section, these transformers can be scaled out of the network to leave the network shown in Figure 4.10, in which each shunt susceptance is of the form

$$
B_{r}=-Y_{r r} \cos \theta
$$

Once again, around $f \approx f_{c}, \theta \approx \pi / 2$, and thus $\sin \theta \approx 1$, and, at least for narrow bandwidths, the frequency-varying transformer can be ignored (but see Chapter 8).

Now considering the equal-element low-pass prototype of Figure 4.2, it can be equated to the interdigital structure under the frequency transform

$$
\omega \rightarrow-K \cos \theta
$$

If the lower band edge of the interdigital filter is to be at $f_{0}$, so that

$$
\begin{equation*}
\theta_{0}=\frac{\pi}{2} \frac{f_{0}}{f_{c}} \tag{4.17}
\end{equation*}
$$

then

$$
-1 \rightarrow-K \cos \theta_{0}
$$

or $K=\frac{1}{\cos \theta_{0}}$
and the frequency transform becomes

$$
\omega \rightarrow-\frac{\cos \theta}{\cos \theta_{0}}
$$

Applying this transform to the low-pass prototype, the susceptance of a shunt capacitor, $w_{1}$, becomes

$$
\begin{equation*}
\operatorname{cog}_{1} \rightarrow-g_{1} \frac{\cos \theta}{\cos \theta} \tag{4.19}
\end{equation*}
$$

and thus $Y_{r}=\frac{{ }^{9} 1}{\cos \theta_{0}}$
while the values of the coupling admittances are given directly by the

$\sqrt{\sin \theta}: 1$

$1: \sqrt{\sin \theta}$

FIGURE 4.10 Transformers Scaled out of Network.


FIGURE 4.11 Introduction of redundant UE's for matching.


FIGURE 4.12 Definition of Interdigital Filter Parameters.
off-diagonal terms in the admittance matrix of the lowpass prototype. Now, the characteristic admittances so far determined can be considered to be the admittances normalised to the unity terminations. Thus, if the terminations were required to be, for example, 50 ohms, then the corresponding admittances could be found by dividing the admittances determined above by 50. It happens, though, that the range of characteristic admittances easily realisable as the self-admittance of a line in an interdigital structure is restricted, and the most convenient value corresponds to about 50 ohms. However, the "Y " demanded by (4.19) is likaly to be relatively much larger being proportional to $\left(\cos \theta_{0}\right)^{-1}$, with $\theta_{0} \approx \pi / 2$. Since most coaxial transmission systems in uhich the filter will be used are 50 ohm systems, it is convenjent to modify the filter so that the normalised $Y_{r}$ is around unity.

This is achieved by adding to the filter redundant unit elements of unity characteristic impedance at the input and output, as in Figure 4.1l. These do not alter the amplitude response of the filter in any way, though they add a constant delay. The nodal admittance matrix of the resulting structure, using the admittance values found before,
is:

(4.20)

This matrix is an $(n+2) \times(n+2)$ matrix, though the original array had only $n$ lines. It will be shown that this procedure effectively introduces extra coupling lines at the input and output, which will be numbered 0 and $n+1$.

Now rows and columns of (4.20) except for the first and last, can be scaled without changing the response of the network. The scaling factors are chosen to make the diagonal entries of the matrix unity. Thus the second and $n$ 'th row and column are multiplied by $1 \mid \sqrt{1+g_{1} / \cos \omega_{0}}$ and the r'th row and column by $\sqrt{\cos \theta / 9_{1}}$.

The resulting matrix is the admittance matrix of a new interdigital structure, and by reversing Riblet's procedure [4.15], the self and mutual admittances of the structure can be found, and thus the design equation established. Once again, the design equations are given in terms of the parameters of equations (3.23) and (3.24), $9_{0}$ and $k_{r, r+1}$.

The design equations are, referring to Figure 4.12:

$$
\begin{align*}
Y_{01} & =Y_{n, n+1} \\
& =\frac{1}{\sqrt{1+\frac{g_{0}}{\cos \theta_{0}}}}  \tag{4.21}\\
Y_{12} & =\frac{g_{0} \cos \theta_{0}}{\sqrt{g_{0}+\cos \theta_{0}}} k_{12} \\
Y_{n-1, n} & =\frac{g_{0} \cos \theta_{0}}{\sqrt{g_{0}+\cos \theta_{0}}} k_{n-1, n}  \tag{4.22}\\
Y_{r, r+1} & =k_{r, r+1} \cos \theta_{0}, r=2 \rightarrow n-2 \\
Y_{0} & =Y_{n+1} \\
& =1-Y_{01}  \tag{4.23}\\
Y_{r} & =1-Y_{r-1, r}-Y_{r, r+1}, r=1 \rightarrow n \tag{4.24}
\end{align*}
$$

These characteristic admittances can be converted to cross-sectional dimensions using Getsingers data [4.16].

The design procedure here has been derived using techniques originally described by Rhodes [4.4]; similar design equations have been published in [4.19]. These equations and their derivation are substantially different from the original method of mathaei [4.2].

### 4.4 The Combline Filter

The combline structure is represented in Figure 4.1c. It uses an array of parallel-coupled bars similar to the interdigital filter, but each bar is shorted to ground at the same end, and is tuned by a lumped capacitor at the other. The bars are again coupled by their fringing fields. An "open-wire" equivalent circuit for a section of the combline filter is shown in Figure 4.13[4.2]. Considering the r'th bar, this behaves as a shunt short-circuited stub of characteristic


FIGURE 4. 13 Part of a Combline Filter.


FIGURE 4. 14 Decomposition of Coupling Admittance


FIGURE 4. 15 Decomposition of Frequency-Variant Admittance Inverter.
admittance $Y_{r}$. The couplings are represented as series short-circuited stubs of typical characteristic admittance $Y_{r, r+l}$. The structure will again be analysed in terms of the real-frequency variable $\theta$. However, it can be seen that at the quarter-wavelength frequency $(\theta=\pi / 2)$ the coupling stubs have zero admittance and the filter therefore exhibits a transmission zero. The passband must therefore occur at a lower frequency, and lumped capacitors are provided to resonato the stubs. The typical section of the filter can now be decomposed into the form shown in Figure 4.14: a pi-network of stubs couples shunt stubs of characteristic admittances $Y_{r r}$ and $Y_{I+1, I+1}$, where

$$
\begin{equation*}
Y_{r r}=Y_{r-1, r}+Y_{r}+Y_{r, r+1} \tag{4.25}
\end{equation*}
$$

The pi-network includes elements with negative characteristic admittance, and it is easily shown that it behaves as an admittance inverter of characteristic admittance

$$
K=Y_{r, \Gamma+1} \cot \theta
$$

Now suppose that the filter is to be designed to work about a bandcentre frequency of $\theta_{0}$. The frequency-variation of the admittance inverter can be extracted by frequency-variable ideal transformers as shown in Figure 4. 15 , where

$$
\begin{equation*}
n=\sqrt{\frac{\cot \theta_{0}}{\cot \theta}} \tag{4.26}
\end{equation*}
$$

Now consider the shunt susceptance of a resonator, consisting of a stub and lumped capacitor in parallel. The shunt susceptance of the r'th resonator is thus

$$
\begin{equation*}
B_{r}=C_{r} \theta-Y_{r r} \cot \theta \tag{4.27}
\end{equation*}
$$

Here, $C_{I}$ is not a true physical capacitor since it has the frequency variation $\theta$ instead of $\omega$. However, this is convenient for the derivation, and the true value is easjly determined after the physjeal design is completed.
$C_{r}$ must resonate $Y_{r r}$ at $\theta=\theta_{0}$, and thus

$$
\begin{aligned}
c_{r} \theta_{0}-Y_{r r} \cot \theta_{0} & =0 \\
c_{r} & =\frac{Y_{r r} \cot \theta_{0}}{\theta_{0}}
\end{aligned}
$$

and

Substituting in (4.27), the resonator susceptance is

$$
\begin{equation*}
\theta_{r}=Y_{r r}\left(\frac{\theta \cot \theta_{0}}{\theta_{0}}-\cot \theta\right) \tag{4.28}
\end{equation*}
$$

Now the frequency-variable ideal transformers can be scaled out of the network and appear only at the terminations of the filter, as in the preceding sections. Once again, the effect of the transformers can be neglected near $\theta=\theta_{0}$. The resulting resonator susceptance, given by scaling (4.28) by the square of (4.26) is

$$
\begin{align*}
B_{r}^{\prime} & =B_{r} \cdot \frac{\cot \theta_{0}}{\cot \theta} \\
& =Y_{r r} \cot \theta_{0}\left[\frac{\theta \tan \theta}{\theta_{0} \tan \theta_{0}}-1\right] \tag{4.29}
\end{align*}
$$

Thus the appropriate frequency transform is

$$
\begin{equation*}
\omega \rightarrow B\left(\frac{\theta \tan \theta}{\theta_{0} \tan \theta_{0}}-1\right) \tag{4.30}
\end{equation*}
$$

Figure 4.16 shows the shape of the required response and defines the band edges in relation to the quarter-wavelength frequency and the band-centre, $\theta_{0}$. In practice, the quarter-wavelength frequency is fixed by the designer, and hence $\theta_{1}$ and $\theta_{2}$ are fixed by the required band-edge frequencies. Thus $B$ and $\theta_{0}$ have to be determined from the specification.

When the frequency transform (4.30) is applied to the lowpass prototype, the loupass band edges, $\pm 1$, must be mapped to the bandpass band edges, $B_{1}$ and $\theta_{2}$. Hence

$$
\begin{equation*}
-1=B\left[\frac{\theta_{0} \tan \theta_{1}}{\theta_{0} \tan \theta_{0}}-1\right] \tag{4,31}
\end{equation*}
$$



FIGURE 4. 16 Response of Combine Filter.


FIGURE 4.17 Definition of Combline Filter Parameters.


FIGURE 4. 18 Modified Prototype for Waveguide Filter.


FIGURE 4.19 Half-Wave Filter Response.

$$
\begin{equation*}
+1=B\left[\frac{\theta_{2} \tan \theta_{2}}{\theta_{0} \tan \theta_{0}}-1\right] \tag{4.32}
\end{equation*}
$$

Adding (4.31) and (4.32)

Thus

$$
\begin{align*}
\left(\theta_{1} \cot \theta_{1}+\theta_{2} \cot \theta_{2}\right) & =2 \theta_{0} \tan \theta_{0} \\
\theta_{0} \tan \theta_{0} & =\frac{\theta_{1} \cot \theta_{1}+\theta_{2} \cot \theta_{2}}{2} \tag{4.33}
\end{align*}
$$

To find $\theta_{0}$ from (4.33) requires the solution of a transcendental equation. Fortunately, for narrow bandwidths a very close approximation for $\theta_{0}$ is the arithmetic mean of $\theta_{1}$ and $\theta_{2}$. For broader bandwidths, this arithmetic mean forms an excellent initial guess to begin a NewtonRaphson iteration.

Thus, for narrow bandwidths,

$$
\begin{equation*}
\theta_{0}=\frac{1}{2}\left(\theta_{1}+\theta_{2}\right) \tag{4.34}
\end{equation*}
$$

For broader bandwidths, let

$$
a=\frac{\theta_{1} \cot \theta_{1}+\theta_{2} \cot \theta_{2}}{2}
$$

The solution of

$$
\phi \tan \phi-\mathrm{a}=0
$$

is required. Let an initial guess to the solution be $\varnothing_{1}$, where

$$
\phi_{1}=\frac{1}{2}\left(\theta_{1}+\theta_{2}\right)
$$

Then an improved approximation is

$$
\begin{equation*}
\phi_{2}=\phi_{1}-\frac{\cos \phi_{1}\left(\phi_{1} \sin \phi_{1}-a \cos \phi_{1}\right)}{\phi_{1}+\sin \phi_{1} \cos \phi_{1}} \tag{4.35}
\end{equation*}
$$

An even greater accuracy can then be obtained by letting $\varnothing_{1}=\not \phi_{2}$ and applying (4.35) repeatedly. An estimate of the accuracy at each step is given by the magnitude of the second term on the right-hand side of (4.35); typically this will be down to less than $0.01 \%$ of $\phi_{1}$ within four to five iterations.

Having found $\theta_{0}$ by ons means or other, $B$ can be found from (4.32):

$$
\frac{1}{B}=\frac{\theta_{2} \tan \theta_{2}}{\theta_{0} \tan \theta_{0}}-1
$$

whence, using (4.33)

$$
\begin{equation*}
\theta=\frac{\theta_{2} \tan \theta_{2}+\theta_{1} \tan \theta_{1}}{\theta_{2} \tan \theta_{2}-\theta_{1} \tan \theta_{1}} \tag{4.36}
\end{equation*}
$$

Consider a shunt capacitor of the lowpass prototype of Figure 4.2. Under the frequency transform (4.30) the susceptance of this capacitor transforms as

$$
\omega_{1} \rightarrow B\left(\frac{\theta \tan \theta}{\Theta_{0} \tan \theta_{0}}-1\right) g_{1}
$$

and by comparison with (4.29),

$$
Y_{I I}=B g_{i} \tan \theta_{0}
$$

Equating the admittance inverters to those of the prototype,

$$
Y_{12} \cot \theta_{0}=K_{12} \sqrt{\frac{g_{1}}{g_{2}}}
$$

thus

$$
Y_{12}=K_{12}{\tan \theta_{0}}_{\sqrt{\frac{g_{1}}{g_{2}}}}^{\text {a }}
$$

Similarly

$$
Y_{r, r+1}=K_{r, r+1} \tan _{0} \frac{9_{1}}{\sqrt{g_{r} 9_{r+1}}} \quad r=2 \rightarrow n-2
$$

$$
Y_{n-1, n}=k_{n-1, n}{\tan \theta_{0} \frac{9_{1}}{\sqrt{9_{n-1} g_{n}}}}^{\theta_{n-1}}
$$

Now, as with the interdigital filter, redundant unit elements are incorporated at the input and output of the filter, and nodal admittance scaling applied within the filter to adjust the self-admittances of the lines to a convenient value for realisation, again bearing in mind that the filter will generally be used in a 50 ohm systen. The resulting normalised characteristic self- and mutual-admittances are defined in Figure 4.17 and are given by equations (4.37) to (4.42) with the
prototype parameters again in the form of (3.23) and (3.24):

$$
\begin{align*}
Y_{01} & =Y_{n, n+1}  \tag{4.37}\\
& =\frac{1}{\sqrt{1+B g_{0} \tan \theta_{0}}} \\
Y_{12} & =k_{12} \sqrt{\frac{q_{0} \tan \theta_{0}}{B^{c}\left(1+B g_{0} \tan \theta_{0}\right)}}  \tag{4.38}\\
Y_{n-1, n} & =k_{n-1, n} \sqrt{\frac{g_{0} \tan \theta_{0}}{B\left(1+B g_{0} \tan \theta_{0}\right)}}  \tag{4.39}\\
Y_{0} & =1-Y_{01}  \tag{4.40}\\
Y_{n+1} & =1-Y_{n, n+1}  \tag{4.41}\\
Y_{I} & =1-Y_{I-I, r}-Y_{I, I+1}, r=1 \rightarrow n \tag{4.42}
\end{align*}
$$

Finally, the lumped capacitors must be chosen to resonate the characteristic self-admittances of the lines at the real frequency, $\omega_{0}$, corresponding to $\theta_{0}$. Thus

$$
\begin{equation*}
c_{r}=\frac{\cot \theta_{0}}{\omega_{0}}, r=1 \rightarrow n \tag{4.43}
\end{equation*}
$$

To conclude, a brief discussion of the choice of the quarterwavelength frequency of the lines is necessary. The combline filter has a transmission zero at this frequency, and a stopband extending to at least an octave above that. Another resonance botween the lumped capacitor and the line is possible when the line is slightly more than a half-wavelength long, and there may be a significant amount of transmission at that resonance. Thus, since the line is generally chosen to be about an eidth-wavelength long ( $\theta_{0}=\pi / 4$ ), the combline filter has a stopband extending for at least two octaves above the passband. This contrasts with the interdigital filter, winich has its first spurious
passband at three times the fundamental passband centre frequency. There are other considerations affecting the choice of $\theta_{0}$. For example, if $\theta_{0}$ is made smaller the physical size of the filter can be reduced. Also, it has been found that a particular choice of $\theta_{0}$ (equivalent to $53^{\circ}$ ) permits the resulting filter to be tuned over a wide range of centre frequencies while maintaining an acceptable response [4.20].

### 4.5 Direct-Coupled-Cavjity Wavequide Filters

Figure 4.18 shows the distributed lowpass prototype introduced in Chapter 3, rearranged so that all the unit elements have unity characteristic admittance. This has been achieved by introducing redundant admittance inverters at input and output and then scaling all the unit element admittances into the inverters. This operation has no effect on the frequency response of the network beyond introducing an additional $180^{\circ}$ phase shift.

The amplitude response of this network is shown in Figure 4. 19 Earlier, the "lowpass" passband was of interest; now, the second "harmonic" passband around $\theta=\pi$ is of interest, this being a "bandpass" characteristic.

The particular waveguide structure of interest is the inductive-post-coupled filter of Figure 4.1(d). An equivalent circuit of this is shown in Figure 4. 2O (a). The posts can be adequately described by shunt inductive susceptances, with an appropriate frequency variation proportional to guide wavelength. Thus a typical shunt admittance of a coupling post is

$$
-j B_{r, r+1} \frac{\lambda_{2} g_{0}}{}
$$

Here, $B_{r, r+1}$ is a constant equal to the susceptance at the "centre frequency" of the filter, $\lambda g_{0}$. Because of the cut-off effoct in waveguide and consequent dispersion, it is convenient to treat the filter in terms of the quide wavelength. In addition, the characteristic

impedance of a waveguide (suitably defined) varies with wavelength, so it is convenient to normalise the characteristic impedance to unity at all frequencies and to only consider normalised admittances. The expression above has been found experimentally to adequately characterise the actual susceptance of a shunt inductive obstacle in a waveguide over quite a wide range of frequencies [4.7].

As in the previous design procedures, the design procedure for this filter (due to Levy, [4.7]) proceeds by first analysing the structure to determine the frequency dependence of the couplings, and then determines a frequency transformation under which the structure can be equated to the low-pass prototype.

The original filter structure is characterised by the shunt post susceptances and the cavity phase-lengths. The phase-lengths are the electrical lengths of the cavities at mid band, and are all slightly
less than $\pi$ (ie slightly less than a half-wavelength). In Figure 4.20 (b) the frith cavity of the filter and its associated couplings are decomposed into a half-wavelength line embedded between a pair of admittance inverters each consisting of a shunt inductive susceptance symmetrically located in a positive electrical length of line. The inverter circuit is shown again in Figure 4.20 (c).

The transfer matrix of the network of Figure 4.2a(c) is;

$$
\left(\begin{array}{ll}
\cos \frac{\phi}{2} & j \sin \frac{\phi}{2} \\
j \sin \frac{\phi}{2} & \cos \frac{\phi}{2}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-j \theta & 1
\end{array}\right)\left(\begin{array}{cc}
\cos \frac{\phi}{2} & j \sin \frac{\phi}{2} \\
j \sin \frac{\phi}{2} & \cos \frac{\phi}{2}
\end{array}\right)
$$

Here the frequency dependence of $\emptyset$ and $B$ have been ignored, the matrix implicitly being formed at mid-band. Multiplying out the matrices,


For the circuit to behave as an inverter, " $A$ " and "D" must be zero. Hence

$$
\begin{aligned}
\cos ^{2} \frac{\emptyset}{2} & =\sin ^{2} \frac{\phi}{2}+B \sin \frac{\not \emptyset}{2} \cos \frac{\not \square}{2} \\
& =\cos \phi+\frac{\theta}{2} \sin \phi \\
& =0
\end{aligned}
$$

and hence

$$
\begin{equation*}
\not D=-\cot ^{-1}\left(\frac{B}{2}\right) \tag{4.45}
\end{equation*}
$$

Thus the line lengths in the inverters must be negative, and can be absorbed in the neighbouring positive lengths. At the input and output, they can be absorbed into the convecting lines.

The admittance of the equivalent inverter, $K$, can be determined from the "C" term of the transfer matrix and is

$$
\begin{aligned}
K & =2 \sin \frac{\emptyset}{2} \cos \frac{\emptyset}{2}-B \cos ^{2} \frac{\emptyset}{2} \\
& =\sin \not \varnothing-\frac{B}{2}(1+\cos \not \varnothing)
\end{aligned}
$$

However,

$$
\cot \phi=-\frac{B}{2}
$$

and hence

$$
\sin \phi=\frac{1}{\sqrt{1+B^{2} / 4}}, \cos \varnothing=-\frac{B / 2}{\sqrt{1+B^{2} / 4}}
$$

Thess

$$
\begin{aligned}
K & =\frac{1}{\sqrt{1+B^{2} / 4}}-\frac{B}{2}\left(1-\frac{B / 2}{\sqrt{1+B^{2} / 4}}\right. \\
& =\frac{1}{\sqrt{1+B^{2} / 4}}\left\{1+B^{2} / 4-\frac{B}{2} \sqrt{1+B^{2} / 4}\right\} \\
& =\sqrt{1+B^{2} / 4}-B / 2
\end{aligned}
$$

Now this can be recognised as one solution of the equation

$$
\begin{equation*}
B=\frac{1}{K}-K \tag{4.46}
\end{equation*}
$$

Thus (4.45) and (4.46) enable an inverter to be designed with a given admittance value.

It is important to note that the $\phi$-variable in terms of which the waveguide structure was analysed is distinct from the Q-variable characterising the lowpass prototype.

Levy has shown that these inverters are relatively broad band, and that their characteristic admi.ttance is approximately proportional to the guide wavelength. He has further shown that this frequency dependence can be scaled out of the network, to leave a new network which can be equated to the prototype of figure 4.18.(a) under the frequency transform

$$
\begin{equation*}
\sin \theta \rightarrow \frac{\lambda_{g}}{\lambda_{g}} \sin \left(\pi \frac{\lambda_{9}}{\lambda_{9}}\right) \tag{4.47}
\end{equation*}
$$

Thus, (4.47) must be used to determine the bandwidth variable $\sin \theta_{0}$ for the design of the prototype filter, in terms of the required band edge guide wavelengths.

Thus the design procedure can be summarised as follows. Let the required response in terms of guide wavalength be as shown in Figure 4. 21 , with band-edge wavelengths $\lambda_{g_{1}}$ and $\lambda_{g_{2}}$.

Then the insertion-loss of the filter is of the form

$$
\begin{equation*}
L_{A}=10 \log _{10} 1+\varepsilon^{2} T_{n}\left\{\left[\frac{\lambda g_{g}}{\lambda g_{0}} \sin \left(\frac{\pi \lambda g_{0}}{\lambda g}\right) / \sin \theta_{0}\right]\right\} \tag{4.48}
\end{equation*}
$$

whers

$$
\begin{align*}
& \lambda_{g_{0}}=\frac{1}{2}\left(\lambda_{g_{1}}+\lambda_{g_{2}}\right)  \tag{4.49}\\
& \varepsilon^{2}=10_{A R} / 10-1 \tag{4.50}
\end{align*}
$$

Now, $\sin \theta_{0}$ must be determined by considering the frequency transform (4.47) and the required band-edge wavelengths. It can be shown that $\sin \theta_{0}$ can be determined to a close approximation from the equations:

$$
\begin{equation*}
x=\frac{\pi\left(\lambda g_{2}-\lambda g_{1}\right)}{\left(\lambda g_{2}+\lambda g_{1}\right)} \tag{4.51}
\end{equation*}
$$

$$
\begin{equation*}
\sin \theta_{0}=1 /\left(\frac{1}{x}+\frac{x}{6}\right) \tag{4.52}
\end{equation*}
$$

With sing determined, Rhodes explicit formulae ([3.1], pp 139-147) may be used to determine the prototype parameters in Figure 4.20(b). The following equations then yield the required cavity lengths and post susceptances at mid-band $\left(\lambda_{g_{0}}\right)$ :

Let $\quad Y_{0}=Y_{n+1}=1, K_{01}=K_{n, n+1}=1$
then

$$
\begin{align*}
& B_{\Gamma, \Gamma+1}=\frac{\sqrt{Y_{r} Y_{r+1}}}{K_{\Gamma, r+1}}-\frac{K_{r, r+1}}{\sqrt{Y_{r} Y_{I+1}}}, I=0 \quad n  \tag{4.53}\\
& \emptyset_{r, r+1}=\cot ^{-1}\left(\frac{\Sigma_{, r+1}}{2}\right), r=0 \rightarrow n  \tag{4.54}\\
& \Phi_{\Gamma}=\pi-\not \phi_{\Gamma-1, \Gamma}-\emptyset_{\Gamma, \Gamma+1}, r=1 \rightarrow n \tag{4.55}
\end{align*}
$$

The dimensions of the posts can then be determined from standard experimental or theoretical data.

For narrow bandwidths (less than perhaps five percent) this procedure reduces essentially to that given by Cohn [4.1].

### 4.6 Single-Sideband Crystal Filters

A specially important filtering function in line and hf radio communication systems is the selection of a single sideband voice signal from a double-sideband suppressed carrier signal generated by a balanced modulator [4.2I]. At carrier frequencies much higher than 100 KHz , the fractional bandwicth and unwanted-sideband rejection requirements are so severe that conventional lumped resonators cannot be used, because of their excessive loss. Quartz crystal resonators are widely used for this application for their extremoly low loss and high stability.

A typical specific ation shape, in this case for a lower-sideband filter, is shown in Figure 4.22. The important requirements are that the ripple in the lower sideband does not exceed $L_{A R} d B$, and the rejection of the upper sideband should exceed $\mathrm{L}_{\mathrm{s}}$ dB. The response shown


FIGURE 4.22SSB Filter Response .
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(D) $\underset{C_{0}}{-L_{L_{0}}^{m}-\|_{C_{P}}}$

FIGURE 4.23Properties of Crystal Resonator.
corresponds to a baseband of $300-3000 \mathrm{~Hz}$, adequate for communicationquality speech.

A quartz-crystal resonator is a small, thin plate of suitably cut and polished quartz, with its opposite faces matallised to form two electrodes. When an alternating electric field is applied across the electrodes, the crystal vibrates, and if the frequency of alternation coincides with a natural mode of the plate, then the impedance seen "looking at" the electrodes exhibits a series resonance. For filter purposes, only the lowest-frequency "fundamental" mode is usually considered. The harmonic "overtone" modes are far enough removed in frequency not to effect the behaviour of the crystal near the fundamental resonance, with modern crystal design methods, en-harmonic modes of resonance can be almost entirely suppressed.

Near fundamental resonance, the crystal itself appears electrically to be a series tuned circuit. The parallel-plate capacity between the electrodes appears in parallel with the series resonator, and produces a parallel resonance at a slightly higher frequency. Figure 4.23(a) shows the circuit symbol, equivalent circuit, and a plot of the reactance of a crystal, defining the series and parallel resonant frequencies, $f_{s}$ and $f_{p}$. Typically, for a crystal in the 10 MHz region, $f_{s}$ and $f_{p}$ will be separated by perhaps 20 KHz . In the diagram, the losses in the crystal have been ignored; typical crystal "Q's" of the order of $10^{5}$ are not uncommon. Figre 4.23(b) shows an alternative equivalent circuit winich is useful for the purposes of analysis and filter design. Here $L_{0}$ and $C_{o}^{\prime}$ resonate at the paralle]. resonance $f_{p}$, while the series capacitor $C_{p}$ is the actual total shunt capacity, as would be measured, for example, by a low-frequency bridge.

The double-resonance of a crystal is an embarrassment from the point of view of conventional filter design, which aims at achieving a
nearly syrnmetrical passband response. The conventional methods of crystal filter design use lattice and bridged-tee circuits extensively to circumvent this problem. However, the crystal is ideal for realising the highly asymmetric response needed for ssb, as in Figure 4.22. A suitable filter circuit is shown Figure 4.24(a), and uses capacitive impedance inverters to couple series crystals, and is designed from the prototype using series inductors and impedance inverters shown in Figure 4.24(b). The inverters in the crystal filter are realised with the capacitive tes-network shown in Figure 4.24(c). The negative capacitors have to be absorbed in the crystals; this is considered later.

The operation of this filter is simply explained. Around their series resonance, the crystals have nearly zero reactance and the filter exhibits a passband. Around their parallel resonance, the crystals have an almost infinite impedance, and the filter gives a very large attenuation. The art of designing the filter lies in choosing the series and parallel resonances of the crystals to just satisfy the specification.

Only the lower-sideband crystal filter will be considered in detail; the design procedure for the upper-sideband filter, which uses shunt crystals coupled by series capacitors, follow in a very similar fashion.

It is convenient tocharacterise the crystal in terms of thres parameters, which in this case are chosen to be the parametars:

```
    \(C_{p}\) (see Figure 4.23(b))
    \(f_{s}\), the series resonance frequency, or
    \(\omega_{s}\), where \(\omega_{s}=2 \pi \rho_{s}\)
\(r_{0}\), where
```

$1+r_{0}=\frac{f_{p}{ }^{2}}{f_{s}{ }^{2}}$

(a)

(b)

LSB Filter \& Prototype.

(c) Impedance Inverter.

FIGURE 4.24

It is easily shoun that the reactance of the crystal is given by

$$
\begin{equation*}
x=-\frac{1}{\omega c_{p}} \cdot \frac{\left(\omega_{s}^{2}-\omega^{2}\right)}{\left[\omega_{S}^{2}\left(1+r_{0}\right)-\omega^{2}\right]} \tag{4.56}
\end{equation*}
$$

Since the ssb filters generally have a very small bandwidth, it is convenient to put $(4.56)$ in an approximate, narrow-band form;

$$
x=-\frac{1}{\omega c_{p}} \frac{\left(\frac{\omega_{S}}{\omega}-\frac{\omega_{1}}{\omega_{s}}\right)}{\left(\frac{\omega_{S}\left[1+\Gamma_{0}\right]}{\omega}-\frac{\omega}{\omega_{s}}\right)}
$$

For $\omega \approx \omega_{s}$,

$$
\begin{aligned}
\left(\frac{\omega_{s}}{\omega}-\frac{\omega}{\omega_{s}}\right) & \approx-\frac{2\left(\omega-\omega_{s}\right)}{\omega_{s}} \\
\text { Let } \quad F & =\frac{2\left(\omega-\omega_{s}\right)}{\omega_{s}}
\end{aligned}
$$

then

$$
\begin{equation*}
x \approx \frac{1}{\omega_{s} C_{p}} \cdot \frac{F}{\left(r_{0}-F\right)} \tag{4.57}
\end{equation*}
$$

Consider now the response of the lou-pass prototype filter, shown in Figure $4.25(\mathrm{a})$, and the single-sided response shown in Figure 4. 25 (b). A frequency transform will be derived which will map the passtand of the prototype into the region -1 to - . 1 (corresponding to ( $f_{c}-3000$ ) to $\left.\left(f_{c}-300\right) H e r t z\right)$, and the stopband to the region +.1 to +1.0 , so that the attenuation levels at each stopband edge are equal, and exceeded elsawhere in the stopband. This transform will be of the form:

$$
\begin{equation*}
\omega \rightarrow \frac{a \omega+\omega_{1}}{\omega+\omega_{2}} \tag{4.58}
\end{equation*}
$$

and it must map the prototype frequencies thus:

- $1 \rightarrow$ - 1
$+1 \rightarrow-0.1$
$+x \rightarrow+0.1$
$-x \rightarrow+1$


FIGURE 4.25 Single-Sided Transformation .

(b)


FIGURE 4.26. Pulling of Crystal Frequencies.

From these conditions and (4.58), the following equations follow:

$$
\begin{align*}
-1 & =\frac{\omega_{1}-a}{\omega_{2}-1}  \tag{4.59}\\
1 & =\frac{10 \omega_{1}-a}{10 \omega_{2}-1}  \tag{4.60}\\
x & =\frac{10 \omega_{1}+a}{10 \omega_{2}+1}  \tag{4.61}\\
-x & =\frac{a+\omega_{1}}{1+\omega_{2}} \tag{4.62}
\end{align*}
$$

From the first three equations, $a, \omega_{1}$ and $\omega_{2}$, can be put in terms of the unknown " $x$ ", and are given by:

$$
\begin{aligned}
a & =\frac{13 x-9}{13-9 x} \\
\omega_{1} & =\frac{31 x+9}{130-90 x} \\
\omega_{2} & =\frac{9 x+31}{130-90 x}
\end{aligned}
$$

Substituting for $a, \omega_{1}, \omega_{2}$ in (4.62) and solving for $\times$ gives:

$$
81 x^{2}-322 x+81=0
$$

whence

$$
x=3.705 \text { or } 0.2699
$$

Since the value of $x$ determines the minimum stopband rejection, the largest possible value is desirable (see Figure 4.25). Thus $x=3.705$; the smaller value corresponds to a case where the stopband is mapped to the region $(-1<\omega<-0.1)$, and the filter is otherwise "all-pass".

With this value of $x$, the frequency transform (4.58) becomes

$$
\begin{equation*}
\omega \rightarrow \frac{1.92 .6 \omega+0.6087}{0.3162-\omega} \tag{4.63}
\end{equation*}
$$

but for convenience it will be left in symbolic form until the final design equations are given, except for noting the sign of " $\omega$ " in the denominator of (4.63).

Now a further frequency transform will be introduced to map the
single-sided prototype response to an ssb response such as is dotted in Figure 4.22. This is of the form

$$
\begin{equation*}
\omega \rightarrow K\left(f-f_{c}\right) \tag{4.64}
\end{equation*}
$$

where $f_{c}$ is the required carrier frequency, $K$ can be determined from the requirement that when

$$
f=f_{c}+f_{m}
$$

where $f_{m}$ is the maximum modulating frequency ( 3000 Hz in Figure 4. 22), $f$ should map to $\omega=+1$.

Hence

$$
I=K\left(f_{c}+f_{m}-f_{c}\right)
$$

and

$$
K=1 / f_{m}
$$

Substituting (4.64) for $\omega$ in (4.58). gives the complete transform

$$
\omega=\frac{a K\left(f-f_{c}\right)+\omega_{1}}{-K\left(f-f_{c}\right)+\omega_{2}}
$$

Thus the reactance of a prototype inductor (Figure $4.24(b)$ ), $\omega_{1}$, becomes

$$
\begin{equation*}
\omega_{1} \rightarrow g_{1}\left\{\frac{a k\left(f-f_{c}\right)+\omega_{1}}{-K\left(f-f_{c}\right)+\omega_{2}}\right\} \tag{4.65}
\end{equation*}
$$

Now, if (4.65) can be put in the general form of (4.57), an equivalence can be drawn up between the transformed prototype and the crystal filter.

Equation (4.65) can be written

$$
\omega_{1} \rightarrow \frac{2 a k\left(f_{c}-\omega_{1} / a k\right)\left[f-\left(f_{c}-\omega_{1} / a k\right)\right]}{2\left(f_{c}-\omega_{1} / a K\right)\left[\left(\omega_{2}+k f_{c}\right)-k f\right]} g_{1}
$$

and thus it is possible to identify the variable "F" in (4.57) with

$$
\frac{2\left(f-\left[f_{c}-\omega_{1} / a k\right]\right)}{f_{c}-\omega_{1} / a k}
$$

To complete the equivalence, let

$$
\frac{a K\left(f_{c}-\omega_{1} / a K\right)}{2\left[\omega_{2}+K f_{c}-K f\right]}=\frac{D}{r_{0}-F}
$$

where $D$ is an arbitrary constant. Thus it is required that

$$
2\left[\omega_{2}+K f_{c} k f\right]=\frac{a K r_{o}}{D}\left(f_{c}-\omega_{1} / a K\right)-\frac{2 a K}{D}\left[f-\left(f_{c}-\omega_{1} / a K\right)\right]
$$

from which

$$
D=a
$$

and

$$
r_{0}=\frac{2\left(\omega_{2}+\omega_{1} / a\right)}{K f_{c}-\omega_{1} / a}
$$

Thus, the required series resonant frequency $f_{s^{2}}$ and $r_{0}$, can be found:

$$
\begin{align*}
& f_{s}=f_{c}-\left(\frac{\omega_{1}}{a}\right) f_{m}  \tag{4.66}\\
& r_{0}=\frac{2\left(\omega_{z}+\omega_{1} / a\right)}{\frac{f_{c}}{f_{m}}-\frac{\omega_{1}}{a}} \tag{4.67}
\end{align*}
$$

(using $K=1 / f_{m}$ ).
Thus, the reactance of a prototype inductor, $\omega_{1}$, becomes, through the frequency transform,

$$
\begin{equation*}
\operatorname{wg}_{1} \rightarrow \frac{a F}{r_{0}-F} \cdot g_{1} \tag{4.68}
\end{equation*}
$$

Thus the series and parallel resonances of the required crystals can be found through (4.66) and (4.67); if the parallel capacity of the crystal is $C_{p}$, then from (4.57) its series reactance is

$$
x=\frac{1}{2 \pi F_{s} C_{p}} \cdot \frac{F}{\left(r_{0}-F\right)}
$$

By comparison with (4.68) then, an equivalence can be drawn up between the crystal filter and the transformed prototype (see Figure 4.24) if the terminating resistors are raised to a value $R_{0}$, where

$$
\begin{equation*}
R_{0}=\frac{1}{2 \pi f_{s} C_{p} a g_{1}} \tag{4.69}
\end{equation*}
$$

and the impedance inverters are scaled accordingly. The values of the coupling capacitors are found by equating the capacitive inverters to the ideal inverters at the series resonant frequency $\mathrm{f}_{\mathrm{S}}$. Before finally deriving the explicit design equations for the
crystal filter, it is necessary to descuss how the negative series capacitors of the inverters (Figure $4.24(c)$ ) can be absorbed into the crystals. This can be conveniently done by embedding the crystals themselves within a capacitive network, as shown in Figure 4. 26 (a). The capacitor $C_{A}$ includes the "holder" capacitance of the crystal, and allows the paraliel resonant frequency of the crystal to be set precisely, while $C_{B}$ allows the negative inverter capacitance to be absorbed and the series resonance to be set precisely. Let tine actual parallel capacitance of the crystal unit $X$ be $C_{p}{ }^{\prime}$, and the actual series and parallel resonant frequencies be $f_{s}{ }^{\prime}$ and $f_{p}$ '. The frequency relationships are shoun in Figure 4. 26 (b). Then it can easily be shoun that, for the external resonances of $X, C_{A}, C_{B}$ to be $f_{s}, f_{P}$, then

$$
\begin{align*}
& c_{A}=\frac{f_{s}^{\prime}}{f_{p}^{\prime}} \cdot\left(\frac{f_{p}-f_{p}^{\prime}}{f_{s}^{\prime}-f_{p}}\right) \cdot c_{p}^{\prime}  \tag{4.70}\\
& c_{B}=\frac{f_{s}^{\prime}\left(f_{p}^{\prime}-f_{s}^{\prime}\right)\left(f_{s}-f_{p}\right)}{f_{p}^{\prime}\left(f_{s}^{\prime}-f_{p}\right)\left(f_{s}-f_{s}^{\prime}\right)} \cdot c_{p}^{\prime} \tag{4.71}
\end{align*}
$$

The resulting parallel capacitance, $C_{p}$, is

$$
\begin{equation*}
c_{p}=\frac{f_{p}\left(f_{p}-f_{s}\right)\left(f_{p}^{\prime}-f_{s}^{\prime}\right)}{f_{p}^{\prime}\left(f_{p}-f_{s}^{\prime}\right)^{2}} \cdot c_{p}^{\prime} \tag{4.72}
\end{equation*}
$$

Finally, the design formulae can be uritten explicitly, and the resulting filter circuit is shown in Figure 4.27. The design formulae are again given in terms of the parameters $g_{0}$ and $k_{r, r+1}$ of equations (3.23) and (3.24).

If the passband ripple required is $L_{A R} d B$, the unwanted sideband rejection $L_{s} d B$, then the number of crystals raquired, $n$, is given by:

$$
\begin{aligned}
& \varepsilon=\sqrt{10^{L_{A R} / 10}-1} \\
& n \geqslant 0.504 \cosh ^{-1}\left(\frac{1}{\varepsilon} \sqrt{\left.10^{L^{\prime}} / 10-1\right)}\right.
\end{aligned}
$$



FIGURE 4.27Lower Sideband Filter Circuit.


FIGURE 4.28Computed Response of Example Design .

The coupling parameters are:

$$
\begin{aligned}
\eta & =\sinh \left(\frac{1}{n} \sinh ^{-1}\left[\frac{1}{\varepsilon}\right]\right) \\
9_{0} & =\frac{2}{\eta} \sin \left(\frac{\pi}{2 n}\right) \\
k_{\Gamma, r+l} & =\sqrt{\frac{\eta^{2}+\sin ^{2}(\Gamma \pi / n)}{2[\cos (\pi / n)-\cos (2 \Gamma \pi / n)]}}
\end{aligned}
$$

Now the crystal parameters required can be found, given the carrier frequency $f_{c}$ and maximurn modulating frequency $f_{m}$ :

Series resonant frequency: $f_{s}=f_{c}-0.3162 f_{m}$

$$
\begin{aligned}
& f_{s}=f_{c}-0.3162 f_{m} 1.265 f_{m} \\
& r_{a}=\frac{1.265}{\frac{1}{f_{c}}-0.3162}=\frac{f_{s}}{f_{m}}
\end{aligned}
$$

Parallel resonant

$$
\text { frequency: } \quad f_{p}=f_{s} \sqrt{l+I_{0}}
$$

If a crystal unit with series and parallel resonant frequencies $f_{s}$ ' and $f_{p}$ is available, with $f_{s}{ }^{\prime}<f_{s}<f_{p}<f_{p}{ }^{\prime}$, and has a parallel capacity $C_{p}{ }^{\prime}$, then appropriate parallel and serjes capacitors $C_{A}$ and $C_{B}$ can be found from equations (4.70) and (4.71) and the equivalent parallel capacitance is $C_{p}$, given by (4.72). Then the component values in Figure 4. 27 are given by:

$$
\begin{aligned}
R_{0} & =\frac{1}{12.1 f_{s} C_{p} g_{0}} \\
C_{r, r+1} & =\frac{1.925 C_{p}}{k_{r, r+1}} \\
\frac{1}{C_{1}} & =\frac{1}{C_{B}}-\frac{1}{C_{12}} \\
\frac{1}{C_{n}} & =\frac{1}{C_{B}}-\frac{1}{C_{n-1}} \\
\frac{1}{C_{r}} & =\frac{1}{C_{B}}-\frac{1}{C_{r-1, r}}-\frac{1}{C_{r, r+1}} r=2 \rightarrow n-1
\end{aligned}
$$

## Design Example

Carrier Frequency, $f_{c}=12.7936 \mathrm{mHz}$
Maximum Baseband Frequency, $f_{m}=3 \mathrm{KHz}$

Passband Ripple $=1 \mathrm{~dB}$
Minimum Sideband rejection
$=50 \mathrm{~dB}$
$\varepsilon=\sqrt{10^{-1}-1}$
$=0.5088$
$n \geqslant 0.504 \cosh ^{-1}\left(\frac{1}{.5088} \sqrt{10^{5}-1}\right.$
$n \geqslant 3.59$
or

$$
n=4
$$

$$
\eta=\sinh \left(\frac{1}{4} \sinh ^{-1}\left[\frac{1}{.5088}\right]\right)
$$

$$
=0.3646
$$

$$
9_{0}=2.099
$$

$$
k_{12}=0.6690^{\circ}=k_{34}
$$

$$
k_{23}=0.5761
$$

Required crystal series resonance,

$$
\begin{aligned}
\mathbf{f}_{s} & =12.7936-0.3162 \times 3 \times 10^{-3} \mathrm{mHz} \\
& =12.7927 \mathrm{mHz} \\
r_{o} & =\frac{1.265}{\frac{12.7936}{3 \times 10^{-3}}-0.3162} \\
& =2.967 \times 10^{-4} \\
f_{p} & =12.7946 \mathrm{mHz}
\end{aligned}
$$

Crystals are available with

$$
\begin{aligned}
& f_{s}^{\prime}=12.787 \mathrm{mHz} \\
& f_{p}^{\prime}=12.807 \mathrm{mHz}
\end{aligned}
$$

Thus

$$
\begin{aligned}
C_{p}^{\prime} & =4.35 \mathrm{pF} \\
C_{A}^{\prime} & =\frac{12.787}{12.807}\left(\frac{12.7946-12.807}{12.787-12.7946}\right) \times 4.35 \\
& =7.086 \mathrm{pF} \\
C_{B} & =3.81 \mathrm{pF} \\
C_{p} & =2.86 \mathrm{pF} \\
\mathrm{R}_{0} & =\frac{12.1 \times 12.7927 \times 10^{6} \times 2.86 \times 10^{-12} \times 2.099}{C_{12}} \\
= & C_{34} \\
& =\frac{1076 \mathrm{ohms}}{0.625} \times 2.86 \\
& =8.229 \mathrm{pF} \\
C_{23} & =9.557 \mathrm{pF} \\
\frac{1}{C_{1}} & =\frac{1}{3.81}-\frac{1}{8.229} \\
C_{1} & =7.095 \mathrm{pF} \\
& =C_{4} \\
C_{2} & =\frac{1}{3.81}-\frac{1}{8.229}-\frac{1}{9.557} \\
C_{2} & =27.54 \mathrm{pF} \\
& =C_{3}
\end{aligned}
$$

The insertion-loss response of this filter is plotted in Figure 4.28. This was computed assuming the crystals to have the "real" frequency variation (4.56), and the couplings to have a realistic frequency variation. The graph shows that the design procedure is virtually exact. The passband ripple level and the passband edges are exact. The insertion loss at the edges of the stopband are equal, and in fact exceed the specification by 5 dB , since the number of crystals used is, of course, integral!

Although the derivation of the desion procedure was somewhat tedious, the resulting equations are very simple and easy to apply. The only
requirements placed on the crystals are that their series and parallel resonant frequencies should bracket the required resonant frequencies; the actual self-capacity of a practical crystal is then easily incorporatod into the design. The resulting filter circuit uses only crystals and capacitors, and all the crystals are identical. This should allow an economy of scale in quantity manufacture, as well as simplifying store-keeping and reducing construction errors.

### 4.7 Conclusions

This Chapter has been concerned with developing design procedures for coupled-resonator handpass filters. It has considered the design of what are essentially "microwave" filters, of the interdigital, combline and waveguide type, and lumped element filters which are essentially "low-frequency".

Broadly speaking, all the design procedures have been developed by the some method: the filter structure has been analysed in order to determine an appropriate lowpass to bandpass transformation; this transform is applied to the lowpass prototype; and the resulting network equated to the original structure. In the first four cases, the frequency dependence of the inter-resonator couplings were allowed for; however, this frequency dependence is not significant for the very narrow-band crystal single-sideband filters.

The emphasis has been on "direct" design methods, that is, methods which can be used by the engineer with no specialist knowledge of filter theory. This limits the designs to methods where axplicit element values are obtainable for the prototype filters. Only in the design procedure for combline filters has a numerical procedure been introduced, and even that converges very rapjidly and can be applied "by hand" using a non-programmable calculator.

The chapter finished by giving an original procodure for designing crystal sirgle-sideband filters, using a filter circuit proviously
considered by Mason, Sykes, and Dishal ([4.8]-[4.10]). The new method is extremely simple to apply, and the computed response of a typical filter showed it to be capable of very high performance.

## CHAPTER 5

REVIEU OF DIPLEXER DESIGN
5.1 Introduction

In the context of this thesis, a diplexer is a passive device which is capable of splitting a signal on one path between two different paths, according to the frequency of the signal. The device is assumed linear, so an input signal with a bread spectrum of frequency components will divide between the outputs, according to the frequency of its components.

Diplexers are generally reciprocal, so they can equally well be used for combining signals in different frequency bands onto a common path. However, for the purposes of analysis, it is often convenient to consider the device as a "splitter" rather than a "combiner".

The diplexer is the simplest case of the multiplexer. Some of the mathods of diplexer design described in this chapter can be extended to multiplexers, and the text indicates where this is so.

Diplexers should be distinguished from devices commonly called "power dividers", which marely divide their input power squally between two (or often more) output ports irrespective of frequency.

Communication systems use diplexers for a number of purposes, and Figure 5.1 shows some of these diagrammatically.

In Figure 5.1(a) a diplexer is used to divide the received signal from an antenna between two receivers, each handing a different band of frequencies. In (b) is shoun the corresponding case, where the diplexer combines the outputs of two transmitters onto the feed to a common antenna. Diplexers are often used to allow a single medium to pass signals in both directions, distinguished from aach other by their different frequencies. Figure 5.1(c) and (d) show this principle applied both to line and radio systems. In microwave radio systems a device performing this function is often referrad to as a "diplexer".
(a)

(b)

(c)


EIGURE 5.1 Some Diplexer Applications.

In all the applications shown in Figure 5.1, both channels of the diplexer have a bandpass characteristic, and such diplexers will be referred to as "bandpass/bandpass". However, some applications require diplexers where one channel has a lowpass and the other a highpass response, and these will be referred to as "highpass/lowpass" diplexers.

Figure 5.2(a) and (b) show two possible responses of a highpass/ lowpass diplexer. In (a), the responses of the loupass and highpass channels cross-over at the frequency where each response is at its half-power (- 3dB) point. Thus, at this frequency exactly half the input power passes to each channel. Such a diplexer is termed "contiguous". In (b) however, the channels cross-over at a frequency where the attenuation is much higher, and such a diplexer is termed "non-contiguous". The band of frequencies between the cut-off frequencies of each channel is called the "guard-band". These terms apply equally to bandpass/bandpass diplexers.

In the applications shown in Figure 5.1, the diplexers are operating in systems where the signals are borne on transmission lines, and it is important to the operation of these systems that these transmission lines are matched, at least within the individual channel passbands. It will be seen later that most of the fundamental problems in diplexar design stam from this requirement.

Because diplexers are selective devices, it is inevitable that their construction should involve filters in some way. One elementary form of diplexer is shown in Figure 5.3. It uses a pair of bandpass filters, each of which begins with a parallel resonant circuit, so that their stopband input impedances tend to a short circuit, or, erivalently, the filters ars minimum reactive. The filters are connected in series at the "common port", and this forms the diplexer input. The impedance seen looking into the common port is, ideally, essentially resistive in the passband of each filter, and hence will match to a

(b)


FIGURE 5.2 Contiguous (a) \& Non-Contiguous (b) Responses.


FIGURE 5.3 Èlementary Diplexer Circuit.
resistive source, and reactive and tending ice zero at all other
frequencies. However, because the stopband input impedance of a filter is actually somewhat reactive, the filters interact, especially if their passbands are near-contiguous, and this spoils the performance of the diplexer. The art of diplexer design lies in compensating for this interaction, and this can be approached in two ways; either the filters can be designed so that the interactions mutually cancel out, or the filters can be interconnected using additional passive devices such as hybrids or circulators in such a way as to decouple then. The first method will be the main concern of the rest of this thesis; the second method will be briefly reviewed in section 5.3. Section 5. 2
is concerned with the systems requirements on diplexers, while section 5.4 reviews the limitations on the performance of diplexers which use directly connected interacting filters, and reviews tho published mathods of design.

It is perhaps appropriate at this stage to mention that there are a number of configurations into which multiplexers in general seem to fit. The first of these, shown in Figure 5.4(a) might be called a "true multichannel filter", because it cannot be decomposed into a combination of any of the other forms. For example, it could be composed of a number of minimum-reactive bandpass filters connected in series at one port. It can essentially be represented as an ( $n+1$ ) port notwork, with one"input" and $n$ "output" ports. Figures 5. $4(b)$ and (c) however, show two multiplexer configurations which are assembled from a set of diplexers; Figure 5.4(b) might be termed a "trea" type, and uses highpass/lowpass diplexers (though bandpass/bandpass would be feasible); Figure 5. (c) uses a cascade of "channel-dropping" diplexers.


FIGURE 5.4 Multiplexer Configurations.

### 5.2 Systems Requirements on Diplexer Design

Because diplexers themselves are selective devices, it is logical where possible to combina the selectivity in a system with the diplexing function. Some system requirements on diplexers thus stem directly from the selectivity requirements of the system, others stem from the diplexing function itself. This can be discussed with reference to Figure 5.5 which shows a hypothetical diplexer and its responses.

The passband requirements mainly stem from the need for minimum distortion of the signals passing through the diplexers which put limitations on the gain flatness in each passband and on the group delay variation. Typical system requirements in these respects are discussed by Kudsia and D'Donovan |5.1|. Other requirements are for "flat loss" in each channel to be as small as possible. These losses stem mainly from dissipation within the diplexer structure, and result in degradation of nojse figure in a "receive" diplexer and local heating and power loss in a "transmit" diplexer. The requirements in this respect do not differ from conventional filter requirements.

The other passband response parameter important in diplexers is the return loss. This is especially important since it is this parameter which is mainly degraded when filters are interconnected. The passband return loss will be particularly important for diplexers destined for the multiplexer arrangenents shown in Figure (5.4(b) and (c). since the diplexers have to be cascaded, and the limit of this "cascadeability" is governed by the quality of the impedance match at each port of the diplexer.

The passband response should also be discussed with reference to the stopband selectivity. The earlier discussion of the approximation


FIGURE 5.5 A Diplexer and its Responses.
problem brought out the important optimum properties of the equal.. ripple response. When discussing approximation with reference to diplexers the equal-ripple response is also important. It will be shoun in section 5.4 that, in an ideal lossless diplexer with equalripple transmission through each channel, the points of perfect transmission through one channel must coincide with transmission zeroes in the stopband of the other (see Figure 5.6(a)). If this condition is met, the selectivity of each channel will be very heavily weighted onto the passband of the other. This is generally undesirable, and a response nearer to Figure $5.6(b)$ is preferred, where selectivity is available over the entire stopband of each channel. The "ideal" case is also generally unrealisable.

Referring again to Figure 5.5, various parameters of the stopband response are seen to be important, especially where the diplexer is supplying a large part of the system selectivity. Three isolation attenuation factors are defined. Assuming the diplexer to be splitting a signal at port 1 between ports 2 and $3, I_{12}$ and $I_{13}$ directly measure the amount of signal destined for one channel which enters the other. One application where this may be important is shown in Figure 5.7, which is a crude "surveillance" type of receiver, which shous the spectrum occupancy of two neigh bouring frequency bands. Here a strong signal in band 1 will also show up as a weak signal in band 2. The third important isolation figure is $I_{23}$, which would be important in the transmit-receive "duplexer" shown in Figure 5.8, and governs the amount of transmitter output power which enters the receiver and hence its dynamic range. This is of particular importance, for example, in satellite communication ground stations, where a highly sensitive receiver and very high power transmitter have to share a common antenna and feed.

Finally, a word on frequency plans is appropriate. Figure 5.9


FIGURE 5.6 'Ideal'(a) and Non-Ideal (b) Diplexer Responses.
wideband

indicators.
antenna.
FIGURE 5.7 Surveillance Receiver.


FIGURE 5.8 Diplexer used as 'Duplexer'.
represents the channel responses of a bandpass/bandpass diplexer relative to the communication channels which might be passing through it. The important point of note is that the closeness of the communication channels and the isolation required governs the selectivity requirements desirable in each channel. In Figure $5.9(a)$ the channel responses are arranged to be contiguous, and the diplexer channels are hence broader than the system demands. In 5.9(b) however, the diplexer channel responses are arranged to just pass the communication channels, and hence need not be so selective to meet the same isolation requirements. Thus a non-contiguous diplexer design technique may allow a saving of degree in a given application, and thus a reduction in loss. This is important, since most of the published design techniques using interacting filters, reviewed in section 5.4, apply only to contiguous diplexers. The main advance of the methods reported in later chapters of this thesis lies in their ability to produce non-contiguous designs.

### 5.3 Methods of "Decoupled" Diplexer Desion

Filters can be combined with passive devices such as circulators or hybrid junctions so that the filters may be decoup? ? and interaction thus avoided. Certain four-port structures exist uhich combine tho hybrid and filtering functions; these are called "directional
filters". Another diplexer structure involving hybrids but not using filters in the conventional sense is the "commutating fillter".
a) Design using circulators [5.2]

A circulator $[5.3]$ is a matched, lossless three- (or sometimes more)
port network, which is necessarily non-reciprocal. most circulators are also frequency-variant, and will only exhibit circulation, and remain matched, over a relatively narrow band of frequencies and are only matched within that band. For the purposes of this analysis, the circulator will be assumed frequency-independent.


FIGURE 5.9 Meeting an Isolation Specification.


FIGURE 5.10 Circulator-Port Numbering.

(a)

FIGURE 5.11 Circulator-type Diplexer.

Referring to Figure 5.10, let the circulator have the scattering matrix [s]. The requirement that all ports be matched implies that all the leading diagonal terms of $[5]$ are zero. Furthermore, if the circulator is lossless

$$
\begin{equation*}
[\mathrm{s}] \cdot[\mathrm{s}]^{T^{*}}=[\mathrm{I}] \tag{5.1}
\end{equation*}
$$

with [I] the unit matrix. From (5.1), multiplying out the matrices, gives the conditions

$$
\begin{align*}
\left|s_{12}\right|^{2}+\left|s_{13}\right|^{2} & =1  \tag{5.2}\\
\left|s_{21}\right|^{2}+\left|s_{23}\right|^{2} & =1  \tag{5.3}\\
\left|s_{31}\right|^{2}+\left|s_{32}\right|^{2} & =1  \tag{5.4}\\
s_{12} s_{23}^{*} & =0  \tag{5.5}\\
s_{12} s_{32}^{*} & =0  \tag{5.6}\\
s_{21} s_{31}^{*} & =0 \tag{5.7}
\end{align*}
$$

Each of (5.5) to (5.7) can be met only if at least one term on the LHS is identically zero. Assuming first that $\mathrm{S}_{13}$ is zero, then from (5.2) $\left|S_{12}\right|$ is identically unity. From (5.6) $S_{32}=0$, and thus from (5.4) $\left|S_{31}\right|=1$. Continuing the process, we obtain finally

$$
\begin{aligned}
& \left|s_{12}\right|=\left|s_{23}\right|=\left|s_{31}\right|=1 \\
& \left|s_{13}\right|=\left|s_{32}\right|=\left|s_{21}\right|=0
\end{aligned}
$$

and [S] can be written

$$
\left(\begin{array}{lll}
0 & \exp \left(j \not \varnothing_{1}\right) & 0 \\
0 & 0 & \exp \left(j \not \varnothing_{2}\right) \\
\exp \left(j \not \not_{3}\right) & 0 & 0
\end{array}\right)
$$

Physically, the operation of the circulator is as follows; a wave incident at port 1 energes at port 2, a wave incident at port 2 emerges at port 3, a wave incident at port 3 emerges at port 1 . It is clear that, [S] being asymmetric, it is a non-reciprocal device, and the name "circulator" is well-deserved. Circulators can be realised at microwave frequencies by ferrite $Y$-junctions, and at low frequency
using active circuits.
A diplexer using a circulator and bandpass filter is shown in Figure 5.11(a). (The conventional symbol for a circulator is as shown in Figure $5.11(a)$, the arrow indicating the direction of circulation.) It is clear that the scattering matrix of this arrangement is

$$
\left(\begin{array}{lll}
0 & s_{12} \exp \left(j \not \varnothing_{1}\right) & s_{11} \operatorname{axp} j\left(\not \varnothing_{1}+\not \phi_{2}\right) \\
0 & s_{22} & s_{12} \exp \left(j \not \varnothing_{2}\right) \\
\exp \left(j \not \not_{3}\right) & 0 & 0
\end{array}\right)
$$

where $S_{11}, S_{12}, S_{22}$ are here the scattering coefficients of the filter. Now in its passband, essentially $\left|S_{12}\right|=1,\left|S_{11}\right|=0$, and thus power at port 1 within the passband emerges at port 2 . In the filters stopband, $\left|S_{12}\right|=0$ and $\left|S_{11}\right| \approx 1$, thus power incident at port 1 appears at port 3. Thus this circuit behaves as a channeldropping filter. The responses of the device are shwon in Figure 5. 11(b). Because of the circulator, tho impedances at ports 1 and 3 are purely resistive, and the devices can be readily cascaded as shown in Figure 5.11(c).

This type of multiplexer has a number of disadvantages from a systam vieupoint. Uhen channels are reflected from a filter for which they are not intended, virtually all the power is reflected but the reflected signal suffers group-delay distortion. This can be minimised by careful choice of the order in which channels are dropped. Circulators are inevitably somewhat lossy, and since they generally use ferrite in their construction are prone to non-linearity at high power levels. These effects together limit dynamic range. The normal realisation of circulators invoives a heavy magnet assembly for each circulator, so there may be a weight penalty when the multiplexer is to bo used in, for example, a communication satellite. Despite these disadvantages, this method of design has great flexibility and


FIGURE 5.12 Four-port Hybrid.
has been axtensively used in radio-relaysystems (see eg reference [5.4]).
b) Design using hybrids

A "hybrid" is a general term for a lossless matched four-port network, described by the scattering matrix:

$$
[s]=\left|\begin{array}{llll}
0 & 0 & s_{13} & s_{14}  \tag{5.8}\\
0 & 0 & s_{23} & s_{24} \\
s_{13} & s_{23} & 0 & 0 \\
s_{14} & s_{24} & 0 & 0
\end{array}\right|
$$

The theoretical limitations on such networks are fully discussed by Carlin and Giordano [2.1]. Hybrids are realisable by simple transformer networks [2.1] from audio frequency up to uhf, and at higher frequencies by directional couplers and waveguide "magic tees" [5.5].

Referring to Figure 5.12, the scattering matrix (5.8) imples that a signal incident at port 1 is decoupled from port 2 and vice-versa, and a signal incident at port 3 decoupled at port 4 and vice-versa. The network is matched and lossless, so an incident signal at port 1 is split according to the magnitudes of $S_{13}$ and $S_{14}$ between ports 3 and 4. The first elementary property which follows is thus

$$
\left.\begin{array}{r}
\left|s_{13}\right|^{2}+\left|s_{14}\right|^{2}=1  \tag{5.9}\\
\text { and similarly } \\
\left|s_{23}\right|^{2}+\left|s_{24}\right|^{2}=1
\end{array}\right\}
$$

The unitary condition also gives the relations

$$
\left|s_{13}\right|^{2}+\left|s_{23}\right|^{2}=1
$$

and

$$
\left|s_{14}\right|^{2}+\left|s_{24}\right|^{2}=1
$$

which taken in conjunction with (5.9) gives
and

$$
\begin{equation*}
\left|s_{13}\right|=\left|s_{24}\right| \tag{5.10}
\end{equation*}
$$

$$
\left|s_{14}\right|=\left|s_{23}\right|
$$

There is thus a particular symmetry to the coupling coefficients of the hybrid. It is clear that there is no special requirement that the hybrid should split an input signal equally between its appropriate output ports. For example, directional couplers may give any degree of coupling.

Of particular interest in the design of diplexers are hybrids described by the scattering matrix (5.11):

$$
[5]=\frac{1}{\sqrt{2}}\left(\begin{array}{llll}
0 & 0 & l & j  \tag{5.11}\\
0 & 0 & j & 1 \\
1 & j & 0 & 0 \\
j & 1 & 0 & 0
\end{array}\right)
$$

Referring to Figure 5.12 again, this hybrid would split a signal at port 1 equally between ports 3 and 4, with a $90^{\circ}$ phase difference between them. Such hybrids are realisable by directional coupler circuits [5.5].

A diplexer configuration using hybrids is shown in Figure 5.13, where two identical filters are interconnected by a pair of identical $90^{\circ}$ hybrids. The four accessible ports of the diplexer are numbered and the number ringed, the other numbers are for reference. Let the filters be symmetrical and described by the scattering matrix

$$
\left[\begin{array}{ll}
s_{11} & s_{12} \\
s_{12} & s_{11}
\end{array}\right]
$$

Since both hybrids are matched, the filters are ideally terminated at each port. Thus, considering the coupling between ports 1 and 3, if waves $a_{1}$ and $a_{2}$ are incident on ports 1 and 3 , we can find the waves reflected from the first hybrid straightforwardly as follows:

(3) (4)

FIGURE 5.13 Hybrid-type Diplexer.


FIGURE 5.14 Commutating Filter.


FIGURE 5. 15 Response of Commutating Filter.

$$
\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3} \\
b_{4}
\end{array}\right)=\frac{1}{\sqrt{2}}\left[\begin{array}{llll}
0 & 0 & 1 & j \\
0 & 0 & j & 1 \\
1 & j & 0 & 0 \\
j & 1 & 0 & 0
\end{array}\right]\left(\begin{array}{l}
a_{1} \\
a_{2} \\
s_{11} b_{3} \\
s_{11} b_{4}
\end{array}\right)
$$

By simple partitioning,

$$
\begin{align*}
& \binom{b_{1}}{b_{2}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]\binom{a_{1}}{a_{2}}+\frac{s_{11}}{\sqrt{2}}\left[\begin{array}{ll}
1 & j \\
j & 1
\end{array}\right]\binom{b_{3}}{b_{4}}  \tag{5.12}\\
& \binom{b_{3}}{b_{4}}=\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & j \\
j & 1
\end{array}\right] \quad\binom{a_{1}}{a_{2}} \tag{5.13}
\end{align*}
$$

Substituting (5.13) in (5.12), we get

$$
\begin{aligned}
\binom{b_{1}}{b_{2}} & =\frac{s_{11}}{2}\left[\begin{array}{ll}
1 & j \\
j & 1
\end{array}\right]^{2}\binom{a_{1}}{a_{2}} \\
& =\left[\begin{array}{ll}
0 & j s_{11} \\
j s_{11} & 0
\end{array}\right]^{2}\binom{a_{1}}{a_{2}}
\end{aligned}
$$

and thus the coupling coefficient between ports 1 and 3 is just jS ${ }_{11}$, as by symmetry it is also between ports 4 and 2.

If a unit wave is incident on port 1 , the resulting waves incident on ports 3 and 4 of the second hybrid are clearly $s_{12} / \sqrt{2}$ and $j S_{12} / \sqrt{2}$. The resulting waves at ports 1 and 2 of the second hybrid are thus

$$
\begin{aligned}
\binom{b_{1}}{b_{2}} & =\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & j \\
j & 1
\end{array}\right]\binom{s_{12} / \sqrt{2}}{j s_{12} / \sqrt{2}} \\
& =\frac{s_{12}}{2}\binom{1+j^{2}}{j+j} \\
& =\binom{0}{j s_{12}}
\end{aligned}
$$

Thus port 1 is decoupled from port 2 and coupled to port 4 by the coefficient $j S_{12}$. Thus the scattering matrix of the hybrid diplexer is

$$
j\left[\begin{array}{llll}
0 & 0 & s_{11} & s_{12} \\
0 & 0 & s_{12} & s_{11} \\
s_{11} & s_{12} & 0 & 0 \\
s_{12} & s_{11} & 0 & 0
\end{array}\right]
$$

It is clear that his network fulfilse the conditions of equations (5.8)(5.10) and is thus itself a hybrid.

In Figure 5.13 the filters shown are bandpass types, but it is clear that lowpass, highpass or bandstop types could be used. In use, port 1 would be regarded as the "input", and port 2 terminated by a resistive "dummy" load. The unit then functions as a channel-dropping filter, the dropped channel emerging from port 4 and the remainder of the input from port 3. The responses of the diplexer are thus essentially similar to the circulator type discussed in the preceding section, and it is subject to the same disadvantages in respect of groupdelay distortion. Since two filters are used rather than one, there is again a weight penalty, though hybrids are commonly lighter than circulators. In addition it may be noted that if the filters used are of $n$ 'th degree the response is also of $n$ 'th degree, but the overall network is of $2 n$ 'th degree, so the network is highly redundant. The performance is also critically dependent on maintaining exact balance in each hybrid and each filter path. On the other hand the network can handle high powers, and has found application for transmitting combiners.

An equivalent device to the hybrid diplexer just described is the directional filter, in which the functions of the hybrid junctions and the filters are combined. A good review of directional filters can be found in Cohn and Coal [5.12].

The hybrid diplexer seems to have been first described by Lewis and Tillotson [5.6], similar ideas having been put forward by vos and lanvent $[5.7]$ and Bobis $[5.8]$. Ancther application for the hybrid
diplexer appears in [5.9]. The first appearance of the directional filter is from Carlin [5.10]. Both devices are then developed by a number of authors [5.11]-[5.42]. High-power diplexers have been described by Young and Dwen [5.15]. The hybrid diplexer has been considered as a channel-dropping filter in trunk waveguide systems by Marcatili [5.18] and Marcatili and Bisbee [5.19], Saha [5.28], and Shimada et al $[5.30]$, amongst many others.
c) Waveguide commutating filters

The waveguide commutating filter [5.43], [5.44], is likely to become numerically a very important type of multiplexer because of $h^{i t s}$ adoption as the channelling filter in millimetric waveguide trunk systems. Superficially it resembles the hybrid diplexer discussed in the previcus section, but its operating principles are very different. Figure .5.14 shows a simple form of commutating filter. It consists of a pair of $90^{\circ}$ hybrids interconnected by matched transmission lines, such that the path lengths differ by a time delay $T$ seconds. In the following analysis, it will be assumed for simplicity that there is no phase shift in the interconnecting lines apart from the time delay in one of them.

Assume that a unit wave is incident on port 1 of hybrid i. Since the hybrid is matched at all its ports, the wave is decoupled from port 2, and the waves at ports 3 and 4 are given by

$$
\begin{aligned}
\binom{b_{3}}{b_{4}} & =\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & j \\
j & 1
\end{array}\right]\binom{1}{0} \\
& =\frac{1}{\sqrt{2}}\binom{1}{j}
\end{aligned}
$$

These waves are incident on ports 3 and 4 of the second hybrid after the wave $b_{3}$ has been delayed by a time $T$. Since the second hybrid is matched there are no reflections from ports 3 and 4, and the waves emerging from ports 1 and 2 of the second hybrid are given by

$$
\begin{align*}
\binom{b_{1}}{b_{2}} & =\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & j \\
j & 1
\end{array}\right] \frac{1}{\sqrt{2}}\binom{e^{-j \omega T}}{j} \\
& =\frac{1}{2}\binom{e^{-j \omega T}-1}{j e^{-j \omega T}+j}^{-j \omega} \tag{5.14}
\end{align*}
$$

and these form the outputs $b_{A}$ and $b_{B}$ of the system.
From (5.14) the modulus of the output at port A for a unit wave at port 1 of the first hybrid, which is the appropriate transfer coefficient modulus, is given by:

$$
\begin{align*}
\left|S_{1 A}\right|^{2} & =1 / 4\left[(\cos \omega T-1)^{2}+\sin ^{2} \omega T\right] \\
& =1 / 4\left[\cos ^{2} \omega T-2 \cos \omega T+1+\sin ^{2} \omega T\right] \\
& =1 / 2[1-\cos \omega T] \\
& =\sin ^{2}\left(\frac{\omega T}{2}\right) \tag{5.15}
\end{align*}
$$

while

$$
\begin{align*}
\left|S_{10}\right|^{2} & =1 / 4\left[(\cos \omega T+1)^{2}+\sin ^{2} \omega T\right] \\
& =1 / 2[1+\cos \omega T] \\
& =\cos ^{2}\left(\frac{\omega T}{2}\right) \tag{5.16}
\end{align*}
$$

Thus the division of power between the output ports varies periodically with frequency, with a period of $\omega=2 \pi / T$, as shown in Figure 5.15. Note that

$$
\begin{aligned}
\left|S_{1 A}\right|^{2}+\left|S_{1 B}\right|^{2} & =\sin ^{2}\left(\frac{\omega T}{2}\right)+\cos ^{2}\left(\frac{\omega T}{2}\right) \\
& =1
\end{aligned}
$$

as expected.
From equation (5.14) again, the phase shift can be determined, and for example

$$
\begin{aligned}
\operatorname{ang}\left(s_{1 A}\right) & =\tan ^{-1}\left[-\frac{\sin \omega T}{\cos \omega T-1}\right] \\
& =\tan ^{-1}\left[\frac{2 \sin \left(\frac{\omega T}{2}\right) \cos \left(\frac{\omega T}{2}\right)}{2 \sin ^{2}\left(\frac{\omega T}{2}\right)}\right] \\
& =\tan ^{-1}\left[\cot \left(\frac{\omega T}{2}\right)\right] \\
& =\frac{\pi}{2}-\left(\frac{\omega T}{2}\right)
\end{aligned}
$$

This is a linear function of $\omega$, and hence the response of the commutating filter is inherently linear phase.

For applications such as in the trunk waveguide scheme the commutating filter is very suitable for several reasons. Firstly, its periodic responses can be used to advantage in planning the multiplexer configuration, and the fact that the commutating filter is matched simplifies cascading. Second, it has a very lowloss, since no resonant elements are used, and an intrinsically linear-phase response. It is easy to fabricate in large numbers using numerically controlled machine tools.

The commutating filters main disadvantage is its poor selectivity in comparison with conventional filter responses. The selectivity can be improved by replacing the delay line with all-pass networks with a larger rate of change of phase with frequency in the transition region between bands [5.45], but at the expense of sacrificing the linearphase response. Nevertheless, the group delay distortion remains small.

The commutating filter type of diplexer is also attractive when high power handling capacity is needed [5.45]; sincs there is no resonance and therefore little stored energy, local heating and ionjation leading to breakdown are less of a problem than in conventional filters.

### 5.4 Design of Directly Interacting Diplexers

a) Lowpass/highpass diplexers

Consider the input impedance of a doubly-terminated lowpass filter, which for the sake of argument can have a Chebyshev insertion-loss response. At a finite set of frequencies within the passband, the insertion loss of the filter is zero. These frequencies are the zeros of the insertion loss function $L_{\hat{A}}$, where

$$
L_{A}=10 \log _{10}\left(1+\varepsilon^{2} T n^{2}(\omega)\right)
$$

Thus the frequencies of zero insertion loss are the zeros of the Chebyshev polynomial $T_{\Pi}(\omega)$. At the zero-loss frequencies, the input impedance of the filter is purely real, and equal to the designed source impedance. Thus, in essence, in its passband the filters input impedance is real and constant, while, if the filter is a minimum reactance network, the stopband input impedance is approximately zero, and mainly imaginary. Under these conditions, if two filters are connected in series at one port as in Figure 5.3, the input impedance will be real in the passband of each filter and thus present a match to a resistive source, and so the device will function as a diplexer. However, the behaviour of real filters complicates the situation. This is shown by Figure 5.16, which shows the input impedance characteristics of lowpass and highpass filters. Although the reactive part of the input impedance of one filter is nearly zero in its passband, it has a large peak just beyond cutoff, lying within the passband of the other, and thus the filters will interact severely if they are connected directly in series.

This interaction can be avoided if the filters are designed so that their input impedances are actually complex in the passbands, so that their imaginary pâts are equal and opposite and the real parts sum to a constant. Such networks are termed "complementary" [5.46]. One example of complementary filters which can be used in a diplexer is the maxinally-flat sinqly-terminated loupass/highpass filter pair [5.47]. Singly-terminated filters were discussed briefly in Chapter 3; briefly, the n'th-degree singly-terminated maximally flat prototype lowpass filter has an input impedance of the form

$$
\begin{equation*}
z_{L}(j \omega)=\frac{1}{1+\omega^{2 n}}+j x_{L}(\omega) \tag{5.17}
\end{equation*}
$$

Thus, if the filter is excited by a current source of one amp, the real power absorbed by the filter has the form of the real part on


FIGURE 5.16 Input Impedance of HP/LP Filter Pair.


FIGURE 5.17 Responses of 'Ideal' Diplexer.


FIGURE 5.18 'Approximate' Diplexer Response.
the rhs of equation (5.17). Since the filter is lossless, all this power is delivered to the load, and hence the insertion-loss ratio of the circuit is just

$$
L=\frac{1}{2+\omega^{2 n}}
$$

which is of course the maximally-flat form.
If the prototype network is minimum reactance, then $X(\omega)$ can be found by applying the Hilbert transform [5.48]. In this case consider the input reactance of the singly terminated lossless lowpass prototype and the highpass filter obtained from it by applying the frequency transform $\omega \rightarrow-1 / \omega$. The input impedance of the highpass filter is found by substituting for $\omega$ in (5.17), and is of the form

$$
\begin{equation*}
z_{H}(j \omega)=\frac{\omega^{2 n}}{1+\omega^{2 n}}+j x_{H}(\omega) \tag{5.18}
\end{equation*}
$$

Clearly the real parts of (5.17) and (5.18) sum to unity, and thus the real part of the total input impedance of the two filters connected in series will be unity. Since both filters are minjmum reactance their sum is also, and hence by the Hilbert transform the input reactance of the diplexer is

$$
\begin{aligned}
x(\omega) & =-\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d u}{\omega-u} \\
& =\frac{1}{\pi}[\log (\omega-u)]_{-\infty}^{\infty} \\
& =0
\end{aligned}
$$

Thus the input impedance of the loupass and highpass filters connected in series is real and constant, and will present an ideal match to a unit resistive source at all frequencies. It is clear that, if the diplexer is excited from a resistive source, the input current will
therefore be constant, and thus the transfer response of each filter will have the maximally-flat form. If port $l$ is defined as the common port where the filters are connectad in sories, port 2 the output port of the lowpass filters, and port 3 of the highpass filter, it is clear that:

$$
\begin{aligned}
& \left|S_{11}\right|=0 \\
& \left|S_{12}\right|^{2}=\frac{1}{1+\omega^{2 n}} \\
& \left|S_{1.3}\right|^{2}=\frac{\omega^{2 n}}{1+\omega^{2 n}}
\end{aligned}
$$

and further that

$$
\left|s_{11}\right|^{2}+\left|s_{12}\right|^{2}+\left|s_{13}\right|^{2}=1
$$

The resulting diplexer, having a maximally-flat amplitude response, is not sufficiently selective for many applications. If an equal ripple response is sought, the fact that an ideal match is required at the input places restrictions on the type of response that is physically possible. For, if the diplexer is lossless, the unitary condition implies that

$$
\left|s_{11}\right|^{2}+\left|s_{12}\right|^{2}+\left|s_{13}\right|^{2}=1
$$

and thus, if $\mathrm{S}_{11}$ is zero,

$$
\begin{equation*}
\left|s_{12}\right|^{2}+\left|s_{13}\right|^{2}=1 \tag{5.22}
\end{equation*}
$$

Thus, at any frequency whare the insartion loss in one channel is zero there must be a transmission zero in the other channel. Thus the frequency responses of an equi-ripple ideal lowpass/highpass diplexer will be of the form shown in Figure 5.17 and Norton [5.47] has shown that the appropriate filters must be eliiptic-function. It may be noted that the form of the responses is restricted by equation (5.22) aven if the input match requirement is relaxed, and an exact input match required only at the finite set of frequencies where either filter has zaro insertion loss.

This restriction on the form of the responses possible in an ideal diplexer is particularly arduous in the case of a bandpass/bandpass diplexer. In this case, the responses will have the form already seen in Figure 5.6(a), with the selectivity of each channel heavily weighted onto the passband of the other; in fact, the response of each channel resembles more the single-sideband responses of Chapter 4. Thus selectivity is not available in the remainder of the stopband where it is usually required. In addition, if one channel has greater degree than the other, the diplexer will be unrealisable. For these reasons; and recognising that the maximally-flat response is insufficiently selective, approximate realisations of diplexers are of great importance.

To show that approximate realisations may give acceptable performance, consider the design of a "typical" lowpass-highpass diplexer using conventional Chebyshev response channel filters, where each filter has a passband ripple of 0.1 dB and a degree of 6, and the filters responses cross-over at the -3 dB frequencies, ie the diplexer is contiguous. Assuming that the lompass channel is normalised for a cutoff frequency of unity, the cutoff frequency of the hidfass channel is then at $\omega=$ 1.194. The approximate insertion-loss responses of these two filters are shown in Figure 5.18. Now suppose that the filters are connected in series and a method found to reduce the interaction to acceptable proportions. Consider the return-loss response in the lowpass channel. A 0.1 dB ripple Chebyshev filter will normally have a minimum return loss of approximately 16 dB , and it is clear that the maximum return loss can exceed 23 dB for over 85\% of the lowpass channei. From this simple treatment it can be seen that the adverse affect of the interactions in an approximately designed diplexer may not be very serious from a simple "power-flow" point of view, as long as the interaction between the input impedances
can be minimised. It also appears that the proportion of the band over which the return-loss peaks can reach an acceptable level decreases as the ripple level of the filters decreases; however, it will be seen that filters connected in a diplexing configuration exhibit a considerable apparent increase in selectivity.

The problem of designing Chebyshev lowpass/highpass diplexers with a nearly constant and real input impedance has been considered by Uenzel [5.49]. He has shown that a lowpass/highpass Chebyshev filter pair can be very nearly complementary if they are designed on a singlyterminated prototype and if:
a) The cut-off frequency of the highpass filter is scaled so that the filters insertion-loss responses crossover at the -3 dB point. Since the filters are singly terminated, this implies that the input (real-port) impedances (assuming unit termination) are equal at the same frequency to 0.5 ohm.
b) The filter cut-off slopes are equal and opposite at the crossover frequency.

Wenzel has shown that both conditions are satisfied by the singlyterminationed Chebyshev loupass prototype when the highpass filter is obtained by directly transforming the loupass prototype by the frequency transformation

$$
\begin{equation*}
\omega \rightarrow-\frac{k}{\omega} \tag{5.23}
\end{equation*}
$$

where $k$ is given by

$$
\begin{equation*}
k=\cosh ^{2}\left[\frac{1}{n} \cosh ^{-1}\left(\frac{1}{\varepsilon}\right)\right] \tag{5.24}
\end{equation*}
$$

$\varepsilon$ being the prototype ripple factor. Since element values are obtainable for the singly-terminated prototype from explicit formulae $|5.50|$ this method of design is very simple and direct. One matter not yet treated jus the relationship between the ripple factor
of the singly-terminated prototypes and the resulting ripple of the diplexer.

Consider a singly terminated prototype filter with a Chebyshev transfer response, for which

$$
R_{e}\left(Z_{i n}\right)=\frac{1}{1+\varepsilon^{2} T_{n}^{2}(\omega)}
$$

The minimum value of $R_{e}\left(Z_{i n}\right)$ within the lowpass passband is just

$$
R_{\min }=\frac{1}{1+\varepsilon^{2}}
$$

If it is assumed that the imaginary part of the input imedpance is exactly cancelled in the diplexer arrangement, then the corresponding maximum value of the reflection coefficient at the common port of the diplexer is just

$$
\begin{aligned}
S_{1 \operatorname{lnax}} & =\frac{-\varepsilon^{2}}{2+\varepsilon^{2}} \\
& \approx \frac{-\varepsilon^{2}}{2}
\end{aligned}
$$

in the usual case for which $\varepsilon \ll$ l. Thus

$$
\begin{equation*}
\left|s_{11}\right|_{\max }^{2}=\frac{\varepsilon^{4}}{4} \tag{5.25}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\left|s_{i 2}\right|_{\min }^{2}=1-\frac{\varepsilon^{4}}{4} \tag{5.26}
\end{equation*}
$$

(Here it is assumed that port 2 is the output port of the loupass filter and that the insertion loss of the highpass filter is very high, so that effectively all the power transmitted is to port 2.)

Thus, as shown by (5.25), the return-loss ripple measured at the diplexer input is considerably smaller than might be expected from the prototype ripple level. For example, consider the 0.5 dB ripple singly terminated prototype. The corresponding value of $\varepsilon$ is

$$
\begin{aligned}
\varepsilon & =\sqrt{10^{0.05}-1} \\
& =0.349
\end{aligned}
$$

and thus $\left|s_{11}\right|_{\text {max }}^{2}=3.72 \times 10^{-3}$ corresponding to a return-loss of about 24 dB (for a conventional doubly-terminated prototype, a 0.5 dB ripple corresponds to a return loss of about 9.6 dB). At the same time, this decrease in the passband ripple is not accompanied by a decrease in the stopband selectivity; since the input impedance of the diplexer is sensibly constant, the stopband rojection of either filter is not affected since the excitation is effectively from a constant-current source.

Quantifying this, let the effective ripple factor of one channel of the diplexer be $\varepsilon^{\prime}$. Then, from (5.26) we have

$$
\begin{aligned}
\frac{1}{1+\varepsilon^{\prime 2}} & \approx 1-\varepsilon^{\prime^{2}} \\
& =1-\frac{\varepsilon^{4}}{4}
\end{aligned}
$$

whence $\quad \varepsilon^{\prime}=\frac{\varepsilon^{2}}{2}$
By considering the effective asymptotic passband attenuation of the Chebyshev filter (see Chapter 3) it is easily shown that the stopband attenuation of one channel of the diplexer exceeds that of a conventional doubly-terminated filter with the same passband ripple by, in the limit as $\omega \rightarrow \infty$,

$$
6+10 \log _{10}\left(\frac{1}{\varepsilon}\right)
$$

For the example considered before, this apparent increase in attenuation is

$$
\begin{aligned}
6 & +10 \log _{10}\left(\frac{1}{0.349^{2}}\right) \\
& =25.1 \mathrm{~dB}
\end{aligned}
$$

which is very significant.
With these considerations, the design procedure emerges, and will
be discussed with reference to the form of specification given in Figure 5.18. Attenuation and return-loss levels are quoted only for the lowpass channel, since those for the highpass channel are identical through the frequency transform (5.23) and (5.24).

The passband return-loss level required is $L_{R} d B$. Thus, from (5.25),

$$
\begin{equation*}
\varepsilon^{2}=2 \times 10^{-L_{R} / 20} \tag{5.27}
\end{equation*}
$$

Now the stopband attenuation has to exceed $L_{s} d B$ at a frequency $\omega_{0}$, and thus

$$
\begin{equation*}
n \geqslant \frac{\cosh ^{-1}\left[\frac{1}{\varepsilon} \sqrt{10^{L} / 10}-1\right]}{\cosh ^{-1}\left[\omega_{0}\right]} \tag{5.28}
\end{equation*}
$$

In conjunction with (5.23) and (5.24) and the explicit element-value formulae these are the design equations for the Chebyshev loupass/ highpass diplexer.

A computer program has been written (Appendix 1) to design these diplexers using explicit formulae for the element values given the degree, and the required return-loss level of the diplexer, and to analyse the performance of the resulting circuit. Figure 5.19 shows the performance of a diplexer in which each channel has a degree of 7 and the designed return-loss level is 22 dB. The performance is clearly very good. The only visible degradation in the common-port raturn loss is the absence of the peaks nearest the cross-over frequency; however, an extra return-loss pole has appeared at the cross-over frequency to offset this. The loupass channel insertionloss response, also plotted, shows that, though the in-channel response meets the 22 dB return-loss level, the stopband attenuation is characteristic of a much higher rippla filter, being some 16 dB more selective than a 22 dB return-loss doubly-terminated filter.

These results demonstrate that Wenzel's method permits the rapid


FIGURE 5.19 Response of LPIHP Example.
and accurate design of high performance nearly equi-ripple diplexers. Because of the requirements of making the input match almost exact at all frequencies, the diplexers are necessarily contiguous. For applications where a higher selectivity than possible with Chebyshev filters is needed, Wenzel has extended the method to the design of ellipticfunction diplax日is [5.51].

Application of the Lowpass to bandpass transformation to the Butterworth or Chebyshev diplexers described so far in this section will result in a bandpass/bandstop filter pair which will behave as a channel-dropping filter. The design of such filters with maximallyflat responses has been considered by Matthaei and Cristal [5.52], and Wenzel |5.64|. They realised the bandpass filter in interdigital form and the bandstop filter with parallel-coupled resonators. A waveguide realisation has been described by Abele [5.53], and a similar idea proposed in circular waveguide by Standley [5.54].

Historically, the problem of designing diplexers has been of interest since the very earliest days of frequency multiplex communication, and though the earliest "modern-network-theory" attack on the problem was that of Norton [5.47], an image-parameter design method existed and a good account of this method is given by Guillemin [5.55].

The development of the theory of diplexers given here has been in terms of series-connected minimum-reactance filters, but it should be clear that a development in terms of shunt connected minimum susceptance netuorks is aqually valid.
b) Bandpass/bandpass diplexers

With little modification the methods worked out in section (a) can be applied to the design of bandpass/bandpass diplexers. The argument is simplified if the "quasi-bandpass" diplexer prototype of Figure 5.20 is considered. Here, the two channels of the diplexer are shifted to


FIGURE 5.20 'Prototype' Bandpass Diplexer.


FIGURE 5.21 Impedance Characteristics of Filters.


FIGURE 5.22 Reactance to be Annulled.
frequencies $\pm$ a by shunting each capacitor in the lowpass prototype by a frequency-invariant reactance of value $\bar{F}^{a} C_{r}$ 。 It is assumed that each channel is based on the same singly-terminated prototype.

The value of the band separation factor " $\alpha$ " is chosen so that the transfer responses of the two filters cross-over at the - 3 dB point, which thus occurs at zero frequency. The value of $a$ is thus fixed for a given degree $n$ and ripple factor $\varepsilon$, and $n$ and $\varepsilon$ are found as in the last section. $\alpha$ is then given by

$$
\begin{equation*}
a=\cosh \left(\frac{1}{n} \cosh ^{-1} \frac{1}{\varepsilon}\right) \tag{5.29}
\end{equation*}
$$

The input impedance characteristics of the two filters are shown in Figure 5.21. It is clear that the real part of the total diplexer input impedance is nearly equal to unity over both passbands. Since the maximum imaginary part of each impedance occurs at very nearly the - 3 dB frequency, the imaginary parts are very nearly oqual and opposite over the "inner" half of each filters response, but the total imaginary part is substantial over the "outer" half of each response. The form of the remaining input reactance of the diplexer is therefore as shown in Figure 5.22. Within the passband of each filter the slope of this remaining reactance is negative, and the reactance is positive for negative frequencies. Thus the reactance can be approximately annulled by a lossless reactive network, the simplest form of which is shown in Figure 5.21 as a series, shunt-resonant circuit, $L_{A}, C_{A}$. This network can be designed to annull the remaining reactance exactly at two frequencies in the passband of each filter, which are usually chosen to be near the band centre and extreme band-edge. Because of symmetry, the annulling need only be worked out for one channel. The resulting diplexer prototype can be directly transformed into a real bandpass/bandpass filter pair using the reactance slope technique. The design of a diplexer prototype will be illustrated by an
example. Consider a specification for a bandpass/bandpass diplexer which requires a Sth-degree filter in each channel, to meet an inchannel return-l.oss requirement of 26 dB . From equation (5.27) the corresponding value of $\varepsilon^{2}$ is

$$
\begin{aligned}
& \varepsilon^{2}=2 \times 10^{-1.3} \\
& \varepsilon=0.317
\end{aligned}
$$

so
Now from equation (5.29), $a$ is given by

$$
\begin{aligned}
a & =\cosh \left(\frac{1}{5} \cosh ^{-1}\left[\frac{1}{0.317}\right]\right) \\
& =1.067
\end{aligned}
$$

A computer program was written to calculate the real and imaginary parts of the input impedance of the two bandpass filters connected in series, and the result plotted in Figure 5.23. The important parameters are the band-centre and band-edge reactances $X_{1}$ and $X_{2}$, which determine the series annulling reactance. Because the channels are contiguous, it is convenient in most cases, for ease of calculation, to consider the reactance at the frequencies $\omega_{1}=1$ and $\omega_{2}=2$. From the graph,

$$
\begin{aligned}
& x_{1}=-0.2896 \text { at } \omega=1, \\
& x_{2}=-1.0104 \text { at } \omega=2
\end{aligned}
$$

The reactance of the annulling network is

$$
j x_{A}=\frac{1}{j \omega C_{A}+\frac{1}{j \omega L_{A}}}
$$

thus

$$
\begin{equation*}
x_{A}=\frac{\omega L_{A}}{1-\omega^{2} / \omega_{A}^{2}} \tag{5.30}
\end{equation*}
$$

where $\quad \omega_{A}{ }^{2}=\frac{1}{L_{A} C_{A}}$
So $\frac{L_{A}}{1-I / \omega_{A}{ }^{2}}=-X_{I}$
and $\frac{2 L_{A}}{1-4 / \omega_{A}{ }^{2}}=-x_{2}$


FIGURE 5.23 Input Impedance of BP/BP Pair.

Dividing (5.30) by (5.31),

$$
\frac{1-4 / \omega_{A}^{2}}{1-1 / \omega_{A}^{2}}=\frac{2 x_{1}}{x_{2}}
$$

and thus

$$
\begin{equation*}
\omega_{A}^{2}=\frac{4-2 x_{1} / x_{2}}{1-2 x_{1} / x_{2}} \tag{5.33}
\end{equation*}
$$

and, substituting for $\omega_{A}^{2}$ in (5.31)

$$
\begin{equation*}
L_{A}=x_{1}\left(1-1 / \omega_{A}^{2}\right) \tag{5.34}
\end{equation*}
$$

while from (5.30)

$$
\begin{equation*}
c_{A}=\frac{1}{\omega_{A}^{2} L_{A}} \tag{5.35}
\end{equation*}
$$

For the above example, this gives

$$
\begin{aligned}
& { }^{(0)}{ }_{A}^{2}=8.02 \\
& L_{A}=0.2535 \\
& C_{A}=0.4913
\end{aligned}
$$

The common-port return loss
of the complate diplexer is
shown in Figure 5.24. Again, the performance comes very close to meeting the initial specification. The worst-case return loss occurs close to the crossmover, and is about 23.5 dB . Once again, the returnloss pole nearest to the crossmover has disappeared, but a new return loss pole has appeared at the cross-over frequency $(\omega=0)$ e

It is claar from the above that the design of bandpass/bandpass diplexers using singly terminated filters is rather more involved than the design of loupass/highpass types, involving steps of what are, in effect, optimisation. The performance of the diplexer can be improved by increasing the degree of the annulling network, complicating the design process further, and making the final. structure more complex. However, the method can be extended to multiplexer design, as indicated


FIGURE 5.24 Common-Port Return-Loss of Contiguous BP/BP Design Example.
by Cristal and Mathaei $[5.56]$ and Wonzel and Erlinger $[5.57]$. When the method is applied to waveguide multiplexers, waveguide manifolds are frequently used to interconnect the filters, and optimisation methods have been used to design the manifold, for example by Atia $[5.58]$, Pfitzenmaier $[5.59]$, and Chen et al $[5.60]$. These methods can also be applied to the design of non-contiguous multiplexers [5.61].

Another method of design which is conceptually similar has been proposed by Matthaei and Cristal [5.62], which can be of value in some cases where the doubly-terminated method is difficult to apply. This involves the use of "forshortened" doubly-terminated filters, which are conventional filters with the first resonator removed. Such filters can be used in a contiguous diplexer arrangement where each filter supplies part of the susceptance required by the other for correct operation, an annulling network supplying the rest. This method has been applied to the design of extremely compact low-loss diplexers using evanescent-mode filters by moke $[5.63]$.

### 5.5 Conclusions

This chapter has briefly surveyed a number of different techniques of diplexer design, after a discussion of the principle classes into which diplexers fall and of the system requirements on diplexer design.

The problem of interaction between filters can be avoided by using circulators or hybrid networks to decouple them. Both methods were discussed from a scattering matrix viewpoint, and it was seen that the responses of the resulting "channel-dropping" units were essentially similar, though the hybrid type was a reciprocal, and the circulator type a non-reciprocal, device. These methods have the advantage that all the ports of the diplexer are ideally matched and they can therefore be readily cascaded. Both methods introduce group-delay distortion into the "reflected" channels, and carry a weight penalty; one because of
the circulator needed, the other using two identical filters as woll as two hybrids. The performance of the hybrid-type network also depends on the maintenance of exact balance in two parallel paths.

Another method using hybrids is the "commutating filter". This device provides selectivity using phase cancellation between two parallel paths of different time-delay rather than conventional filters. The selectivity thus tends to be poorer than conveniional devices, and it is again dependent on maintaining balance between two parallel paths. The device has an intrinsically linear phase response and low-loss, and has been adopted for multiplexing in millimetric trunk waveguide schames. Its selectivity can be improved at the expense of linear phase by using all-pass delay networks rather than simple delay lines, and it can handle high powers, being less prone to breakdown than conventional resonant filters.

The classical solution to tha problem of designing lowpass/highpass diplaxing filter pairs using singly-terminated maximally flat filters was outlined using Hilbert transforms to prove that these filters were complementary. This solution results in a diplexer which is not selective anough for many applications, and Wanzel's solution for designing approximately complementary Chebyshev diplexers was given. Using explicit formulas for the element values in singly terminated Chebyshev filters, Wenzel's method provides a very direct and simple solution to the design of lowpass/highpass diplexers. The design formulae were given, and a trial design, analysed on a computer, showed the high performance obtainable. These diplexers are also suitable prototypes for transformation to bandpass/bandstop channeldropping filters.

Finally, the design of bandpass/bandpass diplexers was briefly considered, using singly terminated filters in conjunction with a reactance annulling network. The design procedure was much less straightforward, and computer aid is desirable in determining the
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design of the annulling network. The introductory remarks to the chapter mentioned that noncontiguous design methods are desirable to meet system requirements with minimum degree. There is obviously no restriction on the channel spacing using the circulator or hybrid-type diplexers. The commutating filter is, however, necessarily contiguous. The design methods using directly connected interacting filters result in convenient and simple structures which tend to be light and compact since they use no additional decoupling devices. The design methods given here result in contiguous diplexers, this condition being necessary for the cancellation of the reactive part of the common-port input impedance. Though a non-contiguous image parameter method was mentioned by Guillemin [5.55], no coherent "modern network theory" design procedure for non-contiguous diplexers has appeared in the literature until very recently. The next chapter of this thesis develops a general design theory for non-contiguous bandpass diplexers, while Chapter 8 applies the theory to lowpass/highpass diplexers.


DIRECT DESIGN FOKMULAE FOR DIPLEXERS.
6.1 Introduction.

The last chapter reviewed several methods of designing diplexers, empnasising tnose where the the filters were connected in series or parallel at a common junction. The designers's problem is then to compensate for the undesirable interactions between the filters. The discussion can be summarised:

1. The available design methods are applicable only to cases where the diplexer passbands are contiguous, even though this may be undesirable for the system using the diplexer. This leads to designs using more selective filters, witn higher degree and therefore higher group-delay distortion and loss, than the channels themselves demand. For this reason a circulator is often used to isolate the lilters in a non-contiguous design even though this has a large weight, power nandling, and cost penalty.
2. A direct desiøn procedure, due to Wenzel, is available for contiguous lowpass/nighpass diplexers using Chebyshev (and, indeed, elliptic) filters. A similar procedure can be used to design contiguous bandpassbandpass diplexers, but a computer analysis is needed to determine the input impedance characteristics of the filter pair in order to determine the design of the reactance annulling network necessary. Tne design method cannot be considered to be "direct".

This chapter presents the derivation of direct design equations for bandpass diplexers. Iney allow an engineex to design high performance contiguous or noncontiguous diplexers wnicn can be realised using coup-
led resonator filters of the type considered in chapter 4.

The key property of doubly-terminated iil.ters used in the derivation was first applied to the design of symmetrical diplexers (in which the channel filters are identical except in centre frequency) by J.D. Rhodes $6 \cdot 1$. Tae work presented here extends the derivation to the general asymmetric case 6.2.

Following the derivation, computed performance curves are given for several prototype diplexers. The performance of a practical wavesuide diplexer based on one of these examples is given in the next chapter. 6.2 Design Philosophy.

The "ideal" bandpass diplexer was described in chapter 5, where it was shown that each channel filter would have to have transmission zeros coinciding with the required reflection zeros in the passbend of the other. Such a channel filter would be very difficult to realise, and if one channel needed to have a higher degree than the other the lower defree channel would be unrealisable. For these reasons it is desirable to to use conventional filters in a diplexer and to accept the need to compensate for their interactions.

To obtain designs where the crannels may be close but not necessarily contiguous internal modifications are made to the filters, resulting in optimum performance when the filters are diplexed. It is found unnecessary to modify every element in each filter; only the first two or three resonators need to be altered, to obtain a very high performance design.

To begin with, only the first two resonators of
each filter will be modified for clarity of exposition. In the final result, modifications are extended to the first three resonators.

Let the channel filters be based on the normalised, unit- doublyterminated prototypes shown in Figure 6.1. Each prototype begins with a pair of shunt capacitors coupled through an admittance inverter, and each filter hence has at least a second-order transmission zero at infinity. The remainder of the prototypes, $N 1$ and $N 2$, is arbitrary and the prototypes could reelise conventional minimum-phase responses or certain types of linear-phase response.

As in Chapter 5, the prototypes will be transformed to bandipass
 are transformed by the direct frequency transforms:

$$
\begin{equation*}
\text { N1: } \quad \omega \rightarrow \omega-a \tag{6.1}
\end{equation*}
$$

N2: $\quad \omega \rightarrow \omega+a$
and the resulting diplexer circuit is shown in Figure 6.2. The frequency transform applied to each of the first two capacitors of sach prototype is more complex, and of the form

$$
\begin{equation*}
\omega \rightarrow \omega \overline{+}\left[a+f_{r}(a)\right] \tag{6,3}
\end{equation*}
$$

Also, the coupling admittance inverters are modified by a factor

$$
\begin{equation*}
\sqrt{1+k_{I}(a)} \tag{6.4}
\end{equation*}
$$

and matching transformers of turns ratio

$$
\begin{equation*}
N=\sqrt{1+\Pi_{r}(a)} \tag{6.5}
\end{equation*}
$$

are introduced at the input of each channel. A frequency invariant annulling reactance $X_{0}$ where

$$
\begin{equation*}
x_{0}=x_{I}(\alpha) \tag{6.6}
\end{equation*}
$$

is connected in series with the common port of the diplexer. The unknown functions $f_{r}, K_{r}$, $n_{r}, X_{I}$, which represent the required modifications, can be found when it is recognised that these functions have certain symmetry and limiting properties, and that the input * $\alpha$ now being arbitrary.


$$
Z_{1}\left(j \omega_{i}\right)=Z_{2}\left(j \sigma_{i}\right)=1
$$

FIGURE 6.1 Prototypes for Channel Filters.


FIGURE 6.2 Prototype Diplexer.
admittances of the networks N1' and N2' are known in a closed form at a finite set of frequencies in the passband of each filter.

The functions $f_{I}(a), k_{I}(a), n_{r}(a)$ and $X_{\Gamma}(a)$ in (6.3-6.5) represent the modifications which are to be made to the filters to compensate for the the interactions when the filters are diplexed. If the channels are very שidely separated, that is, $\alpha$ is very large, the input impedance of each filter in the passband of the other will be virtually zero and the interactions negligible. It follows that:
$\operatorname{Lim}_{i m}\left[f_{r}(\alpha), k_{r}(a), n_{r}(\alpha), x_{r}(\alpha)\right]=0$
$a \rightarrow \infty$
Further, the transformation $a \rightarrow-\alpha$ will interchange the channels, and the transformation $\omega \rightarrow-\omega$ will interchange them again. Application of both transformations will therefore result in a network with the same magnitude response as the original; considering the effects which each transform must have on the frequency-invariant reactances, transformers, and admittance inverters of the network implies symmetry conditions on $f_{r}, K_{r}, n_{r}, X_{r}$ :

$$
\left.\begin{array}{l}
f_{r}(-a)=-f_{r}(a)  \tag{6.8}\\
k_{r}(-a)=k_{r}(a) \\
n_{r}(-a)=n_{r}(a) \\
x_{r}(-a)=-x_{r}(a)
\end{array}\right\}
$$

Considering (6.7) and (6.8) together the element values in
Figure 6.2 can be represented by power series in the band separation variable $a$, as in equations ( 6.9 ) to ( 6.17 ) below:

$$
\begin{align*}
& x_{0}=\frac{x_{1}}{a}+\frac{x_{3}}{a^{3}}  \tag{6.9}\\
& A_{1}=-c_{1}\left(a+\frac{a_{11}}{a}+\frac{a_{13}}{a^{3}}+\frac{a_{15}}{a^{5}}+\ldots\right)  \tag{6.10}\\
& A_{2}=-c_{2}\left(a+\frac{a_{21}}{a}+\frac{a_{23}}{a^{3}}+\frac{a_{25}}{a^{5}}+\ldots\right) \tag{6.11}
\end{align*}
$$

$$
\begin{align*}
& B_{1}=D_{1}\left(a+\frac{b_{11}}{a}+\frac{b_{13}}{a^{3}}+\frac{b_{15}}{a^{5}}+\ldots\right)  \tag{6.12}\\
& B_{2}=D_{2}\left(a+\frac{b_{21}}{a}+\frac{b_{23}}{a^{3}}+\frac{b_{25}}{a^{5}}+\ldots\right)  \tag{6.13}\\
& N_{1}^{2}=1+\frac{n_{12}}{a^{2}}+\frac{n_{14}}{a^{4}}+\ldots  \tag{6.14}\\
& N_{2}^{2}=1+\frac{n_{22}}{a^{2}}+\frac{n_{24}}{a^{4}}+\ldots  \tag{6.15}\\
& K_{1}^{\prime 2}=K_{1}^{2}\left(1+\frac{k_{12}}{a^{2}}+\frac{k_{14}}{a^{4}}+\ldots\right)  \tag{6.16}\\
& J_{1}^{\prime 2}=J_{1}^{2}\left(1+\frac{h_{12}}{a^{2}}+\frac{h_{14}}{a^{4}}+\ldots\right) \tag{6.17}
\end{align*}
$$

Let the original prototype filters have passband reflection zeros at the sets of frequencies $\left\{\omega_{i}\right\},\left\{\sigma_{i}\right\}$, as indicated in Figure 6.1, and thus perfect transmission at these sets of frequencies. It follows that, at these sets of frequencies, referring to Figure 6.1,

$$
\begin{aligned}
& z_{1}\left(j \omega_{i}\right)=1 \\
& z_{2}\left(j \sigma_{i}\right)=1
\end{aligned}
$$

Since there is perfect transmission, hence maximum power-transfer, through the prototypes at these sets of frequencies, the impedances seen looking to left and right from any plane sectioning a prototype must be complex conjugate, and hence, again referring to rigure 6.1,

$$
\begin{align*}
Y_{1}\left(j \omega_{i}\right) & =Y_{1}^{\prime *}\left(j \omega_{i}\right) \\
& =Y_{1}^{\prime}\left(-j \omega_{i}\right) \\
& =-j \omega_{i} c_{2}+\frac{k_{1}^{2}}{-j \omega_{j} c_{1}+1} \tag{6.18}
\end{align*}
$$

and similarly

$$
\begin{equation*}
\gamma_{2}\left(j \sigma_{i}\right)=-j \sigma_{i} D_{2}+\frac{J_{1}^{2}}{-j \sigma_{i} D_{1}+l} \tag{6.19}
\end{equation*}
$$

Equations (6.18) and (6.19) are the required closed-form expressions for the input admittance of the unmodified part of each filter. The derivation of the design equations reduces to finding the undetermined coofficients in Equations (6.9) to (6.17), and proceeds
as follows. Using (6.9) to (6.19) the input impedance of each filter is found at the set of frequencies $\left\{\omega_{i}+\alpha\right\}$ in the passband of channel 1 , noting that the expression (6.18) for the input admittance of $N_{1}$ at $\left\{\omega_{i}\right\}$ is valid for the input admittance of the transformed network NI' at the set of frequencies $\left\{\omega_{i}+\alpha\right\}$. The input impedances are found as a power series in $a^{-1}$, and their sum is the input impedance of the diplexer in the passband of channel 1, which is of the form, referring to Figure 6.2:

$$
\begin{equation*}
z_{i n}\left(j\left[u_{i}+a\right]\right)=1+z_{1}\left(a^{-1}\right)+z_{2}\left(a^{-2}\right)+z_{3}\left(a^{-3}\right)+\varepsilon\left(a^{-4}\right) \tag{6.20}
\end{equation*}
$$

where $\varepsilon(-)$ means "an error of the order of (-)". The coefficients $\left\{z_{i}\right\}$ are, in general, functions of $\left\{\omega_{i}\right\}$. A similar expansion can be made for the input impedance of the diplexer in the passband of channel 2, that is at the set of frequencies $\left\{\sigma_{i}-a\right\}$, resulting in an expansion of the form:

$$
\begin{equation*}
z_{i n}\left(j\left[\sigma_{i}-a\right]\right)=1+z_{1}^{\prime}\left(a^{-1}\right)+z_{2}^{\prime}\left(\alpha^{-2}\right)+z_{3}^{\prime}\left(a^{-3}\right)+\varepsilon^{\prime}\left(a^{-4}\right) \tag{6.21}
\end{equation*}
$$

where the $\left\{z_{i}{ }^{\prime}\right\}$ in general are functions of $\left\{\sigma_{i}\right\}$. From these expansions can be derived a set of simultaneous equations in the unknown coefficients whose solution forces the $\left\{z_{i}\right.$ and $\left.z_{i}{ }^{1}\right\}$ to zero. Thus the passband input impedance of the diplexer is a match to a one-ohm source up to a degree of approximation of $a^{-4}$. I.t will be soen that this approach concentrates its "compensating abiljty" on those frequencies where the independent filters would normally have reflection zeros, and attempts to force this condition on the filters when diplexad. Making modifications to the first two resonators it is possible to force up to the third-order error terms to zero; the modifjeations made are then of third and lower order. If the first three resonators are modified, it is also possible to force the
fourth and fifth order error terms to nearly zero, and fourth and fifth order modifications are then made.

### 6.3 DERIVATION OF DESIGN EQUATIONS

Expanding first the input impedance of channel 1 in its passband, that is at the set of frequencies $\left\{\omega_{i}+a\right\}$, referring to Figure 6.2 and neglecting coefficients of degree higher than 3:

$$
\begin{aligned}
z_{1}\left(j\left[\omega_{i}+a\right]\right)= & \frac{1+n_{12} / a^{2}+\ldots}{j\left(\omega_{i}+a\right) c_{1}-j c_{i}\left(a_{+} a_{11} / a+a_{13} / a^{3}\right)} \\
& +\frac{k_{1}^{2}\left(1+k_{12} / a^{2}+\ldots\right)}{\left\{j\left(\omega_{i}+a\right) c_{2}-j c_{2}\left(a+a_{21} / a+a_{23} / a^{3}\right)-j \omega_{i} c_{2}+\frac{k_{1}^{2}}{1-j \omega_{i} c_{1}}\right\}} \\
= & \frac{1+n_{12} / a^{2}+\ldots}{j \omega_{i} c_{1}-\frac{j c_{1} a_{11}}{a}-\frac{j c_{1} a_{13}}{a^{3}}+\cdots+\frac{k_{1}{ }^{2}\left(1+k_{12} / a^{2}+\ldots\right)}{k_{1}^{2}}}
\end{aligned}
$$

$$
=\frac{1+n_{12} / a^{2}+\cdots}{1-\frac{j}{a}\left[c_{1} a_{11}-\frac{c_{2} a_{21}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]+\frac{\left(1-j \omega_{j} c_{1}\right)}{k_{1}^{2} a^{2}}\left[k_{1}^{2} k_{12}\right.}
$$

$$
\left.-\frac{c_{2}^{2} a_{21}^{2}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]
$$

$$
-\frac{j}{a^{3}}\left\{c_{1} a_{13}-\frac{c_{2}}{k_{1}^{2}}\left\{a_{23}+\frac{c_{2} a_{21}}{k_{1}{ }^{2}}\left[k_{1}{ }^{2} k_{12}-\frac{c_{2}{ }^{2} a_{21}{ }^{2}}{k_{1}{ }^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]\right.\right.
$$

$$
\begin{equation*}
\left.\left.x\left(1-j \omega_{i} C_{1}\right)^{2}\right\}\right\}+\varepsilon\left(a^{-4}\right) \tag{6.22}
\end{equation*}
$$

The next step in the expansion will be given in full, to demonstrate the general method used. The expression (6.22) has to be expanded as a power series of the form

$$
\begin{equation*}
z_{10}+\frac{z_{11}}{a}+\frac{z_{12}}{a^{2}}+\frac{z_{13}}{a^{3}}+\varepsilon\left(a^{-4}\right) \tag{6.23}
\end{equation*}
$$

Multiplying (6.22) and (6.23) by the denominator of (6.22), and equating equal-degree terms in $a$, we get:

$$
\begin{align*}
& \text { In } a^{0}, z_{10}=1  \tag{6.24}\\
& \text { In } \alpha^{-1}, z_{11}-j\left[c_{1} a_{11}-\frac{c_{2} a_{21}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]=0 \\
& \Rightarrow z_{11}=j\left[c_{1} a_{11}-\frac{c_{2} a_{21}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]  \tag{6.25}\\
& \operatorname{In} \alpha^{-2}, z_{12}+\left[c_{1} a_{11}-\frac{c_{2} a_{21}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)\right]^{2}+\frac{\left(1-j \omega_{i} c_{1}\right)}{k_{1}^{2}} \\
& \times\left[k_{1}{ }^{2} k_{12}-\frac{c_{2}{ }^{2} a_{21}{ }^{2}}{k_{1}{ }^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]=n_{12} \\
& \Rightarrow z_{12}=n_{12}-\left[c_{1}{ }^{8} 11-\frac{c_{2} a_{21}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)\right]^{2}-\frac{\left(1-j \omega_{i} c_{1}\right)}{k_{1}^{2}} \\
& \times\left[k_{1}{ }^{2} k_{12}-\frac{c_{2}{ }^{2} a_{21}{ }^{2}}{k_{1}{ }^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right] \tag{6.26}
\end{align*}
$$

$$
\begin{align*}
\text { In } a^{-3}, z_{13} & =j\left[c_{1} a_{11}-\frac{c_{2} a_{21}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right] z_{12}+\frac{\left(1-j \omega_{i} c_{1}\right)}{k_{1}^{2}} \\
& \times\left[k_{1}^{2} k_{12}-\frac{c_{2}{ }^{2} a_{21}{ }^{2}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right] z_{11} \\
& -j\left\{c_{1} a_{13}-\frac{c_{2}}{k_{1}^{2}}\left\{a_{23}+\frac{c_{2} a_{21}}{k_{1}^{2}}\left[k_{1}^{2} k_{12}-\frac{c_{2}{ }^{2} a_{21}^{2}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]\right\}\right. \\
& \left.x\left(1-j \omega_{i} c_{1}\right)^{2}\right\}=0 \tag{6.27}
\end{align*}
$$

The expression (6.27) for $z_{13}$ has not been written in full for clarity, as some simplification will be possible at a later stage.

An expression can be formed for the input impedance of channel 2 in the passband of chennel 1 , as in (6.28)

$$
\begin{align*}
Z_{2}\left(j\left[\omega_{i}+a\right]\right)= & \frac{1+n_{22} / a^{2}+\ldots}{j\left(\omega_{i}+a\right) D_{1}+j D_{1}\left(a+\frac{b_{11}}{a}+\frac{b_{13}}{a^{3}}+\ldots\right)} \\
& +\frac{J_{1}^{2}\left(1+h_{12} / a^{2}+\ldots\right.}{j\left(\omega_{i}+a\right) D_{2}\left(a+\frac{b_{21}}{a}+\frac{b_{23}}{a^{3}}+\ldots\right)}+\ldots  \tag{6.28}\\
= & \frac{2 j a D_{1}+j \omega_{i} D_{1}+j D_{1}\left(\frac{b_{11}}{a}+\frac{b_{13}}{a^{3}}+\ldots\right)}{a_{1}+n_{22} / a^{2}+\ldots} \\
& +\frac{J_{1}^{2}\left(1+n_{12} / a^{2}+\ldots\right)}{2 j a D_{2}+j \omega_{i} D_{2}+j D_{2}\left(\frac{b_{21}}{a}+\frac{b_{23}^{3}}{a^{3}}+\ldots\right)} \tag{6.29}
\end{align*}
$$

Now it may be noted that each partial denominatar of the continued fraction (6.29) is of maximum degree $a$, and thus contributes to the term in $a^{-1}$ in the previous partial denominator. Further inspection thus shows that if the expansion of (6.29) is required only to degree $a^{-3}$, only the terms shown will contribute. Thus, equating (6.29) to the power series

$$
\frac{z_{21}}{a}+\frac{z_{22}}{a^{2}}+\frac{z_{23}}{a^{3}}+\varepsilon\left(a^{-4}\right)
$$

as before, the coefficients $z_{21}, z_{23}$ can be found:

$$
\begin{align*}
2 j D_{1} z_{21} & =1 \\
\Rightarrow z_{21} & =-\frac{j}{2 D_{1}} \tag{6.30}
\end{align*}
$$

$$
\begin{align*}
& 2 j D_{1} z_{22}+\frac{\omega_{i}}{2}=0 \\
& \Rightarrow z_{22}=\frac{j \omega_{1}}{4 D_{1}}  \tag{6.31}\\
& 2 j 口 D_{1} z_{23}-\frac{\omega_{i}^{2}}{4}+\frac{1}{2}\left(b_{11}-\frac{J_{1}^{2}}{2 D_{1} D_{2}}\right)=n_{22} \\
& \Rightarrow z_{23}=-\frac{j}{2 D_{1}}\left\{n_{22}+\frac{\omega_{i}^{2}}{4}-\frac{1}{2}\left(b_{11}-\frac{J_{1}^{2}}{2 D_{1} D_{2}}\right)\right\} \tag{6.32}
\end{align*}
$$

The expansions for $Z_{1}\left(j\left[\omega_{i}+a\right]\right)$ and $Z_{2}\left(j\left[\omega_{i}+a\right]\right)$ can now be combined to give an expansion for the input impedance of the diplexer in the passband of channel 1. An exactly enalogous procedure yields the input impedance of the diplexer at the set of frequencies $\left\{\sigma_{i}-a\right\}$ in the passband of channel 2. Considering each term of the expansions a set of simultaneous equations can be derived whose solution yields the required coefficients in (6.9) to (6.17). Before considering this step in detail, notice that the total $a^{-1}$ input impedance in channel 1 is,combining (6.30) and (6.25),

$$
\begin{equation*}
z_{1}=j\left[c_{1} a_{11}-\frac{c_{2} a_{21}}{k_{1}^{2}}\left(1-j \omega_{i} c_{1}\right)^{2}\right]-\frac{j}{2 D_{1}}+j x_{1} \tag{6.33}
\end{equation*}
$$

The only way for this expression to be zero independent of $\omega_{i}$ is if $a_{21}=0$, and similarly $b_{21}=0$ from considering the corresponding equation in the other passband. Using this allows a considerable simplification in the equations. The detailed derivation of the expansions at the frequencies $\left\{e_{i}-\alpha\right\}$ will not be carried out. The resulting equations are; from the $\alpha^{-1}$ terms:

$$
\begin{align*}
j C_{1} a_{11} & -\frac{j}{2 D_{1}}+j x_{1}=0  \tag{6.34a}\\
& -j D_{1} b_{11}+\frac{j}{2 C_{1}}+j x_{1}=0 \tag{6.34b}
\end{align*}
$$

from the $a^{-2}$ terms:

$$
\begin{align*}
& n_{12}-c_{1}^{2} a_{11}^{2}-\left(1-j \omega_{i} c_{1}\right) k_{12}+\frac{j \omega_{i}}{4 D_{1}}=0  \tag{6.35a}\\
& n_{22}-D_{1}^{2} b_{11}^{2}-\left(1-j \sigma_{i} D_{1}\right) h_{12}+\frac{j \sigma_{i}}{4 C_{1}}=0 \tag{6.35b}
\end{align*}
$$

The $\omega_{i}$ and $\sigma_{i}$ dependent terms in (6.35) give independent equations for $k_{12}$ and $h_{12}$ :

$$
\begin{gather*}
j \omega_{i} c_{1} k_{12}+\frac{j \omega_{i}}{4 D_{1}}=0, j \sigma_{i} D_{1} h_{12}+\frac{j \sigma_{i}}{4 C_{1}}=0 \\
\Longrightarrow \quad k_{12}=h_{12}=-\frac{1}{4 C_{1} D_{1}} \tag{6.36}
\end{gather*}
$$

From the $a^{-3}$ terms:

$$
\begin{aligned}
& j C_{1} a_{11}\left\{n_{12}-c_{1}{ }^{2} a_{11}{ }^{2}+\frac{\left(1-j \omega_{i} C_{1}\right)}{4 C_{1} D_{1}}\right\}+\frac{j C_{1} a_{11}}{4 C_{1} D_{1}}\left(1-j \omega_{i} C_{1}\right) \\
& +j\left\{c_{1} a_{13}-\frac{c_{2} a_{23}}{k_{1}{ }^{2}}\left(1-2 j \omega_{i} c_{1}-\omega_{i}{ }^{2} c_{1}{ }^{2}\right)\right\} \\
& -\frac{j}{2 D_{1}}\left\{n_{22}+\frac{\omega_{i}{ }^{2}}{4}-\frac{1}{2}\left(b_{11}-\frac{J_{1}{ }^{2}}{2 D_{1} D_{2}}\right)\right\}+j x_{3}=0 \quad \text { (6.37a) } \\
& -j D_{1} b_{11}\left\{n_{22}-D_{1}{ }^{2} b_{11}{ }^{2}+\frac{\left(1-j \sigma_{i} D_{1}\right)}{4 C_{1} D_{1}}\right\}-\frac{j D_{1} b_{11}}{4 C_{1} D_{1}}\left(1-j \omega_{i} C_{1}\right) \\
& -j\left\{D_{1} b_{13}-\frac{D_{2} b_{23}}{J_{1}{ }^{2}}\left(1-2 j \sigma_{i} D_{1}-\sigma_{i}{ }^{2} D_{1}{ }^{2}\right)\right\} \\
& +\frac{j}{2 C_{1}}\left\{n_{12}+\frac{\sigma_{i}{ }^{2}}{4}-\frac{1}{2}\left(a_{11}-\frac{K_{1}{ }^{2}}{2 C_{1} C_{2}}\right)\right\}+j x_{3}=0 \quad \text { (6.37b) }
\end{aligned}
$$

Taking first the $\omega_{i}{ }^{2}$ and $\sigma_{i}{ }^{2}$ dependent terms of ( 6.36 a and b), gives;

$$
\begin{align*}
\frac{j c_{2} a_{23} c_{1}^{2}}{k_{1}^{2}}-\frac{j}{8 D_{1}} & =0 \\
\Rightarrow a_{23} & =\frac{k_{1}^{2}}{8 c_{1}^{2} c_{2} D_{1}} \tag{6.38}
\end{align*}
$$

$$
\begin{align*}
-\frac{j D_{2} b_{23} D_{1}^{2}}{J_{1}^{2}} & +\frac{j}{8 C_{1}}
\end{aligned}=0 \quad \begin{aligned}
\Rightarrow b_{23} & =\frac{J_{1}^{2}}{8 D_{1}^{2} D_{2} C_{1}}
\end{align*}
$$

Substituting for $a_{23}$ and $b_{23}$ in (6.37) and taking the resulting $\omega_{i}$-dependent terms, gives;

$$
\begin{align*}
& \frac{C_{1} a_{11}}{2 D_{1}}-\frac{1}{4 C_{1} D_{1}}=0 \\
& \Rightarrow a_{11}=\frac{1}{2 C_{1}^{2}}  \tag{6.40}\\
& -\frac{D_{1} b_{11}}{2 C_{1}}+\frac{1}{4 C_{1} D_{1}}=0 \\
& \Rightarrow b_{11}=\frac{1}{2 D_{1}^{2}} \tag{6.41}
\end{align*}
$$

and thus from (6.34a) we gat

$$
\frac{j}{2 C_{1}}-\frac{j}{2 D_{1}}+j x_{1}=0
$$

which is satisfisd if

$$
x_{1}=\frac{1}{2}\left(\frac{1}{D_{1}}-\frac{1}{c_{1}}\right)
$$

This result also follows from (6.34b).
Substituting for $a_{11}, b_{11}, k_{12}, h_{12}$, in (6.35) we get

$$
\begin{align*}
n_{12}-\frac{1}{4 C_{1}^{2}}+\frac{1}{4 C_{1} D_{1}} & =0 \\
\Rightarrow n_{12} & =\frac{1}{4 C_{1}}\left(\frac{1}{C_{1}}-\frac{1}{D_{1}}\right)  \tag{6.42}\\
n_{22}-\frac{1}{4 D_{1}^{2}}+\frac{1}{4 C_{1} D_{1}} & =0 \\
\Rightarrow n_{22} & =\frac{1}{4 D_{1}}\left(\frac{1}{D_{1}}-\frac{1}{C_{1}}\right) \tag{6.43}
\end{align*}
$$

Finally, taking the terms in (6.37a) not dependent on $\omega_{i}$, we get;

$$
\begin{align*}
& \frac{j}{2 C_{1}}\left\{\frac{1}{4 C_{1}}\left(\frac{1}{C_{1}}-\frac{1}{D_{1}}\right)-\frac{1}{4 C_{1}{ }^{2}}\right\}+\frac{1}{8 C_{1}{ }^{2} D_{1}}+j C_{1} a_{13}-\frac{j}{8 C_{1}{ }^{2} D_{1}} \\
& -\frac{j}{2 D_{1}}\left\{\frac{1}{4 D_{1}}\left(\frac{1}{D_{1}}-\frac{1}{C_{1}}\right)-\frac{1}{2}\left(\frac{1}{2 D_{1}{ }^{2}}-\frac{J_{1}^{2}}{2 D_{1} D_{2}}\right\}+j x_{3}=0\right. \\
& \Rightarrow a_{13}=\frac{1}{8 D_{1}{ }^{2} C_{1}}\left(\frac{J_{1}{ }^{2}}{D_{2}}-\frac{1}{C_{1}}\right) \tag{6.44}
\end{align*}
$$

while

$$
x_{3}=0
$$

Similarly, from (6.36b)

$$
\begin{equation*}
b_{13}=\frac{1}{8 c_{1}^{2} D_{1}}\left(\frac{k_{1}^{2}}{\mathrm{C}_{2}}-\frac{1}{\mathrm{D}_{1}}\right) \tag{6.45}
\end{equation*}
$$

also with $x_{3}=0$
This completes the derivation of the third-ordered corrections. Before discussing the results, howsver, the procedure for deriving the approximate fourth- and fifth-order corrections will be outlined and the results given.

Throughout the preceding wark a symmetry between the results for the two channels has been obvious. This symmetry makes it unnecessary to explicitly consider the derivation of the corrections for one channel; they can be obtained by inspection. In making fourth and fifth-order corrections it will be assumed that the lower-order corrections are independent, and can be assumed to be made before deriving the fourth and fifth order error terms. Additional corrections will be made to (referring to Figure 6.3);

The input transformers, and the first and second admittance inverters of each filter (fourth-order).

Fifth-order corrections to the third frequency-invariant susceptance of each filter.

| $N_{1}$ | $C_{1}$ | $K_{1}$ | $C_{2}$ | $K_{2}$ | $C_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $A_{1}$ |  | $A_{2}$ |  | $A_{3}$ |
| $N_{2}$ | $D_{1}$ | $J_{1}$ | $D_{2}$ | $J_{2}$ | $D_{3}$ |
| $B_{1}$ |  | $B_{2}$ |  | $B_{3}$ |  |

FIGURE 6.3 Parameters of Fifth-order Corrections.


FIGURE 6.4 Calculation of Insertion-loss Increase.

Note that corrections are now made to the first three resonators of each filter, and the prototypes must therefore posses at least a third-ordered transmission zero at infinity.

Assuming the first- to third-order corrections, the fourth-degree term in the expansion of $Z_{1}\left(j\left[\omega_{i}+a\right]\right)$ can be written:

$$
\begin{align*}
z_{14}=n_{14} & -\frac{1}{2 C_{1}}\left\{\frac{J_{1}^{2}}{4 D_{i}^{2}}\left(\frac{1}{D_{2}}-\frac{1}{C_{1}}\right)+\frac{\omega_{i}^{2}}{8 D_{1}}\right\}-\frac{j \omega_{i}\left(1-j \omega_{i} C_{1}\right)}{16 C_{1} D_{1}{ }^{2}} \\
& +\frac{\left(1-2 j \omega_{i} C_{1}-\omega_{i}{ }^{2} C_{1}{ }^{2}\right)}{16 c_{1}^{3} D_{1}} \\
& -\left(1-j \omega_{i} C_{1}\right)\left\{k_{14}-\frac{k_{24}}{k_{1}^{2}}\left(k_{1}{ }^{2}-j \omega_{i} C_{2}-\omega_{i}{ }^{2} C_{1} C_{2}\right)\right\} \tag{6.46}
\end{align*}
$$

The fourth degree term in the expansion of $Z_{2}\left(j\left[\omega_{i}+a\right]\right)$ is;

$$
z_{4}^{\prime}=\frac{j \omega_{i}}{4 D_{1}}\left[\frac{1}{4 D_{1}}\left(\frac{1}{D_{1}}-\frac{1}{C_{1}}\right)-\frac{1}{D_{1}}\left(\frac{1}{2 D_{1}}-\frac{3 J_{1}^{2}}{4 D_{2}}\right)+\frac{\omega_{i}^{2}}{4}\right](6.47)
$$

Inspection of (6.46) shows that there are four error terms to eliminate, in $\omega_{i}{ }^{0}, \omega_{i}, \omega_{i}{ }^{2}, \omega_{i}{ }^{3}$, with only three parameters to control $\left(n_{14}, k_{14}, k_{24}\right)$. The $\omega_{i}{ }^{0}$ and $\omega_{i}$ terms can always be nulled, and one of the $\omega_{i}{ }^{2}$ or $\omega_{i}{ }^{3}$ terms. With the element values usually met in practice, the $\omega_{i}^{3}$ orror is generally the most significant, and the following derivation therefore eliminates the $\omega_{i}{ }^{0}, \omega_{i}$, and $\omega_{i}{ }^{3}$ terms.

The total $\omega_{i}^{3}$ - dependent error is

$$
\begin{align*}
j \omega_{i}^{3} \frac{k_{24}}{k_{1}^{2}} c_{1}^{2} c_{2}+\frac{j \omega_{i}^{3}}{16 D_{1}} & =0 \\
\Rightarrow k_{24} & =\frac{k_{1}^{2}}{16 c_{1}{ }^{2} c_{2} D_{1}} \tag{6.48}
\end{align*}
$$

Substituting for $k_{24}$ in (6.46), the $\omega_{i}$-dapendent terms are

$$
\begin{aligned}
& -\frac{j \omega_{i}}{16 C_{1} D_{1}{ }^{2}}-\frac{j \omega_{i}}{8 C_{1}{ }^{2} D_{1}}+j \omega_{i} C_{1} k_{14}+\frac{j \omega_{i} K_{1}{ }^{2}}{16 C_{1} C_{2} D_{1}}+\frac{j \omega_{i}}{16 C_{1}{ }^{2} D_{1}} \\
& +\frac{j \omega_{i}}{4 D_{1}} \frac{1}{4 D_{1}}\left(\frac{1}{D_{1}}-\frac{1}{C_{1}}\right)-\frac{1}{D_{1}}\left(\frac{1}{2 D_{1}}-\frac{3 J_{1}{ }^{2}}{4 D_{2}}\right)=0
\end{aligned}
$$

which after soms rearrangement yields

$$
\begin{equation*}
k_{14}=\frac{1}{16 C_{1} D_{1}} \frac{1}{C_{1}}\left(\frac{k_{1}^{2}}{C_{2}}-\frac{1}{C_{1}}-\frac{2}{D_{1}}\right)+\frac{1}{D_{1}}\left(\frac{3 J_{1}^{2}}{D_{2}}-\frac{1}{D_{1}}\right) \tag{6.49}
\end{equation*}
$$

Again substituting back for $k_{14}$ in ( 6.46 ), the $\omega_{i}{ }^{0}$ dependent terms yield

$$
\begin{align*}
n_{14}+\frac{J_{1}^{2}}{16 C_{1} D_{1}^{2} D_{2}}-\frac{1}{16 C_{1} D_{1}^{3}} & =0 \\
n_{14} & =\frac{1}{16 C_{1} D_{1}^{2}}\left(-\frac{J^{2}}{D_{2}}-\frac{1}{D_{1}}\right) \tag{6.50}
\end{align*}
$$

The complete expression for the fifth order error terms is extremely unwieldy. To simplify the derivation, a fifth-order correction is made to only the third resonator, and only the $\omega_{i}{ }^{4}$ error term is eliminated. The resulting equation for the fifthorder coefficient $a_{35}$ is

$$
\begin{align*}
\frac{c_{1}{ }^{2} c_{2}{ }^{2} c_{3} a_{35}}{k_{1}{ }^{2} k_{2}^{2}}-\frac{1}{32 D_{1}} & =0 \\
a_{35} & =\frac{k_{1}{ }^{2} k_{2}^{2}}{32 c_{1}{ }^{2} c_{2}{ }^{2} c_{3} 0_{1}} \tag{6.51}
\end{align*}
$$

The corresponding corrections in the other channel are found analogously, and are:

$$
\begin{align*}
& \mathrm{h}_{24}=\frac{-\mathrm{J}_{1}^{2}}{16 \mathrm{D}_{1}^{2} \mathrm{D}_{2} \mathrm{C}_{1}}  \tag{6.52}\\
& \mathrm{~h}_{14}=-\frac{1}{16 \mathrm{C}_{1} \mathrm{D}_{1}} \frac{1}{\mathrm{D}_{1}}\left(-\frac{\mathrm{J}_{1}^{2}}{\mathrm{D}_{2}}-\frac{1}{\mathrm{D}_{1}}-\frac{2}{\mathrm{C}_{1}}\right)+\frac{1}{\mathrm{C}_{1}}\left(\frac{3 \mathrm{~K}_{1}^{2}}{\mathrm{C}_{2}}-\frac{1}{\mathrm{C}_{1}}\right) \tag{6.53}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{n}_{24}=\frac{1}{16 \mathrm{D}_{1} \mathrm{C}_{1}^{2}}\left(\frac{\mathrm{~K}_{1}^{2}}{\mathrm{C}_{2}}-\frac{1}{\mathrm{C}_{1}}\right)  \tag{6.54}\\
& \mathrm{b}_{35}=\frac{\mathrm{J}_{1}^{2} \mathrm{~J}_{2}^{2}}{32 \mathrm{D}_{1}^{2} \mathrm{D}_{2}^{2} \mathrm{D}_{3} \mathrm{C}_{1}} \tag{6.55}
\end{align*}
$$

### 6.4 Summary of Results

Combining the results of the foregoing derivation and substituting for the unknown coefficients in equation (5.9-6.17), the following set of equations results, which are the basic design equations for the bandpass channel diplexer. Equations (6.69) and (6.70) are derived in a later section, and refer to an improvement in the stopband insertion loss of each channel over the passband of the other. They are included here as they form part of the necessary design information. The formulagiven below include fourth and fifth order corractions, and the element values refer to figure 6.3.

$$
\begin{align*}
& X_{0}=\frac{1}{2 a}\left(\frac{1}{D_{1}}-\frac{1}{C_{1}}\right)  \tag{6.56}\\
& A_{1}=-C_{1}\left(\alpha+\frac{1}{2 C_{1}{ }^{2} a}+\frac{1}{8 D_{1}{ }^{2} C_{1} a^{3}}\left[\frac{J_{1}}{D_{2}}-\frac{1}{C_{1}}\right]\right)  \tag{6.57}\\
& A_{2}=-C_{2}\left(a+\frac{K_{1}{ }^{2}}{8 C_{1}{ }^{2} C_{2} D_{1} a^{3}}\right)  \tag{6.58}\\
& A_{3}=-C_{3}\left(a+\frac{K_{1}{ }^{2} K_{2}{ }^{2}}{32 C_{1}{ }^{2} C_{2}{ }^{2} C_{3} D_{1} a^{5}}\right)  \tag{6.59}\\
& B_{1}=D_{1}\left(\alpha+\frac{1}{2 D_{1}{ }^{2} a}+\frac{1}{8 C_{1}{ }^{2} D_{1} a^{3}}\left[\frac{K_{1}{ }^{2}}{C_{2}}-\frac{1}{D_{1}}\right]\right)  \tag{6.60}\\
& B_{2}=D_{2}\left(\alpha+\frac{J_{1}{ }^{2}}{8 D_{1}^{2} D_{2} C_{1} a^{3}}\right) \tag{6.61}
\end{align*}
$$

$$
\begin{align*}
& B_{3}=D_{3}\left(a+\frac{J_{1}^{2} J_{2}^{2}}{32 D_{1}^{2} D_{2}^{2} D_{3} C_{1} a^{5}}\right)  \tag{6.62}\\
& N_{1}^{2}=1+\frac{1}{4 C_{1} a^{2}}\left(\frac{1}{C_{1}}-\frac{1}{D_{1}}\right)-\frac{1}{16 D_{1}{ }^{2} C_{1} a^{4}}\left(\frac{J_{1}^{2}}{D_{2}}-\frac{1}{D_{1}}\right)  \tag{6.63}\\
& N_{2}{ }^{2}=1+\frac{1}{4 D_{1} a^{2}}\left(\frac{1}{D_{1}}-\frac{1}{C_{1}}\right)-\frac{1}{16 C_{1}{ }^{2} D_{1} a^{4}}\left(-\frac{K_{1}{ }^{2}}{C_{2}}-\frac{1}{C_{1}}\right)  \tag{6.64}\\
& K_{1}^{\prime 2}=K_{1}^{2}\left(1-\frac{1}{4 C_{1} D_{1} a^{2}}\right. \\
& \left.-\frac{1}{16 C_{1} D_{1} a^{4}}\left\{\frac{1}{C_{1}}\left[\frac{K_{1}^{2}}{C_{2}}-\frac{1}{C_{1}}-\frac{2}{D_{1}}\right]+\frac{1}{D_{1}}\left[\frac{3 J_{1}^{2}}{D_{2}}-\frac{1}{D_{1}}\right]\right\}\right)  \tag{6.65}\\
& K_{2}{ }^{\prime 2}=K_{2}{ }^{2}\left(1-\frac{K_{1}{ }^{2}}{16 C_{1}{ }^{2} C_{2} D_{1} \alpha^{4}}\right)  \tag{6.66}\\
& J_{1}{ }^{12}=J_{1}{ }^{2}\left(1-\frac{1}{4 C_{1} D_{1} a^{2}}\right. \\
& \left.-\frac{1}{16 C_{1} D_{1} a^{4}}\left\{\frac{1}{D_{1}}\left[\frac{3_{1}{ }^{2}}{D_{2}}-\frac{1}{D_{1}}-\frac{2}{C_{1}}\right]+\frac{1}{C_{1}}\left[\frac{3 K_{1}{ }^{2}}{C_{2}}-\frac{1}{C_{1}}\right]\right\}\right)  \tag{6.67}\\
& J_{2}{ }^{12}=J_{2}{ }^{2}\left(1-\frac{J_{1}{ }^{2}}{16 D_{1}{ }^{2} D_{2} C_{1} a^{4}}\right.  \tag{6.68}\\
& \Delta L_{L}=6+10 \log _{10}\left(1+\frac{1}{4 D_{1}^{2} \alpha^{2}}\right)  \tag{6.69}\\
& \Delta L_{u}=6+10 \log _{10}\left(1+\frac{1}{4 C_{1}^{2} a^{2}}\right) \tag{6.70}
\end{align*}
$$

### 6.5 Discussion of Design Equations

What offect does application of the diplexer design procedure have on the independent bandpass filter designs?

It can be seen that all even-order (in a) corrections change
the values of the input matching transformers (normally $1: 1$ ) and the coupling admittance inverters. The odd-order corrections effect the frequency-invariant susceptances of each filter, and since the odd-order correction terms are all positive, jit can be seen that the main affect is to push the resonant frequencies of the first two or three resonators away from the centre frequency of the diplexer.

The design procedure forces the reflection coefficient at the diplexer input to approximate zero at the sets of real frequencies where the independent channel filter would normally have reflection zeroes: what effect does it have on the passband insertion-loss of the channels, and the return loss at the other ports?

Identifying the common port as port 1 , and the channel 1 and 2 ports as 2 and 3 respectively, the effect of the modifications the design procedure generates is to force

$$
\begin{align*}
& \left|s_{11}\left(\omega_{i}+\alpha\right)\right|=0+\varepsilon\left(\alpha^{-4}\right) \\
& \left|s_{11}\left(\sigma_{i}-\alpha\right)\right|=0+\varepsilon\left(\alpha^{-4}\right) \tag{5.71}
\end{align*}
$$

and thus thers is to at least this degree of precision, maximum power transfer from the source to the entire network. Consider the diplexer at the frequencies $\left\{\omega_{i}+\alpha\right\}$ : there is maximum pouor transfer from the source to the entire network up to the third degree in $a$; up to this degree in $a$ the input impedance of channel 2 is purely reactive and thus no power enters channel 2 ; therefore to the same degree of approximation there is maximum power transfer into channel 1. Also, the network N1 is entirely lossless; thus it follows that

$$
\begin{align*}
& {\left[s_{12}\left(\omega_{i}+\alpha\right)\right]=1-\varepsilon\left(a^{-4}\right)}  \tag{6.72}\\
& {\left[s_{22}\left(\omega_{i}+\alpha\right)\right]=0+\varepsilon\left(\alpha^{-4}\right)} \tag{5.73}
\end{align*}
$$

and anallgously for channel 2 at $\left\{\sigma_{i}-a\right\}$. Thus the design procedure
optimises the common-port and the other port return losses, and the passband insertion loss of each channel, simultaneously and automatically.

In addition, the diplexing of the filters combined with the modifications produces a significant increase in the stopband insertion loss of each channel over the passband of the other. To calculate the approximate magnitude of this increase, consider the circuit of Figure 6.4. This shows the first-order equivalent circuit of the diplexer input near the centre of the passband of channel 1 . If the channels are sufficiently separated, the contribution of $D_{1}$ to the insertion loss of channel 2 can be found approximately by simple potential-divider theory. On this basis, the contribution of $D_{1}$ is given by

$$
\begin{aligned}
L_{D}\left(j\left[\omega_{i}+\alpha\right]\right) & =\frac{-\left(\frac{j}{2 D_{1} a}\right)}{1+1+\frac{j C_{1}}{a} \cdot \frac{1}{2 C_{1}^{2}}+\frac{j}{2 \alpha}\left(\frac{1}{D_{1}}-\frac{1}{C_{1}}\right)-\frac{j}{2 D_{1} \alpha}} \\
& =\frac{-j}{4 D_{1}{ }^{\alpha}}
\end{aligned}
$$

$\therefore\left|L_{D}\right|^{2}=\frac{1}{1 G D_{1}{ }^{2} a^{2}}$
In isolation, at the same frequency (2a) the contribution of $D_{1}$ is given by

$$
L_{D}^{\prime}=\frac{-\frac{j}{2 D_{1}{ }^{a}}}{1-\frac{j}{2 D_{1} a}}
$$

$\therefore\left|L_{\bar{U}}{ }^{\prime}\right|^{2}=\frac{1}{4 D_{1}{ }^{2}{ }^{2}{ }^{2}+1}$
The ratio

$$
\left|\frac{L_{D}}{L_{D}{ }^{1}}\right|^{2}=\frac{4 D_{1}^{2} a^{2}+1}{16 D_{1}^{2} a^{2}}
$$

and, expressed in decibels, this is the increase in insertion loss required, of channel 2 over the passband of channel 1. A similar argument follows for channel 1 over the passband of channel 2. Thus

$$
\begin{equation*}
\Delta_{L}^{L}=6+10 \log _{10}\left(1+\frac{1}{4 D_{1}^{2} \alpha^{2}}\right) \tag{6.74}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\Delta L_{u}=6+10 \log _{10}\left(1+\frac{1}{4 C_{1}{ }^{2} a^{2}}\right) \tag{6.75}
\end{equation*}
$$

The estimate of the increase given by (6.74) and (6.75) is asymptotically correct in the limit as $\alpha \rightarrow \infty$, when the increase is 6 dB. For normal values of $a$, the actual increase is larger, typically by about $0.5-2 \mathrm{~dB}$, so these equations give a conservative estimate. The additional increase is due to higher-order interactions. This increase in stopband attenuation is most worthwhile, and may allow a saving of degree to meet a given specification, with the benefit of reduced dissipation loss in a practical diplexer.

### 6.6 Performance of Prototype Diplexers

To investigate the performance available using the new design method, a computer program has been written (Appendix 2) which designs prototype diplexers using Chebyshev channel filters and analyses the resulting design.

Figure 6.5(a)-(c) shows the response of a diplexer with the following specification:

| I | Banduidth | Centre Frequency | Degree |
| :--- | :--- | :--- | :---: |
| Channel 1 | $2 \mathrm{rads} / \mathrm{sec}$ | $1.5 \mathrm{rads} / \mathrm{sec}$ | 5 |
| Channel 2 | $2 \mathrm{rads} / \mathrm{sec}$ | $-1.5 \mathrm{rads} / \mathrm{sec}$ | 5 |

The original return-luss specification of the channels was 26 dB . This example is also considered in [G.l].

Figure 6.5(a) shows (full line) the common-port return loss over

$\cdots$


FIGURE 6.5. Response-Ex.I.


FIG. $6.5(c)$

the passband of Channel 1 , with the same response of an unodified filter directly diplexed (dotted line) for comparison. The improvement is very marked: the reflection zeros of the filter have been restored, and except for a small region, the return $1.0 s s$ is actually greater than the specification of the original filters. The return loss at the output port of channel 1 is also plotted (broken line) and is again very satisfactory.

Figure 6.5(b) compares the insertion loss of channel 1 over the passband of channel 2 with the response of the channel 1 filter in isolation; the improvement is very marked, and is of the order of 8 dB . For this diplexer, $C_{1}=D_{1}=0.767, \alpha=1.5$, and the predicted improvement is hence

$$
\Delta_{u}=6+10 \log _{10}\left[1+\frac{1}{4 \times 2.25 \times .767^{2}}\right]
$$

$$
=6.75 \mathrm{~dB}
$$

which is an under-estimate of the actual improvement. It can be seen that the degradation of the return loss of channel 1 in the passband is very small, so the improvement in insertion loss is not at the expensa of the passband match as is the case with a filter working in isolation.

Finally, Figure 6.5(c) shows the insertion loss of both channel.s. Of note is the transmissjon zero in each channel at the far side of the passband of the other. This has no advantage in meating normal specification.

II The response of this fifth-degree diplexer for the limiting contiguous case is shown in Figure 6.6, which can be compared with the response of a corresponding "singly terminated" design given irn the
last chapter (Figure 5). In the present case the modifications to the filters result in the value of a being somewhat lower than in that design because of the increase in selectivity, and the exact value of a
was found by trial and error to be 1.2 (as compared with 1.067 ).
The return-loss performance of the diplexer is clearly acceptable and thus the new design technique is a viable alternative to the "singly terminated" design even for the limiting contiguous case. Houever, it may be noted that, because the channel filters are based on doubly-terminated prototypes, the increase in stopband insertion loss of each channel over the passband of the other is considerably less. The computed value is 9 dB , compared with a theoretical value of 7.17 dB (Equation 6.75), whereas the singly terminated design gave 16.2 dB . This should be considered in the context of the argument developed in Chatper 5, that contiguous designs will frequently not be necessary where non-contiguous design methods are available.

When the bandwidths of the two channels are unequal, the performance of the diplexer suffers because of the unequal interactions between the channels. This can be corrected by increasing the degree of the broader channel, hence increasing its selectivity. Ona criterion for this is to increase the degree until the insertion losses of each channel at the passband edge of the other are equal, but it has been found that best results are obtained by iteration, testing different designs using a computer analysjs progran to obtain the desired response.

The next two examples give the prototype responses of the waveguide diplexers fully described in the next chapter.

Figure 6.7 shows the responses of a diplexer to the following specification:

| III | Bandwidth <br> $($ Rads $/ \mathrm{sec})$ | Degree | Centre Frequency <br> (Rads/sec) | Return-Loss <br> $(\mathrm{dB})$ |
| :--- | :---: | :---: | :---: | :---: |
| Channej. 1 | 2.0 | 3 | -2.5 | 26 |
| Channel 2 | 4.0 | 7 | +2.5 | 27.31 |

Here the degree and ripple-level. of channel 2 have been chosen so that


FIGURE 6.7 Response-Ex.III.
the insertionloss responses cross-over at $\omega=0$. The response shown in Figure 6.7 is of a design including fourth- and fifth-order corrections, while the waveguide design (also described in [6.2]) included only up to third-order corrections. Noteworthy are the kinks in the skirt response of Channel l over the passband of Channel 2, and the improvement in selsctivity in the same region, which is about 9 dB , compared to a theoretical value (Equation 6.75) of 6. 4 dB. Channel 2 also exhibits the expected improvement in its stopband loss, of about 8 dB . Again, these figures are somewnat larger than predicted by the asymptotic formulas, confirming that these formulae tend to under-estimate the increase in loss.

The final example is more stringent, the channels being closer together and having a high degree. The specification is:

IV \begin{tabular}{llll}
Centre Frequency <br>
rads/sec

$\quad$ Degree $\quad$

Bandwidth <br>
rads/sec

$\quad$

Return-Loss
\end{tabular}

| Channel 1 | -1.59 | 15 | 2.0 | 22 |
| :--- | :--- | :--- | :--- | :--- |
| Channel | +1.59 | 15 | 2.94 | 22 |

The common-port return-loss of this diplexer is plotted in
Figure 6.8(a) and (b). The performance is very good, noither channel being significantly degraded from its response in isolation.

### 6.7 Conclusions

This Chapter has presented the derivation of design equations for non-contiguous bandpass channel diplexers. The derivation depends on certain power transfar properties of doubly-terminated filters, and certain symmetry properties which a bandpass diplexer prototype possesses, and generates formulae for modified element values in the first two or three rasonators of each filter. The rest of the filter being arbitrary, the design technique can be applied to conventional, minimum-phase filters, or to filters having linear-phase response.


FIGURE 6.8 Response-Ex.IV. (a)


FIGURE 6.8 (b)

The effect of applying the modifications is to change the input impedance characteristics of each filter so that, when the filters are "diplexed" the return-loss performance at the common-port is optimised. However, it has also been shown that the same procedure simultaneously optimises the return-loss at each of the other two ports of the diplexer and the insertionloss of each channel.

Physically, the modifications alter the resonant frequencies of the first two or three resonators of each filter, such as to push the resonant frequencies away from the cross-over frequency of the diplexer responses. In addition, the coupling from the source into the first cavity, and the first and second intar-cavity couplings of each filtor are modified. Finally, if the filters have a different degree or bandwidth or both, a series frequency-invariant annulling susceptance is introduced at the common-port.

The interactions between the filters, and the modifications, have the effect of slightly increasing the insertion loss of each filter over the passband of the other. An apilroximate first-order calculation shows this increase to be asymptotic to 6 dB for large band separations, and of the order of $7-8 \mathrm{~dB}$ for small band separations.

Computed responses for several prototype diplexers have shown the high performance the new design method makes possible, and confirms the existence of the insertion-loss improvement, and that all the significant return and insertion loss responses of the diplexer are optimised. The results show that the stopband insertionloss increase is actually somewhat greater than predicted because of 1 second-order interation $s$ not allowed for in the derivation.

The now design technique gives good results even when the diplexer channels are contiguous, and thus can be considered a viable alternative to the "singly terminated" method of design, with the advantage of directness and speed.

CHAPPER 7. Design and Performance of Experimental
Waveguide Diplexers.
7.1 In'troduction

This chapter briefly describes the application of the new theory developed in the last chapter to the design of real diplexers using direct-coupled cavity waveguide filters. Rhodes $[6 \cdot 1]$ has reported successful results for a symmetrical diplexer: here the theory is applied to two asymmetric designs. One is a very narrow band diplexer around 5.8 Ghz , the otner a broad-band design between 7.25 and 8.4 Ghz .
7.2 General Design Principles.

The design process for a diplexer begins with a specification which defines the band edges of the channels or their band centres and bandwidths, the selectivity and the insertion- or return-loss ripple. From the latter, the degree needed can be calculated, bearing in mind the improvement in insertion-loss experienced when filters are diplexed. The design equations derived in tne last chapter were given in terms of a prototype diplexer, and the prototype has to be related to the real bandpass filters. This is very easy to do for narrow-band diplexers.

Consider the channels of a diplexer shown in figure 7•1(a), which defines the centre frequencies and bandwidths. Ine degree and ripple factors have been for the moment iधnored; it is assumed that suitable low-pass prototypes are available.

Now, this channel layout has to be related to the prototype channel layout shown in figure 7•1(b). Here, the band separation is " $2 \alpha$ ", and the bandwidth of the vpper


FIGURE 7.1 Relating 'Real' and 'Prototype' Diplexer Responses.


FIGURE 7.2 Absorbing Input Transformer.
channel is "W". It is convenient to assume that the bandwidth of the lower channel is 2 radians/sec.

Assuming that the channels are narrow compared to the centre frequency, it is easy to see that "oc" and "w" can be related to the real channel spacing and bandwidths by:

$$
\begin{aligned}
& \frac{S}{B_{1}}=\frac{2 C C}{2} \\
& \frac{W}{2}=\frac{B_{2}}{B_{1}}
\end{aligned}
$$

and thus

$$
\begin{align*}
\alpha & =\frac{S}{B_{1}} \\
& =\frac{f_{O_{2}}-f_{O_{1}}}{B_{1}} \\
W & =\frac{2 B_{2}}{B_{1}}
\end{align*}
$$

Knowing $W$, the element values in the prototype for the lower channel can be scaled accordingly, so that the lower channel of the prototype diplexer has a bandwidth W. The design formulae given in the last chapter can now be applied to optimise the element values.

The final step is to translate the modifications to the prototype into modifications of the actual bandpass filters. Consider the modified prototype filter shown in figure $7 \cdot 2(a)$. Since most bandpass filter design procedures are given in terms of the prototype capacitors and admittance inverters, it is perhaps simplest to eliminate the input transformer by scaling it into the first admittance inverter, to give the circuit of figure 7.2(b), with

$$
C_{1}^{\prime}=\frac{C_{1}}{1+r(\alpha)}
$$

$B_{1}^{\prime}=\frac{B}{1+r(\alpha)}$

$$
K_{1}{ }^{\prime \prime}=K_{1}{ }^{\prime} / \sqrt{1+x(\alpha)}
$$

Turning now to the frequency-invariant susceptances in the prototype diplexer, these could be realised through the reactance-slope technique discussed in chapter 3. However, it is simplest to allow for them by a direct perturbation of the resonant frequencies of the first three resonators.

Consider the $r^{\prime}$ th shunt capacitor and its associated frequency-invariant susceptance of one of the filters in the prototype diplexer. From chapter 6, the susceptance of the combination is

$$
B_{r}=\omega C_{r}-C_{r}(\alpha+\delta(\alpha))
$$

where $\delta(\alpha)$ represents the modifications made to the susceptance. The resonant frequency of the combination occurs when its susceptance is zero, that is when

$$
\omega=\alpha+\delta(\alpha)
$$

Thus the shift in the resonant frequency is just $\delta\left(\alpha_{\text {. }}\right)$. In order to apply this shift to the real bandpass filter this shift has to be related to the channel separation. It is clear that the actual shift in tne resonant frequency of the corresponding resonator is

$$
\delta^{\prime}=\frac{\delta(\alpha)}{2 \alpha} \cdot S
$$

where $s$ is again the channel separation. This procedure is valid as long as the reactance slope of the bandpass resonators is nearly constant over the total band of the diplexer. This is true, in particular, for waveguide resonators over a fairly broad band.
7.3 A Narrow-Band Wavesuide Diplexer.

The initial specification of this diplexer is given below.

| Return-loss <br> Ripple $(\mathrm{dB})$ | Degree | Centre fre- <br> quency $($ Ghz $)$ | Bandwidth <br> $($ Mhz $)$ |
| :---: | :---: | :---: | :---: |
| 26 | 3 | 5.975 | 20 |
| 27.31 | 7 | 6.025 | 40 |

The different degrees and return loss levels of the channels were chosen so that the insertion-loss responses of the filters should crossmover at 6 Ghz.

Applying (7.1) and (7.2),

$$
\begin{aligned}
0 & =\frac{(6 \cdot 025-5 \cdot 975) \cdot 10^{3}}{20} \\
& =2 \cdot 5 \\
W & =\frac{2 \times 40}{20}
\end{aligned}
$$

$$
=4
$$

Thus this example corresponds to the third case analysed in chapter 6, and the corresponding prototype performance was plotted in figure 6.7. However, the waveguide diplexer was designed before the approximate fourth and fifth order corrections were worked out, and incorporated only up to third-order corrections.

Figure 7.3 snows the waveguide diplexer, made in waveguide WG14 (WR137). The series connection of the filters was made with a simple $\mathrm{H}-\mathrm{plane}$ Tee-junction. The filters themselves used single posts for the input and output couplings, and triple posts for the internal couplings. Tuning screws were located at the centre of each cavity. The design procedure used was essentially that given in chapter 4, but using the lumped-elenent prototype since the bandwidtin was very narrow. The modifications were incorporated into the wavesuide structure as described in section $7 \cdot 2$, except that the resonant frequency correct-


FIGURE 7.3 Construction of Waveguide Diplexer.
ions, being very small, were not explicitly allowed for but taken up by the tuning screws.

Figure 7.4 shows a "close-up" of the Tee-junction. It shows the small offsets, labelled $x_{1}$ and $x_{2}$, of the firstcouplings of each filter from the edge of the branch wave guide. These are necessary to absorb the negative lengths of guide associated with the input admittance inverters. Unfortunately, these offsets were not included in the initial design! Instead, the posts were placed level with the edges of the branch guide.

Large tuning screws were placed on the centre line of the Tee-junction, one on the centre line of the main guide and the other at its edge, to provide the junction annulling susceptance.

The diplexer was tuned using a swept-frequency reflectometer arrangement connected to the common port. The other ports were terminated with matched loads.

The tuning procedure used was essentially that described by Dishal $[7 \cdot 1]$. Although this procedure is really intended for filters in isolation, no special difficulties arise when it is applied to this type of diplexer as long as the initial design is substantially correct. This is in contrast to diplexers or multiplexers using singly-terminated filters, for which special alignment procedures are necessary (see, for example, [5.60]).

Very early or in the tuning of the $6 \cdot 0$ Ghz. diplexer it was found tinat the filters interacted in a peculiar way, the resonant frequencies of the first cavity of the two filters being interdependent. Careful investigation of the prase of the reflection coefficient using a Hewlett-Packard network analyser indicated that this seemed to be because the negative lengths of guide at the


FIGURE $7.4^{\circ}$ Close-Up' of Tee-Junction.


FIGURE 7.5 Reducing Iris Susceptances.
filter inputs had not been allowed for. Purther investigation showed that the filters did seem to be effectively in series around $5 \cdot 8 \mathrm{Ghz}$, and that there was enough tuning range with the screws fitted to tune the entire diplexer down to this frequency. For experimental purposes, therefore, the rest of the tests on the diplexer were made with the channel centre frequencies at 5.775 and $5 \cdot 825 \mathrm{Ghz}$. Since the shunt susceptance of an inductive post is proportional to guide wavelength, the susceptances were too high at the reduced centre frequency. Capacitive tuning screws were therefore provided between the posts to slightly reduce the coupling susceptances (figure 7.5).

With these modifications, the diplexer proved relatively easy to tune, and gave performance gratifyingly close to the computed prototype response. The performance of the experimental diplexer is plotted in figure 7•6(a) and (b).

### 7.4 A Broadbend Waveguide Diplexer.

The specification of this diplexer is given below.
Return-loss Degree $\quad$ Bandedges (Ghz.)
Ripple (dB) Uper Uper

| Channel 1 | 22 | 15 | 7.25 | 7.75 |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Channel | 2 | 22 | 15 | 7.9 | 8.4 |

Waveguide: WG15 (WR112).
Since the channels are rather wide, the band edges have to be found in terms of guide wavelength to determine $W$ and $\alpha$. Also, the individual filters have to be based on distributed rather than lumped prototypes. This introduces an interesting problem, since the original design equations werederived for filters whose input impedances could be described as continued fractions in their


FIGURE 76
(b)

Response of the waveguide diplexer. (a) Return loss. (b) Insertion loss.
element values. This is not the case for distributed filters, but it was decided to try designing the diplexer as if the lumped description was valid. This can be justified by the argument that the departure of the distributed prototype from the lumped is faily small, so the continued-fraction description should not be too far from the truth, at least in the passband of the filter. A computer program was written (Appendix 6) to design and analyse broadband waveguide diplexers, using a fully distributed model for the filters and a realistic frequency variation for the coupling susceptances.

Going back to the specification, the band-edges are given below as guide wavelengths:
$\xrightarrow[\text { Bandedges (centimetres). }]{\text { Upper }}$

Channel $1 \quad 6 \cdot 018 \quad 5 \cdot 274$
$\begin{array}{lll}\text { Channel } 2 & 5.093 & 4.583\end{array}$
From these, normalising the band separation and the bandwidth of channel 1 to the bandwidth of channel 2 ,

$$
\begin{aligned}
& \alpha=1.584 \\
& w=2.918
\end{aligned}
$$

These are essentially the parameters of the final example in chapter 6.

The computer program designed the diplexer, treating the distributed prototype values as if they were the element values in lumped filters, The corrections to the coupling irises were made as in the last example, and in addition, the lengths of the cavities were altered to produce the relative resonent frequency shifts. For the computation of the performance, it was assumed that the cavities could be treated as simple leneths of trans-


FIGURE 7.7 Broadband Waveguide Diplexer Response.

The computed comon-port return loss of the distributed diplexer is shown in figure 7.7. This response shows a someshat greater degradation than experienced by the "lumped" diplexer to the sume specification (figure 6.8.), but is still entirely acceptable, and it should be borne in mind that waveguide fiilters of this bandwidth in isolation would show some degradation of performance.

The applicability of the new design formulas to broadband waveguide diplexers arises since the explicit formular used to design the broadband prototypesthemselves attempt to force the distributed prototype to behave as if it were lumped, around the centre frequency.

This diplexer has been constructed, in WG15, using a similar layout to figure 7.3, but up to the time of writing it has not been successfrully aligned.
7.5 Conclusions
'This chapter has briefly considered the design of waveguide diplexers using the theory developed in chapter 6. The particular arrangement used consisted of a pair of inductive-post coupled filters made in rectangular waveguide connected by an H-plane waveguide T'ee.

Af'ter an initial design error had been allowed for, a narrowband diplexer gave excellent performance, con -
mission line, and the coupling posts as inductive susceptances with frequency variation $\left(\lambda_{g} / \lambda_{g}\right)$. Finally,it was assumed that the annulling reactance could be realised as an equivalent series reactance with frequency variation ( $\lambda_{g O} / \lambda_{g}$ ).

The computed common-port return-loss response of the distributed diplexer is plotted in figure 7.7. Not only is this response acceptable, but considering that the design theory should not strictly apply to the distributed diplexer, it is remarkable.

This diplexer has been built in WG15 using the same layout as the narrow band diplexer, but making allowance for the negative length of guide at the inputs of the filters. Up to the time of writing, it has not been possibze to tune up this diplexer correctly. However, from the experience gained with it so far, it seems that the filters are interacting in the right way and the main problem is to get the filters aligned. It is well-known that broadband waveguide filters are much more difficult to tune than narrow-band types. 7-5 Conclusions.

This chapter has briefly considered the design of waveguide diplexers with the theory developed in chapter 6. The particular arrangement used consisted of a pair of inductive-post coupled filters made in rectangular waveguide connected togetiner by an H-piane waveguide Tee. This is a convenient arrangement for experimental purposes, but may not de convenient in a practical application.

After an initial design error had been allowed for, a narrow-band diplexer gave excellent performance, con-
sistent with theoretical predictions. With the results already obtained by Rhodes $[6 \cdot 1]$, this indicates that the direct design of narrow-band diplexers can be regarded as routine.

The design theory has also been applied to broadband waveguide diplexers. The theoretical basis of the method would indicate that it should not strictly apply to such diplexers as they must be designed from a distributed prototype while the theory assumes a lumped one. Nevertheless, the computed response shows that the method should be capable of excellent results even for broadband diplexers. It has not yet been possible to confirm this with experimental results.

GDDEINDA
Table 1 gives the prototype values for the narrow-band waveguide diplexer. From these values, the relative significance of the modifications to the eavity resonant frequencies will be assessed. Considering the l.f. channel filter first, only the first two cavities were modified (only up to third-order corrections. being made). Thus comparing $B_{1}$ and $B_{3}$ indicates the shift of the first cavity resonance, which is seen to be at

$$
-2.5 \times \frac{1.907}{1.601}=-2.98 \mathrm{rads} / \mathrm{sec}
$$

Thus the resonance has been shifted away from the diplexer's centre frequency by about $10 \%$ of the band separation or $25 \%$ of the filter's bandwidth. Similarly, it can be shown that the second cavity resonance is shifted away from the diplexer centre frequency by approximately $2.5 \%$ of the band separation.
for the high frequency channel filter, comparing $A_{1}$ with $A_{7}$, the first cavity resonant frequency is shifted from +2.5 to +3.76 rads/sec., a shif"t of $25 \%$ of the channel separation and $32 \%$ of the fitler's bandwidth. The second resonant frequency is shif'ted upward in frequency by $12 \%$ of the band separation.
l'able 2 gives the normalised coupこng susceptance required in the waveguide realisation of the diplexer. Comparing the input (i.e. comnon-purt) and output (un-modified) susceptances of the 2.f. $\mathfrak{l}^{\prime i}$ Iter, the input coupling susceptance $B_{01}$, has been increased by $3.5 \%$, while the greatest change is to the first inter-resonator coupling, by2. wich in increased by $9.2 \%$.

For the h.t. charnel, the first coupling susceptance has been decreased by $5 \%$, and the first inter-resonator coupling susceptance increased by $9 \%$. The input coupling susceptance of the two f"ilters behave differently because of the asymmetry of the diplexer. If the channels and f"ilters were symmetrical both susceptances would be equally modified.

In this narrowband diplexer the resonant frequency corrections were small compared to the centre frequency and made by adjustment of the cavity tuning screws. The modifications to the coupling susceptances were substantial and had to be allowed for in the physical design of the coupling posts.

The difficulties with the electrical characterisation of the 'ree-junction of the f'ilters in the narrow-band diplexer were not adequately resolved. An experimental approach was used to investigate the junction properties and determine a centre frequency for the diplexer around which the filters interacted correctly. for design purposes though, a theoretical characterisation is necessary.

In the experimental approach, a network analyser was set up to obtain a swept-frequency display of the common-port reflectioncoet'ficient phese of the diplexer over the frequency range of interest (Figure 7.8). All the cavities of each filter were completely detuned except for the first cavity of each. Each of these cavities then produced its own "kink" in the phase display, as shown in figure 7.9. If the filters are effectively connected in serjes at the common-port, each kink can be tuned independantly essentially uncoupled. With the diplexer, it was pound the savity turings interacted severely around 6 GHz , wut that the resananoes were independent around 5.8 GHz, over a band large enough to cover the filter passbands. 5.8 GHz was therefore choser as the diplexer centre freyneucy.

LOWER CMANNEL


Table 1-Modified element Vagues for Prototype narrow-bant Diplexer. (See figure 6.2).


Table 2 - Normalised Post Susceptances for
Narrow-band Diplexers in wa 14


Figure 7.8 - Test arrangement.


Figure 7.9 - Aproximpte Sketch of Reflection. Phase of two independent Series CONNECTED RESONATORS.

```
Observation of Mitosis in root tip cells.
```


## Procedure -

4. Place 1 cm of the root tip in a watchglass containing approx. 10 drops of acetic orcein stain.

If the stain isnot acidified the root must be placed in a solution containing 10 parts stain and 1 part hydrochloric acid. Warm over a small flame for 5 minutes.
2. Place specimen on a microscope slide and cut in half. Retain the tip, and add 2-3 drops of acetic orcein stain, Break up tip with a blunt seeker needle.
3. Lower on a coverslip, cover with a layer of filter paper and GENWLLY squash against the slide.

Waxm for 10 seconds.
4. View the onion root tip with low and high power of a light microscope.

Observation -
Acetic orcein shows up the chromosomes in dividing cells. Most of the dividing cells will be found near the very tip of the root.

It may also be possible to count the number of chromosomes in the nucleus.
Are there the same numbers in each cell?
Draw accurate diagrams of any stages visible.

CHAPTER 8
EXTENSION AND FURTHER APPLICATIONS
8.1 INTRODUCTION

This chapter deals with thres further applications of the basic theory introduced in Chapter 6, to diplexer and filter design.

Section 8.2 develops a different solution for the bandpass/ bandpass diplexer for the special symmetrical case. It is shoun that, in the symnetrical case, another solution to the equations defining the modifications (equations 6.34-6.50) exis ts where an annulling inductor is connected in series with the commion port. This solution does not exist for the more general asymmetrical case, but is presented for complateness and because it corresponds to a useful practical arzangement with diplexers using filters which show a common ground connection.

Although much of Chapter 5, and Chapter 6, concentrated on bandpass diplexers, lowpass/highpass diplexers are important, and the conventional methods of design again are only applicable to contiguous diplexers. Section 8.3 presents a design theory fur general noncontiguous lowpass/highpass diplexers, using filters constrained to have at least turo transmission zeros at the origin or infinitye

One way of looking at the design thenry is that each filter is modified so that its passband input impedance is a conjugate match for the stopband reactance of the other filter in series uith the suurce resistance. An obvious application is then to filters which must operate with frequancy-varying load impedances. An example is an interdigital filter, which was shown in Chapter 4 to te equivalent to a conventional lumped lowpass filter operating between source and load resistors with a cosine-dependence on frequency. Section 8.4 develops a design theory for broadband interdigital fileer protatypes,
where the first and last two elements of the conventional lowpass protom types are modified to partly compensate for this frequency-dependence, and indicates further extensions of the idea.

## 8. 2 SYMMETRIC DIPLEXER UITH SERIES INDUCTOR

If an inductor in series with the common port is included in the diflexer solution, the symmet.ry considerations of Section 6.2 indicate that the inductor value must be an even function of the band separation variable a. Furthermore, in the symmetric case the frequency-invariant annulling reactance $X_{0}$ (refer to Figure 6.2 ) must be exectly zoro. The diplexer circuit now is shown in Figure B.l; the expansions for the input impedances can be derived directly from the expressions in Chapter 6 substituting

$$
\begin{aligned}
& D_{1}=C_{1}, D_{2}=C_{2}, D_{3}=C_{3} \\
& J_{1}=K_{1}, J_{2}=K_{2}
\end{aligned}
$$

The symmetry of the problem makes the expansion in channel 2 passband redundant. Let the element values of Figure 8.1 be given by:

$$
\begin{align*}
B_{1} & =c_{1}\left[a+\frac{a_{11}}{a}+\frac{a_{13}}{a^{3}}\right]  \tag{8.1}\\
B_{2} & =c_{2}\left[a+\frac{a_{23}}{a^{3}}\right]  \tag{8.2}\\
B_{3} & =c_{3}\left[a+\frac{a_{35}}{a^{5}}\right]  \tag{8.3}\\
R^{2} & =1+\frac{n_{2}}{a^{2}}+\frac{n_{4}}{a^{4}}  \tag{8.4}\\
K_{1} 1^{2} & =K_{1}^{2}\left[1+\frac{k_{12}^{2}}{a^{2}}+\frac{k_{14}}{a^{4}}\right]  \tag{8.5}\\
K_{2}^{1} & =K_{2}^{2}\left[1+\frac{k_{24}}{a^{4}}\right]  \tag{8.6}\\
L_{0} & =\frac{\varepsilon_{2}}{a^{2}} \tag{8.7}
\end{align*}
$$

Considering the input impedance of the diplexer at the set of real frequencies $\left\{\omega_{i}+a\right\}$, the inductor contributes a reactance

$$
\begin{aligned}
X_{L} & =j\left(\omega_{i}+a\right) \frac{\ell_{2}}{a^{2}} \\
& =j \frac{e_{2}}{a}+j \frac{\omega_{i} e_{2}}{a^{2}}
\end{aligned}
$$

containing terms in both $a^{-1}$ and $a^{-2}$. Forming the expansions of the input impedances of both channels at the set of frequencies $\left\{\omega_{i}+\alpha\right\}$, and equating the error terms of first, second and third degrea to zero, we get the equations:

$$
\begin{align*}
\text { In } a^{-1} \quad c_{1} a_{11}-\frac{1}{2 C_{1}}+e_{2} & =0  \tag{8.B}\\
\text { In } a^{-2} \quad n_{2}-c_{1}^{2} a_{11}^{2}-k_{12} & =0  \tag{8.9}\\
c_{1} k_{12}+\frac{1}{4 C_{1}}+e_{2} & =0  \tag{8.10}\\
a_{23} & =\frac{k_{1}^{2}}{8 c_{1}^{3} c_{2}}  \tag{8.11}\\
\text { In } a^{-3} &
\end{align*}
$$

A further equation in $a^{-3}$ arises from terms independent of $\omega_{i}$, which will be solved later. Note that the value of $a_{23}$ is identical to that obtained in equation (6.38), and is available independently of the solution for the lower-order terms.

Substituting for $k_{12}$ from (8.12) in (8.10) gives:

$$
-\frac{1}{8 c_{1}^{3} a_{11}}+\frac{1}{4 c_{1}}+e_{2}=0
$$

Subtracting from (8.8), and multiplying through by $a_{11}$, elminates $\ell_{2}$ and gives a quadratic in $a_{11}$ :

$$
c_{1} a_{11}^{2}-\frac{3 a_{11}}{4 C_{1}}+\frac{1}{8 c_{1}^{3}}=0
$$

whence $\quad a_{11}=\frac{\frac{1}{4 C_{1}} \pm \sqrt{\frac{9}{16 C_{1}{ }^{2}-\frac{1}{2 C_{1}{ }^{2}}}}}{2 C_{1}}$
Thus $\quad a_{11}=\frac{1}{2 C_{1}{ }^{2}}$ or $\frac{1}{4 C_{1}{ }^{2}}$
The first solution is identical to that obtained before, where the corresponding value of $\ell_{2}$ is found by substituting in (8.8):

$$
\frac{1}{2 \mathrm{C}_{1}}-\frac{1}{2 \mathrm{C}_{1}}+\ell_{2}=0
$$

or

$$
\ell_{2}=0
$$

as expected. The value of $\ell_{2}$ corresponding to the second solution is found from;
whence

$$
c_{1} \frac{1}{4 C_{1}{ }^{2}}-\frac{1}{2 C_{1}}+e_{2}=0
$$

$$
\begin{equation*}
\ell_{2}=\frac{1}{4 C_{1}} \tag{8.14}
\end{equation*}
$$

Now from (8.10),

$$
C_{1} k_{12}+\frac{1}{4 C_{1}}+\frac{1}{4 C_{1}}=0
$$

thus

$$
\begin{equation*}
k_{12}=-\frac{1}{2 C_{1}^{2}} \tag{8.15}
\end{equation*}
$$

Substituting for $a_{11}$ and $k_{12}$ in (8.9),

$$
n_{2}-c_{1}^{2} \frac{1}{16 c_{1}{ }^{4}}+\frac{1}{2 c_{1}^{2}}=0
$$

whence

$$
\begin{equation*}
n_{2}=-\frac{7}{16 c_{1}^{2}} \tag{8.16}
\end{equation*}
$$

Finally, it can be shoen that

$$
\begin{equation*}
a_{13}=\frac{1}{B C_{1}^{3}}\left(\frac{K_{1}^{2}}{\mathrm{c}_{2}}-\frac{9}{4 \mathrm{C}_{1}}\right) \tag{8.17}
\end{equation*}
$$

are found to be;

$$
\begin{align*}
& \mathrm{k}_{14}=-\frac{1}{4 \mathrm{C}_{1}{ }^{3}}\left(\frac{\mathrm{~K}_{1}{ }^{2}}{\mathrm{C}_{2}}-\frac{27}{16 \mathrm{C}_{1}}\right)  \tag{8.18}\\
& \mathrm{k}_{24}=-\frac{\mathrm{K}_{1}{ }^{2}}{16 \mathrm{C}_{1}{ }^{3} \mathrm{C}_{2}}  \tag{8.19}\\
& \mathrm{n}_{4}=\frac{1}{4 \mathrm{C}_{1}{ }^{3}}\left(\frac{\mathrm{~K}_{1}{ }^{2}}{\mathrm{C}_{2}}-\frac{1}{\mathrm{C}_{1}}\right)  \tag{8.20}\\
& \mathrm{a}_{35}=\frac{\mathrm{K}_{1}{ }^{2} K_{2}{ }^{2}}{32 C_{1}{ }^{3} C_{2}{ }^{2} C_{3}} \tag{8.21}
\end{align*}
$$

It is interesting to note that $\mathrm{k}_{24}$ and $\mathrm{a}_{35}$ have precisely the values found previous.ly.

If the solution is attempted for the asymmetric case, it is found impossible to simultaneously null both the first and third-order terms. Thus the solution with a series inductor is less general than the previous asymmetric solution. It may have practical importance, as indicated in Figure 8.2(a), which shows an alternative arrangement electrically equivalent to figure 8.1. Here the filters are paralled through admittance inverters, and the series inductor replaced with a shunt capacitor at the common junction. Figure 8.2(b) shows a microwave stripline equivalent, using combline filters coupled to a common resonator at the centre. It may be noted that the "series" connection of stripline filters may present considerable difficulty at high frequencies.

The computed performance (see Appendix 3) of a prototype diplexer incorporating a series inductor, with a similar specification to the first oxample in section 6.6, is plotted in Figure B.3(a) and (b). Figure $8.3(a)$ shows that the degradation of the common-port return-loss is rather large. One reflection zero has been lost and the others much attenuated. The overall return-loss level is, however, still fairly high.



FIGURE 8.3 Response of Diplexer, $\propto=1.5$.

It can easily be shown that the theoretical insertion-loss improvement of one channel at the centre of the others passband is still given by equation (6.75). Thus the theoretical improvement is again 6.75 dB , while the computed improvement is seen from Figure 8.3(b) to be again 8 dB .

Figure 8.4 gives the common-port return loss of a diplexer to the following specification:

| Centrefrequency | Bandwidth Degree Return-Loss |  |
| :---: | :--- | :---: |
| $(\mathrm{rads} / \mathrm{sec})$ | $(\mathrm{rads} / \mathrm{sec})$ | (dB) |

Channel 1
-2
2
5
22

Channel 2
$+2$
2
5
22

This is similar to the first example but has a slightly great channel separation, and a lower designed return loss. The performance of this diplexer is extremely good, showing very little return-loss degradation. It thus seems that this approach to diplexer design will be useful for applications where the convenient physical arrangement is preferable and channel separation not too small, while the approach of Chapter 6 can give good performance even when the channels are contiguous.

Finally, the design equations for the diplexer using the series inductor are given below, equations (8.22)-(8.28).

$$
\begin{align*}
L_{0} & =\frac{1}{4 C_{1} a^{2}}  \tag{8.22}\\
R^{2} & =1-\frac{7}{16 C_{1}{ }^{2} a^{2}}-\frac{1}{4 C_{1}{ }^{3} a^{4}}\left(\frac{K_{1}{ }^{2}}{C_{2}}-\frac{1}{C_{1}}\right)  \tag{8.23}\\
B_{1} & =C_{1}\left\{a+\frac{1}{4 C_{1}{ }^{2} a}+\frac{1}{8 C_{1}{ }^{3} a^{3}}\left(\frac{K_{1}{ }^{2}}{C_{2}}-\frac{9}{4 C_{1}}\right)\right\}  \tag{8.24}\\
K_{1} \prime^{2} & =K_{1}{ }^{2}\left\{1-\frac{1}{2 C_{1}{ }^{2} a^{2}}-\frac{1}{4 C_{1}{ }^{3} a^{4}}\left(\frac{K_{1}{ }^{2}}{C_{2}}-\frac{27}{16 C_{1}}\right)\right\} \tag{8.25}
\end{align*}
$$



FIGURE 8.4 Diplexer Response, $\alpha=2$.


FIGURE 8.5 L.P. \& H.P. Prototypes for Diplexer.

$$
\begin{align*}
B_{2} & =c_{2}\left\{a+\frac{k_{1}{ }^{2}}{8 c_{1}{ }^{3} c_{2} a^{3}}\right\}  \tag{8.26}\\
{k_{2}}^{\prime 2} & =k_{2}^{2}\left\{1-\frac{k_{1}^{2}}{16 c_{1}{ }^{3} c_{2} a^{4}}\right\}  \tag{8.27}\\
B_{3} & =c_{3}\left\{a+\frac{k_{1}^{2} k_{2}^{2}}{32 c_{1}^{3} c_{2} c_{3} a^{5}}\right\} \tag{8.28}
\end{align*}
$$

## B. 3 DESIGN THEDRY FOR NON-CONTIGUDUS LP-HP DIPLEXERS

Consider the prototype lowpass and highpass filters shown in Figure 8.5(a), with the prototype responses shown in Figure 8.5(b). Let the filters have zero insertion-loss at the sets of frequencies $\left\{\omega_{i}\right\}$ and $\left\{\sigma_{i}\right\}$ respectively. Because it is possible to freely scale the cut-off frequency of each filter by an arbitrary positive constant, there is no loss of generality in assuming that all the $\left\{\omega_{i}\right\}$ are less than unity, and the $\left\{\sigma_{i}\right\}$ greater than unity.

Now the filters, which are each minimum-reactance, will be connected in series as shown in Figure 8.6 to form a diplexar, and the values of the first two elements in each filter will be modified, becoming $C_{1}{ }^{\prime}, C_{2}^{\prime}, L_{1}^{\prime}, L_{2}^{\prime}$, to give optimum performance.

Consider the subnetwork $N_{1}$ of the lowpass filter at the set of frequencies $\left\{\omega_{i}\right\}$. Because there is maximum power transfer through the network at this set of frequencies, it follows that

$$
\begin{equation*}
1 / z_{2}\left(j \omega_{i}\right)=-j \omega_{i} c_{2}+\frac{k_{1}^{2}}{1-j \omega_{i} c_{1}} \tag{8.29}
\end{equation*}
$$

Using (8.29) it is easy to show that the passband input impedance of the loupass filter is given by:

$$
\begin{equation*}
z_{1}\left(j \omega_{i}\right)=\frac{k_{1}^{2}+j \omega_{i}\left(c_{2}^{\prime}-c_{2}\right)+\omega_{i}{ }^{2} c_{1}\left(c_{2}^{\prime}-c_{2}\right)}{k_{1}{ }^{2}+j \omega_{i} k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right)-\omega_{i}{ }^{2}\left(c_{2}^{\prime}-c_{2}\right)+j \omega_{i}{ }^{3} c_{1} c_{1}{ }^{\prime}\left(c_{2}^{\prime}-c_{2}\right)} \tag{8.30}
\end{equation*}
$$



FIGURE 8.6 LPIHP Diplexer.


FIGURE 8.7(a) Response of Example Design.


FIGURE 8.7 (continued)

Now, since the $\left\{\omega_{i}\right\}$ are assumed less than $l_{\text {, }}$ then the impedance $Z_{1}\left(j \omega_{i}\right)$ can be expanded as a power series in $\omega_{i}$ about the origin. The expansion can conveniently be carried out by the method used in Chapter 6 . The resulting expansion is;

$$
\begin{align*}
z_{1}\left(j \omega_{i}\right)=1 & +\frac{j \omega_{i}}{k_{1}^{2}}\left[\left(c_{2}^{\prime}-c_{2}\right)-k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right)\right] \\
& +\frac{\omega_{i}^{2}}{k_{1}^{2}}\left[2 c_{1}^{\prime}\left(c_{2}^{\prime}-c_{2}\right)-k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right)^{2}\right] \\
& +\varepsilon\left(\omega_{i}^{3}\right) \tag{8.31}
\end{align*}
$$

At the same set of frequencies, the input impedance of the highpass filter is given by

$$
\begin{equation*}
z_{3}\left(j \omega_{i}\right)=j \omega_{i} L_{1}^{\prime}+\varepsilon\left(\omega_{i}^{3}\right) \tag{8.32}
\end{equation*}
$$

by a straightforward expansion. Notice that, because the highpass filter has at least two transmission zeros at the origin, the evendegree terms in the expansion of $Z_{3}$ are identically zero up to at least the fourth power of $\omega_{i}$.

A similar procedure yields series expansions for the passband input impedance of the highpass filter at the set of frequencies $\left\{1 / \sigma_{i}\right\}$ and the corresponding stopband reactance of the lowpass filter. These expansions are found to be;

$$
\begin{align*}
& z_{3}\left(-j / \sigma_{i}\right)=1-\frac{j}{\sigma_{i} J_{1}{ }^{2}}\left\{\left[\frac{1}{L_{2}{ }^{\prime}}-\frac{1}{L_{2}}\right]-J_{1}^{2}\left[\frac{1}{L_{1}{ }^{\prime}}-\frac{1}{L_{1}}\right]\right\} \\
& -\frac{1}{\sigma_{i}{ }^{2}}\left\{\frac{2}{L_{1}{ }^{\prime}}\left[\frac{1}{L_{2}{ }^{\prime}}-\frac{1}{L_{2}}\right]-J_{1}{ }^{2}\left[\frac{1}{L_{1}{ }^{\prime}}-\frac{1}{L_{1}}\right]^{2}\right\} \\
& +\varepsilon\left(\sigma_{i}^{-3}\right)  \tag{8.33}\\
& z_{i}\left(-j / \sigma_{i}\right)=-\frac{j}{\sigma_{i} c_{1}}+\varepsilon\left(\sigma_{i}{ }^{-3}\right) \tag{8.34}
\end{align*}
$$

Equating the first and second-degree terms of the input impedance of
the diplexer (ie $Z_{3}+Z_{1}$ ) to zero in each passband gives a set of simultaneous equations in the unknown primed element values,' (8.35)-(8.38).

$$
\begin{align*}
& \frac{C_{2}^{\prime}-C_{2}}{k_{1}^{2}}-\left(c_{1}^{\prime}-c_{1}\right)+L_{1}^{\prime}=0  \tag{8.35}\\
& \frac{2 C_{1}^{\prime}\left(c_{2}^{\prime}-c_{2}\right)}{k_{1}^{2}}-\left(c_{1}^{\prime}-c_{1}\right)^{2}=0  \tag{8.36}\\
& \frac{1}{J_{1}^{2}}\left[\frac{1}{L_{2}^{\prime}}-\frac{1}{L_{2}}\right]-\left[\frac{1}{L_{1}^{\prime}}-\frac{1}{L_{1}}\right]+\frac{1}{C_{1}^{\prime}}=0  \tag{8.37}\\
& \frac{2}{J_{1}^{2} L_{1}^{\prime}}\left[\frac{1}{L_{2}^{\prime}}-\frac{1}{L_{2}}\right]-\left[\frac{1}{L_{1}^{\prime}}-\frac{1}{L_{1}}\right]^{2}=0 \tag{8.38}
\end{align*}
$$

Although this set of equations is non-linear, a simple and direct solution exists. From (8.36):

$$
c_{2}^{\prime}-c_{2}=\frac{k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right)^{2}}{2 c_{1}^{\prime}}
$$

Substituting in (8.35) and rearranging gives

$$
\begin{equation*}
c_{1}^{2}-c_{1}^{\prime 2}+2 c_{1}^{\prime} L_{1}^{\prime}=0 \tag{8.39}
\end{equation*}
$$

From (8.37) and (8.38), a similar procedure yields

$$
\begin{equation*}
L_{1}^{\prime} C_{1}^{\prime}=\frac{2 L_{1}^{\prime}{ }^{2} L_{1}{ }^{2}}{L_{1}{ }^{2}-L_{1}^{\prime}{ }^{2}} \tag{8.40}
\end{equation*}
$$

Substituting (8.40) for the product term " $2 C_{1}{ }^{\prime} L_{1}$ ", and also for " $C_{1}$ ", in (8.39) yields the equation:

$$
\begin{aligned}
& c_{1}{ }^{2}-\frac{4 L_{1}{ }^{4} L_{1}{ }^{\prime 2}}{\left(L_{1}{ }^{2}-L_{1}{ }^{\prime 2}\right)^{2}}+\frac{4 L_{1}{ }^{2} L_{1}{ }^{2}}{L_{1}{ }^{2}-L_{1}{ }^{2}}=0 \\
& \begin{aligned}
\Rightarrow \quad & C_{1}{ }^{2}\left(L_{1}{ }^{2}-L_{1},{ }^{2}\right)^{2} & =4 L_{1}{ }^{2} L_{1}, 4 \\
\Rightarrow & L_{1}{ }^{2}-L_{1}{ }^{2} & =\frac{2 L_{1} L_{1}{ }^{2}}{C_{1}}
\end{aligned} \\
& \Rightarrow \quad L_{1}^{2}=L_{1} \prime^{2}\left(\frac{2 L_{1}}{C_{1}}+1\right)
\end{aligned}
$$

$$
\begin{equation*}
L_{1}^{\prime}=\frac{L_{1}}{\sqrt{\left(\frac{2 L_{1}}{C_{1}}+1\right)}} \tag{8.41}
\end{equation*}
$$

Substituting for $L_{1}$ ' in ( 8.40 ), we get

$$
\begin{align*}
\frac{C_{1}^{\prime} L_{1}}{\sqrt{\left(\frac{L_{1}}{C_{1}}+1\right)}} & =\frac{2 L_{1}^{4}}{\left(\frac{2 L_{1}}{C_{1}}+1\right)\left[1-\frac{1}{\frac{2 L_{1}}{C_{1}}+1}\right]} \\
& =\frac{2 L_{1}^{2}}{\frac{2 L_{1}}{C_{1}}+1-1} \\
& =L_{1} C_{1} \\
C_{1}^{\prime} & =C_{1} \sqrt{\frac{2 L_{1}}{C_{1}}+1} \tag{8.42}
\end{align*}
$$

There are no equivalent compact explicit expressions for $\mathrm{C}_{2}{ }^{\prime}$ and $L_{2}{ }^{\prime}$; they can be found from (8.36) and (8.38) by substituting for $C_{1}{ }^{\prime}$ and $L_{1}$ ', and are given by:

$$
\begin{align*}
& c_{2}^{\prime}=c_{2}+\frac{K_{1}{ }^{2}}{2 C_{1}{ }^{\prime}}\left(c_{1}^{\prime}-c_{1}\right)^{2}  \tag{8.43}\\
& \frac{1 \prime}{L_{2}}=\frac{1}{L_{2}}+\frac{J_{1}^{2} L_{1}^{\prime}}{2}\left(\frac{1}{L_{1}^{\prime}}-\frac{1}{L_{1}}\right)^{2} \tag{8.44}
\end{align*}
$$

Expressions (8.41) to (8.44) are then the design formulas for general non-contiguous lowpass-highpass diplexers.

It is in principle possible to make modifications to the first three elements of each filter, and to force the input impedance of the diplexer to be exactly unity up to the third degree in $\omega_{i}$ e However, the resulting set of non-linear equations corresponding to (8.35)-(8.38) has so far defied solution.

A computer program has been written which designs and analyses LP/HP diplexers using the new formulae (see Appendix 4), using conventional Chebyshev channel filters. The program assumes that the

LP channel cutoff frequency is at $1 \mathrm{rad} / \mathrm{sec}$, and the designer can specify the HP cutoff, and the degree and return-loss ripple in each channel.

Figure 8.7(a) gives the common-port return-lass response of a diplexer where each channel has seven elements, a designed returnloss ripple of 22 dB , and the HP channel cuts off at $1.5 \mathrm{rads} / \mathrm{sec}$. It can be seen that the inband return loss is very little degraded, being better than 20 dB , and all the return-loss peaks are preserved. Figure $8.7(\mathrm{~b})$ shows the lowpass-channel insertion loss, with the insertion loss of an equivalent filter in isolation for comparison. There is an improvement of approximately 9 dB in insertion loss at the edge of the HP channel $(\omega=1.5)$, which is maintained over the entire HP channel passband.

The performance of the now $\mathrm{HP} / \mathrm{LP}$ diplexer is not maintained when the channel spacing is much smallor, and it is not possible, for example, to use the new method to design contiguous diplexers. However, in such cases Wenzel's method [5.49]can be used, which is very direct and capable of excellent results. Thus this new method of design can be regarded as complementary to Wenzel's method, and useful when non-contiguous designs are required.

## 8. 4 DESIGN FORMULAE FOR INTERDIGITAL FILTERS

Chapter 4 presented a derivation of the design formulas for interdigital filters, in which it was shown that an equivalent circuit to the interdigital structure could be drawn as in Figure 8.8. In this circuit, the shunt susceptances, $B_{r}$, have the value

$$
B_{r}=-Y_{r} \cos (\theta)
$$

and the frequency-variant input and output transformers have ratio

$$
r=\sqrt{ }(\sin (\theta))
$$

where $\theta$ is the electrical length of the n-wire line and $Y_{F}$ is the


FIGURE 8.8 Interdigital Equivalent Circuit.


FIGURE 8.9 Modified Equivalent Circuit.
total characteristic admittance at the rith noda.
If $\theta$ is re-defined as the difference between the electrical length and the quarter-wave-length, then, noting that

$$
\begin{aligned}
& \cos (\theta+\pi / 2)=-\sin (\theta) \\
& \sin (\theta+\pi / 2)=\cos (\theta)
\end{aligned}
$$

$\theta_{r}$ and $r$ can be written in terms of the new variable as

$$
\begin{align*}
& B_{r}=Y_{r} \sin (\theta)  \tag{8.45}\\
& r=\sqrt{ }(\cos (\theta)) \tag{8.46}
\end{align*}
$$

To a first order, the filter can be designed by equating the shunt susceptances of this circuit to the shunt susceptances in a lumped low-pass prototype, as shown in Figure 3.13, under the transform

$$
\begin{equation*}
\omega \rightarrow a \sin \theta \tag{8.47}
\end{equation*}
$$

The constant $a$ can be found by noting that a shunt susceptance of the distributed circuit must be equal to the corresponding lumped susceptance at the bandedge. Thus, from (8.47),

$$
1=a \sin \left(\theta_{0}\right)
$$

or

$$
\begin{equation*}
\alpha=1 / \sin \left(\theta_{0}\right) \tag{8.48}
\end{equation*}
$$

Thus
or

$$
C_{r}=Y_{r} \sin \left(\theta_{0}\right)
$$

$$
\begin{equation*}
Y_{r}=a C_{r} \tag{8.49}
\end{equation*}
$$

Consider the circuit of Figure 8.9 , where the output of the equivalent circuit has been loaded with a one-ohm resistor before the output frequency-varying transformer. Thus the input impedance $Z_{1}$ is equal to one ohm at a finite set of frequencies $\left\{\theta_{i}\right\}$, because of the maximum-power-transfer properties of the lumped prototype. It thus follows that

$$
\begin{equation*}
Y_{2}\left(j \theta_{i}\right)=-j a c_{1} \sin \left(\theta_{i}\right)+\frac{K_{1}^{2}}{1-j a c_{2} \sin \left(\theta_{i}\right)} \tag{8.50}
\end{equation*}
$$

Now, at this sot of frequencies, the impedance seen looking at
the source through the input transformer is just

$$
\begin{align*}
z_{1}^{\prime}\left(j \theta_{i}\right) & =\frac{1}{\cos \left(\theta_{i}\right)} \\
& =\frac{1}{\sqrt{ }\left(1-\sin ^{2}\left(\theta_{i}\right)\right.} \tag{8.51}
\end{align*}
$$

Let the first two elements of the low-pass lumped prototype be modified, becoming $C_{1}{ }^{\prime}, C_{2}{ }^{\prime}$, to approximately compensate for the variation of the source resistance in the interdigital filter. Using (8.50), it is possible to expand $Z_{1}\left(j \theta_{i}\right)$ as a power series in $\sin \left(\theta_{i}\right)$; from equation (8.31) the result is:

$$
\begin{align*}
z_{1}\left(j \theta_{i}\right)=1 & +\frac{j a \sin \left(\theta_{i}\right)}{k_{1}^{2}}\left[\left(c_{2}^{\prime}-c_{2}\right)-k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right)\right] \\
& +\frac{a^{2} \sin ^{2}\left(\theta_{i}\right)}{k_{1}^{2}}\left[2 c_{1}^{\prime}\left(c_{2}^{\prime}-c_{2}\right)-k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right)^{2}\right] \tag{8.52}
\end{align*}
$$

Expanding (8.51)

$$
\begin{equation*}
z_{1}^{\prime}\left(j \theta_{i}\right)=1+\frac{1}{2} \sin ^{2} \theta_{i}+\ldots \tag{8.53}
\end{equation*}
$$

For an exact match up to the second order,

$$
\begin{align*}
\frac{a}{k_{1}^{2}}\left[\left(c_{2}^{\prime}-c_{2}\right)-k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right)\right] & =0 \\
& \Longrightarrow c_{2}^{\prime}-c_{2}=k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right) \tag{8.54}
\end{align*}
$$

and $\quad \frac{a^{2}}{k_{1}{ }^{2}}\left[2 c_{1}{ }^{\prime}\left(c_{2}{ }^{\prime}-c_{2}\right)-k_{1}{ }^{2}\left(c_{1}{ }^{\prime}-c_{1}\right)^{2}\right]=\frac{1}{2}$
Substituting (8.54) into (8.55),

$$
\begin{aligned}
& 2 c_{1}^{\prime}\left(c_{1}^{\prime}-c_{1}\right)-\left(c_{1}{ }^{\prime}-c_{1}\right)^{2}=\frac{1}{2 a^{2}} \\
& 2 C_{1} \prime^{2}-2 C_{1} C_{1}-C_{1} \prime^{2}-c_{1}{ }^{2}+2 c_{1}{ }^{\prime} C_{1}=\frac{1}{2 a^{2}} \\
& c_{1}{ }^{2}=c_{1}{ }^{2}+\frac{1}{2 a^{2}} \\
& c_{1}{ }^{\prime}=\sqrt{ }\left(c_{1}{ }^{2}+\frac{1}{2 a^{2}}\right)(8.56)
\end{aligned}
$$

and thus, from (8.54)

$$
\begin{equation*}
c_{2}^{\prime}=c_{2}+k_{1}^{2}\left(c_{1}^{\prime}-c_{1}\right) \tag{8.57}
\end{equation*}
$$

Having modified the first two elements in this way, the maximum powertransfer properties of the filter, and reciprocity, ensure that $Z_{3}$, the impedance looking back at the source from the output of the filter (see Figure 8.10), must be given by;

$$
Z_{3}=1+\varepsilon\left(\sin ^{3} \theta_{i}\right)
$$

and thus the last two elements can also be modified by the same equations, ie

$$
\begin{align*}
c_{n}^{\prime} & =\sqrt{ }\left(c_{n}^{2}+\frac{1}{2 a^{2}}\right)  \tag{8.58}\\
c_{n-1}^{\prime} & =c_{n-1}+k_{n-1}^{2}\left(c_{n}^{\prime}-c_{n}\right) \tag{8.59}
\end{align*}
$$

A computer program has been written which designs prototype interdigital filters usjing these equations, based on lumped filters with Chebyshev response (see Appendix 5), and analyses the design, plotting the return loss as a function of frequency. Figure 8.10 (curve (a)) shows the response of a tenth-degree design, with a prototype ripple of 22 dB and a cutoff electrical length of $45^{\circ}$. This represents a 3:l bandwidth, and is near the attainable physical limit for the interdigital structure. For comparison, curve (b) is the response of an unmodified filter. The improvement resulting from the modifications is clear, though the worst-case in-band return loss is degraded to 16 dB . The two highest frequency return-loss poles have been recovered, and the bandwidth is exactly as designed. The performance is considerably better than obtainable using the original design procedure, though not comparable with the results given by a design using explicit formulas [8.1]. However, these results indicate that the new method may be of value for designing broadband coupled-resonator bandpass filters where no explicit formulas are available for the structure, as is the case for example, the combline filters and


FIGURE 8.10 Response of Trial Interdigital Design.
lumped-element filters considered in Chapter 4.

## B.5 CONCLUSIONS

Section 8.2 gave the derivation of alternative direct design formulas for symmetrical bandpass diplex日rs, where a series annulling inductor is connected in the common port. This contrasts with the original case coverod in Chapter 6, where the symmetrical diplexer used no annulling components. It was shown that the new solution gave worse performance for the same channol separation, but was equivalent to a physical configuration which was easier to realise, particular using strip-line filters such as the combline type.

Section 8.3 considered a new approach to the design of highpass/ lowpass diplexers, using the same general procedure earlier presented for the bandpass diplexer. The new technique is particularly valuable as it permits tho design of non-contiguous HP/LP diplexers, which is not possible using the conventional approach. Computer results were given for a diplexer with a $H P$ cutoff at 1.5 times the lowpass cutoff, which showed that good results can be obtained using the new design procedure. The new design formulas are particularly simple.

Finally, section 8.4 demonstrated that the basic theory of the approach to diplexer design can be applied to the design of coupledresonator filters where the couplings vary with frequency. The computed results clearly showed the value of the technique when applied to the design of broadband interdigital filters, and further extensions to (for example) combline and lumped-olement filters may be useful.

CHAPTER 9. Conclusions.

9•1 Bandpass Filters.
A wide rarge of bandpass filters can be designed by transformation of a lowpass prototype. The prototypes considered were of a class often called "all-pole" which have all their transmission zeros at infinity. The optimum response of this class for meeting amplitude specifications with minimum degree was shown to be the Chebyshev or equal-ripple response.

Five represertative types of bandpass filter were considered, as far as possibie from a unified viewpoint. These were of the sort sometimes known as coupled resonator filters. Design procedures were developed for a type of lumped-constant filter, for transmission-line filters of the interdigital and combline type, for direct-coupled cavity waveguide filters, and finally a new design procedure was given for quartz-crystal single sidebend filters.

It is interesting to note that sucn apparently diffexent types of filter can all be successfully designed by essentially the same theory. This is evidence of the great power of the underlying ideas. Indeed, the ideas can be further extended to filters using virtually any type of resonator, and these resonators need not be electrical.

The design procedures all satisfied the criterion outlined in the introduction. They can be applied by an engineer unskilled in filter theory, and translate the initial specification for the filter directly into the appropriate parameters of a physical realisation. Such design methods are called "direct". In every case the
computations needed in the design were well within the scope of an ordinary scientific calculating machine. 9.2 Diplexers.

Diplexers are linear three-ports which combine signals in two different frequency bands at two of the ports onto the third port with minimum loss, and minimum mismatch, at least within the bands. They generally use some combination of filters. The inevitable interactions between the filters can be avoided either by using additional devices to decouple them, or by designing the filters so that the interactions are necessary to the correct operation of the diplexer.

For decoupling, either circulators or hybrids can be used. Both methods were considered from a scattering matrix viewpoint. An alternative diplexing method using hybrids was also considered. This is the commutating filter which has received a lot of attention in recent years.

All these methods carry a weight penalty since they use additional passive devices. In addition, the circulator may limit the system dynamic range through nonlinear effects in the ferrite, while the performance of the hybrid methods is critically dependant on maintaining exact balance between separate transmission paths.

The traditional methods of designing diplexers using directly interacting filters are based on singly-terminated filter prototypes. The exact maximally-flat lowpasshighpass solution has been known for many years, but is not selective enough for many applications. The corresponding exact equi-ripple solution uses elliptic filters which may be difficult to realise, especially at microwave frequencies. However, wenzel has shown that convent-
ional singly-terminated Chebyshev filters give excellent results as long as simple design rules are observed. This was confirmed by the computed response of an example design, and a direct design procedure for these lowpasshighpass diplexers indicated.

The corresponding bandpass-bandpass case is more rules
complicated. Very similar人for the design apply, using singly-terminated filters. However, a reactance-annulling network is needed at the common junction, and its design requires numerical (ie computer) analysis of the filters' input impedances. Thus the design of bandpass-bandpass diplexers by the traditional method is rather far from being "direct".

A common disadvantage of methods based on the use of singly-terminated filters is that the diplexer passbands are constrained to be contiguous. However, communication channels are rarely contiguous, and this leads in most cases to the degree of the filters in the diplexer being excessive to ensure sufficient isolation between the channels. This indicates the need for a non-contiguous design method for diplexers.

9•3 Direct Design of Non-Contiguous Diplexers.
A new design procedure was derived for non-contiguous bandpass diplexers. This procedure gives corrections which can be applied to a pair of bandpass filters so that they give optimum performance when "diplexed". The design formulae are given in terms of the elements of the original prototypes and a simply-defined band separation variable. The method directly optimises the common-port return loss of the diplexer, but it was shown that it simultaneously optimises the insertionloss of each filter and the returr loss at the otner
ports. An interesting by-product of the procedure is a worthwhile improvement in the insertion loss of each filter over the passband of the other.

Computed responses were given for several prototype diplexers, demonstrating the high performance possible with the new technique. Then the design of waveguide diplexers was considered. First, the design of a narrowband diplexer around $5 \cdot 8 \mathrm{Ghz}$. was described. After allowing for an initial design error, the measured performance of the design was found to agree very well with theoretical predictions. Also, no special problems arose in tuning the diplexer once the initial design mistake was allowed for. Together with the earlier results reported by Rhodes this indicates that the design of narrow band diplexors can be considered routine.

It was found by computer analysis of typical designs that the new design method worked well even when applied to broadband waveguide filters. This was surprising since the derivation of the design formulae assumed a Iumped prototype while broadband waveguide filters are essentially distributed networks. The method probably works because the lumped description applies fairly well to the waveguide filter at least around the passband. Whatever the reason, the result is welcome, and the design of broadband waveguide diplexers should present little problem.

A broadband diplexer has been constructed for the 7.25-8.4 Ghz. band. The theoretical performance of this diplexer was very good. It has not yet been possible to confirm the performance experimentally because of problems in aligning the filters.

Some further work on diplexers has also been reported in the thesis. Another solution of the bandpass diplexer problem was investigated, which existed only for the symmetrical case. This solution incorporated an additional inductor in series with the input port of the diplexer. It was shown that this form of the diplexer was not capable of such high performance as the first version investigated. However, in some cases it could lead to a better physical arrangement of the filters, especially in stripline systems.

Next the basic theory which had been applied to bandpass diplexers was applied to the design of lowpasshighpass diplexers. A direct desjgn method for noncontiguous diplexers was developed, which can be regarded as complementary to Wenzel's method for contiguous types. Again, computed results were given for a typical design to demonstrate that high performance was possible.

Finally, the theory was used to obtain improved design formulae for interdigital filters of large bandwidth, This was done by modifying the first and last two ele. ments of the filter to compensate for the apparent variation of the source and load impexances with frequency. The computed results showed that the method worked, though the improvement obtained was not enough to make the method competitive wjth the explicit formulas derived by Rhodes. However, it does indicate that the method may be valuable for the design of other bandpass structures for which explicit formulas are not available.

The methods developed here allow the direct design of non-contiguous bandpass-bandpass and lowpass-highpass diplexers. Other types of response are sometimes needed for special system requirements. One such arises when a diplexer is needed for two channels which are very close together and a very high isolation is needed between them. A very high degree would be needed in each channel if this specification was to be met using a conventional bandpass diplexer. If tne cther attenuation requirenents permit, single-sided designs discussed by Rhodes in $[4 \cdot 12]$ are ideal for this sort of specification and a suitable design procedure may be developed by applying the frequency transformation developed for crystal filters to the non-contiguous lowpass-highpass diplexer prototype. Work is planned to develop an appropriate waveguide realisation.
9.5 Extension to Multiplexers.

The most obvious and urgent extension of this work is to the design of non-contiguous multiolexers having an arbitrary number of channels. Some work has been done on this, and the problem is not trivial.

If the solution to the multiplexer is attempted directly using the methods of chapter 6 it j.s found that the exact cancellation of all the error terms up to the third order obtained for the diplexer does not occur. There axe in fact insufficient variables to allow a determinate solution to the problem. If an additional element is introduced as in chapter 8 for the diplexer, a solution is possible for the triplexer. The extension to the multiplexer will require yet more additional elements to be introduced.
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10 ;"DESIGVS WEVZE TYFE HF/LF DIPLEXEK."
20 DIM C(20),L(20),K(20),J(20), А与(80)
25 DIM A(20), D(20), (fe20)
30; 'N.LE?"
40 INPUT N,L
50 E=SQF((10t(L/20)-1)/2)
GB B=LOG(E+SQF(E*E-1))
70 R=EXP(B/N)
80 B=(E+1/B)+2/4
85;"CROSSOVEF FREGUENCY=''; SQR(E)
90 E=LOG(E+SQK(E*E+1))/N
100 E= EXF(E)
110 E=(E-1/E)/2
115 P=3.14159
120. FOK I=1 10 N
130 A(I)=SIN((2*I-1)*P/2/N)
140 D(I)=(E*E+SIN(F*I/2/N)+2)*COS(I*P/2/N):2.
150 K(I)=1
160.J(I)=1
170 NEXI I
18E E(1)=A(1)/E
190 FOK I=2 TO N
200 G(I)=A(I)*A(I-1)/D(I-1)/E(I-1)
212C(N+1-I)=G(I)
220 NEXT I
230 C(N)=G(1)
240 FOR I=1 T0 N
250L(I)=1/B/C(I)
2&O NEXI I
270 N:=N
280 N 2=N
300; "F1,DEL.F=F2?"
310 INPUT F1, X,F2
311;"PLOT Ó
31? INPUT Q
313;"SCNLE FACTOR?"
3 1 4 ~ I N P L T ~ D ~ D
3i5 GOSUB 1480
320 M=0
330 F=F1+N*X
340 A1=1
350 A2=0
3\inD A3=F*CE1%
370 A4!
380 FOK I=2 T0 N6
390 BI=-F*C(I)/K(I-1)
400 B2=1/K(I-1)
410 B3=K(I-1)
```



```
430 S=A1*E1-A2*B3
440 A2=A1*E2+A2*B4
450 Al=S
46B S=A3*B1+A4* B3
470 A&二A㫙B4-A3*B2
4S0 A3=S
```

```
49 NEXI I
500 BI=1
510 B2=0
520 B3=-1/F/L(1)
530 B4=1
540 FON I=2 10 N2
550 C1=1/J(I-1)/F/L(I)
560 C2=1/J(I-1)
570 C3=J(I-1)
580 C4, \
590 S= B1*C1-E2*C3
600 B2=B1*C2+B2*C4
610}B1=
620 S= B3*C1+E4*C3
630 B4= E 4* C 4- E3* C2
640 E3=S
650 NEXT I
660 21=(B1*B4+E2*B3)/(B3+2+B4+2)
\epsilon70 乙2=(D2*E4-B1*B3)/(B3+2+B442)
*SG VI=A1+A4*Z1-A3*Z2
*90VR=A2+A4*?2+A3*Z &
700 S1=((V1+A4): 2+(V+ A 3)+2)/((V1-A4):2+(V2-A3):2)
710 V1=(V1+A4):2+(V2+A3):2
720 S2=4.3429*1OE(V1/4)
730 S1=4.3429*LOG(S1)
731 IF G=1 GOTO 734
732 Y=INT(S2/D+.5)
733 GO 10 735
734Y=INT(S1/j4.5)
735 iF Y>70 GOT0 738
736 ;"I";'TAB(Y), "*"
737 60TO 750
738 ; '1"*
750 IF F<F2 GO70 770
755 GOSUE 1480
760 GOTO 300
770 M=M**?
780 GO 10 330
1480 FOR I=0 10 6
1490 FOF J=1 TO 10
1500 K=10*IFJ
1510 AS(K,K)="**0
1.520 NEXTJ
1530K=10*(I+1)
1540 AS(K,K)= "I"
1550 N EXT I
1560;AS
1570 RETUFN
1580 END
BASI C
*
```

10 ;"THIS PKOGKAM DESIGVS AVD AVALYSES A PKOTOTYPE DIPLEXEF." 20 ; "CHAVNE 1 IS ASSUMED 10 HAVE A BAVDKIDTH OF 2 RADS/SEC." 30 ; "TYPE IN THE BAVDKIDIH OF CHANNEL 2: "
40 INPUI B
$45 B=B / 2$
50 ;"TYPE IN DEGKEE\& RIPPLELEVF OF CH. 1."
GO INPUT NI.LI
70 ; "TYPE IN DEGREE \& KIPPLELEVEL OF CH.2."
80 INPUT N2.L2
$90 ;$ "TYPE IN THE BAND SEPAKATION."
100 INPUT S
$110 A=S / 2$
120 DIM $C(20)$, D 20$), K(20), J(20)$
125 DIM A\$(80)
$130 E=\operatorname{SOR}(10+(L 1 / 10)-1)$
$140 E=\operatorname{LOG}(E+S Q K(E * E+1))$
$150 E=\operatorname{EXP}(E / N 1)$
$160 E=.5 *(E-1 / E)$
$165 P=3.14159$
170 FOR $I=1$ 10 N 1
$180 C(I)=2 * \operatorname{SIN}((2 * I-i) * P / 2 / N 1) / E$
190 IFI=N1 GOTO 2:
$200 K(I)=S Q R(E * E+S I N(I * F / V 1)$ (2)/E
210 NEXI I
$220 E=\operatorname{SQR}(10+(L 2 / 12)-!)$
$230 E=$ LOG (E+SQR (E*E+1) )
$240 E=E X P(E / N 2)$
$250 E=.5 *(E-1 / E)$
260 FOR $I=1$ TO N2
$270 \mathrm{D}(\mathrm{I})=2 * \operatorname{SIN}(2 * I-1) * \mathrm{~F} / 2 / \mathrm{N} 2) / E$
$275 \mathrm{D}(\mathrm{I})=\mathrm{D}(\mathrm{I}) / E$
280 IF I=N2 GO TO 300
$290 \mathrm{~J}(\mathrm{I})=\operatorname{SQR}(E * E+\operatorname{SiN}(I * F / N 2) t 2) / E$
300 NEXI I
$310 \mathrm{Cl}=\mathrm{C}(1)$
$320 \mathrm{C}=\mathrm{C}(2)$
$330 \mathrm{C} 3=\mathrm{C}(3)$
340 K $1=K(1)$
$350 \mathrm{~K} 2=\mathrm{K}(2)$
$360 \mathrm{D} 1=\mathrm{D}(1)$
$370 \mathrm{D} 2=\mathrm{D}(2)$
$380 \mathrm{D} 3=\mathrm{D}(3)$
390 J $1=J(i)$
$400 \mathrm{~J} 2=\mathrm{J}(2)$
410 DIM $A(20), B(20)$
$420 \mathrm{~A}(1)=-\mathrm{C} 1 *(A+1 / 2 / C 1 / C 1 / A+(J 1+2 / D 2-1 / C 1) /(8 * D 1+2 * C 1 * A+3))$
430 $A(2)=-C 2 *(A+K 1+2 /(8 * C 1+2 * C 2 * D 1 * A$ (3))
$440 \mathrm{~A}(3)=-C 3 *(A+K 1+2 * K 2 * 2 /(32 * C 1+2 * C 2$ * $2 * C 3 * D 1 * A+5)$ )
450 FOR $\mathrm{I}=4$ IO N 1
$460 \mathrm{~A}(\mathrm{I})=-\mathrm{C}(\mathrm{I}) * A$
470 N EX T I
$480 \mathrm{Kl}=\operatorname{SOR}\left(1+(1 / \mathrm{C} 1-1 / \mathrm{D} 1) /(4 * \mathrm{C} 1 * A+2)-(J 1+2 / \mathrm{D} 2-1 / \mathrm{D} 1) /\left(16 * \mathrm{C} 1 * \mathrm{D} 1+2 * \mathrm{~A}_{1} 4\right)\right)$
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490 T=1-1/4/C1/D1/AT2
500T=1-((K192/C2-1/C1-2/D1)/C1+(3*J1+2/D2-1/D1)/D1)/16/C1/D1/A94
510K(1)=K 1*SQR(T)
520 K(2)=K2*SOF(1-K1ヶ2/(1 6*C1^2*C2*D1*A* 4))
530 B(1)=D1*(A+1/2/D1/D1/A+(K1ヶ2/C2-1/D1)/(8*C1+2*D1*A` 3))
540 B(2)=D2*(A+J1t2/(8*D182*D2*C1*At 3))
550 B(3)=D3*(A+J1+2*J2*2/(32*D1+2*D2*2*D3*C1*Aヶ5))
560 FOK I=4 TO N2
570 B(I)= D(I)*A
580 N EXT I
590 R2=SQR(1+(1/D1-1/C1)/(4*D1*AT2)-(K1*2/C2-1/C1)/(16*D1*C1+2*At4)
600 T=1-1/4/Cl/D1/A+2
610T=T-((J1+2/D2-1/D1-2/C1)/D1+(3*K1+2/C2-1/C1)/C1)/1E/C1/D1/A+4
6,20 J (1)=J1*SQR(T)
630 J(2)=J2* SQR(1-J1+2/16/D1+2/D2/C1/A9 4)
    G4O ;'LISTING OF E EMENT VALUES? (I=YES)"
    6 5 0 ~ I N P U T ~ Q ~
    6 6 0 ~ I F ~ 0 = 1 ~ G O T O ~ 6 8 D ~
    670 GOTO 840
    680;"CHANN& 1:"
    \epsilon90 ; "KI="; RI
    700;"CAFACI TOK","SUSCEPTANCE", "ADMITIANCE INVERIER"
    710 FOF I=1 TO N:
    720;C(I), A(I)
    730 IF I=N1 GOTO 750
    740;" "'," ",K(I)
    750 NEXT I
    760;"CHANNEL 2:"
    770;"R2="; R2
    780;"CAPACI TOR","SUSCEFTAVCE", "ADMI TTANCE INVERTER"
    790 FOR I=1 TO N2
    8日0; D(1),B(I)
    810 IF I=N2 GOTO 830
    820;" ","",J(I)
    830 NEXT I
    834;"ANN LLLING REACTANCE='"; X0
    840;"RESPONSE ANALYSIS:TYPE IN STAFT,STEP,FINISH FREQUENCIES."
    850 INPUT F1, D,F2
    860;"PLOT OF CH. I KETUFN OK INSEKTION LOSS? ( 1=&.)"
    8 7 0 ~ I N P U T ~ Q ~
    875 GOSUB 1480
    880 M=0
    890F=F1+M*D
    900 A1=1
    910 A2=0
    920 A3=F*C(1)+A(1)
    930 A4F!
    940 FOF I=1 TO N1-1
    950 B=A(I+1)+F*C(I+1)
    960 K=K(1)
    970 B1=- B*A1/K-K*A2
    980 B2=A1/K
990 B3=-B*A3/K+K*A4
    1000 B&F-A3/K
    1010.A1=B1
    1020 A2=B2
    1030 A3= P3
    1040 A4=B4
    1050 NEXT I
    1060 Al=R1*A&
    1070 A2=F1*A2
```
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    1080 A3=A3/R1
    1090 A&A&R1
    1100 B1=1
    1110 B2=0
    1120 B3=F*D(1)+B(1)
    1130 B4F1
    1140 FOR I=1 TO N 2-1
    1150 B= B(I+1)+F*D(I+1)
    1160 J=J(I)
    1170 C1=-B*B1/J-J*B2
    1180 C2= B1/J
    1190 C3=-B*B3/J+J*B4
    1200 C&-B3/J
    1210 B1=C1
    1220 B2=C2
    1230 B3=C3
    1240 B4=C4
1250 NEXT I
1260 B1=R2*B1
1270 B2= K2*B2
1280 B3=B3/R2
1290 B4& 84/R2
1300 21=(B1*B4+B2*B3)/(B3+2+B4T 2)
1320V1=A1\divA4*Z1-A3*Z2
1330VV=AR+A3*Z1+A4*Z2
1340 S1=((V1+A4)+2+(V2+A3)+2)/((V1-A4)+2+(V2-A3)+2)
1342 V!=VI+A4
1343 v2=v2+A3
1350 S2= (V1+2+V2:2)/4
1360 IF G=1 THEN 1380
137e Y=INT(*.3429*LOG(S2))
1375 ENTO 139E
138RY=INT(4.3429*LOG(S1))
1390 IF Y>70 GOTO 1410
14QO ; "I'"; TAB(Y+1),"."
1405 GOTO 1420
1410 "'I"
142G IF F<F2 GOTO 1440
1430 GO7C 1460
1440 M=M+1
1450 GOTO 890
1460 GO SUB 1480
1470 GOTO 548
1480 FOR I=0 10 6
1490 FOR.J=1 TO 10
1500K=10*I+J
15i0 AS(K,K)= '**"
1520 NEXT J
1530 K=10*(1+1)
1540 AS(K,K)="'I"
1550 N EXT I
1560;AS
1570 RETURV
1580 END
BASIC
```

```
    10;"THIS PROGKAM DESIGNS AND AVALYSES A SYMMETRICAL DIFLEXER"
    20 ; "USING A SERIES ANNULLING INDUCTOK."
    30 ; "DEGREE?"
    40 INPUT N
    50 ;"kIPPLE?"
    GO INPUT L
    70 ; "BAND SEPAFATION?"
    8B INPUT S
90 A= 5/2
    100 E=SQR(10ヶ(L/10)-1)
    110 E=LOG(E+SQR(E*E+1))
    120 E=EXP(E/N)
    130 E=.5* (E-1/E)
    140 P=3.14159
    150 DIM C(20),K(20),B(20)
    155 DIM A$(80)
    160 FOR I=1 TO N
    170 C(I)=2*SIN((2*I-1)*P/2/N)/E
    175 B(I)=A*C(I)
    180 IF I=N THEN 200
    190 K(I)=SQR(E*E+SIN(I*P/N)+2)/E
200 NEXTI
210 C1=C(1)
220 C2=C(2)
230 C3=C(3)
240 K1=K(1)
250 K 2=K(2)
260 B(1)=C1*(A+1/4゙cit2/A\div(K1+2/C2-9/4/C1)/8/C1+3/A+3)
270 B(2)=C2*(A+Ki+2/9/C1+3/C2/A+3)
230 B(3)=C3*(A+(K1*K2/C1/C2)+2/32/C3/A+ 5/C1)
285 N 1=N
290N=1-7/16/C1+2/AT2-(K1+ &゙/C2-1/C1)/4C1^3/AT4
300 K=SOR(N)
305 N=N 1
31BK(2)=K(2)*SOK(1-K1+2/1\infC143/C2/A+4)
320K=1-1/2/C1+2/A+2-(K192/C2-27/1G/C1)/4/C1+ 3/ATA
330 K(1)=К(1)*SQK(K)
340 L2=1/4/C1/A/A
350 ; 'LIST OF ELE. VALUES? 1=YES."
360 INPUT Q
370 I F Q=1 GOTO 380
375 GOTO 460
380 ; " CAPACI TOK", "SUSCEPTANCE", "IN VEKTEK"
390 FOR I=1 TO N
400 ; C(I), E(I)
410 IF I=N THEN 430
420 ; " ", " "', K(I)
430 NEXT I
440 ; "INPUT TRANSFORMEK="; R
450 ;"SERI ES INDUCTOR=";L2
460 ; "F1, DEL.F,F2?"
470 INPUT F1,D,F2
471 ; "SCAL E FACTOR?"
4 7 2 ~ I N P L I T ~ G ~
4 7 3 ~ ; ~ ' L R . ~ O R ~ L A ? ~ 1 = L R . " '
4 7 4 ~ I N P U T ~ Q ~
4 7 5 ~ G O ~ S U B ~ 1 4 8 0 ~
490 M= P
```



```
    1480 FOR I=0 IO 6
    1490 FOR J=1 TO 10
    1500 K=10*I+J
    1510 AS(K,K)="**
    1520 NEXT J
    1530 K=10*(I+1)
    1540 AS(K,K)="I"'
    1550 NEXT I
    1560;AS
    1570 RETURV
    1530 END
BASI C
```

10 ; "IHIS PROGRAM DESIGVS AND ANALYSES A LP/HP DIPLEXER."
20 ; "THE LP CHANNEL CUTOFF IS AT 1 RAD/SEC."
30 ; "INPUT HP CUTOFF:"
40 INPUT B
50 ; ' $4 P$ CHANNE:N,LR.?"
60 INPUT N $1, L 1$
70 ; "HP CHANNE:N,LR?"
80 INPUT N2.L2
85 DIM $C(20), L(20), K(20), J(20)$
86 DIM AS(80)
$90 E=\operatorname{SQR}(10+(L 1 / 10)-1)$
$100 E=L O G(E+S O R(E+2+1)) / N 1$
$110 E=.5 *(E X F(E)-E X P(-E))$
$115 P=3.14159$
120 FOR $I=1$ TO N 1
$130 \mathrm{C}(\mathrm{I})=2 * \operatorname{SIN}((2 * I-1) * P / 2 / N 1) / E$
$140 \mathrm{~K}(1)=\operatorname{SQR}(E ; 2+\operatorname{SIN}(1 * P / N 1) 12) / E$
150 NEXT I
$160 E=\operatorname{SeR}(10 \cdot(\operatorname{LE} / 10)-1)$
$170 E=\operatorname{LOG}(E+S Q F(E \uparrow 2+1)) / N 2$
$180, E=5 *(E X P(5)-E X P(-E))$
190 FOK $I=1$ TO N2
$200 L(I)=E$ 2/SIN( (2*I-1)*P/2/N2)/B
$210 \mathrm{~J}(\mathrm{I})=S Q \bar{\pi}(\mathrm{E} \div 2+\operatorname{SIN}(I * P / N 2)+2) / E$
220 NEXI I
230 L1=L(1)
$240 \mathrm{Cl}=\mathrm{C}$ (: $)$
$250 \mathrm{~K}=\operatorname{SQF}(\mathrm{i}+2 * \mathrm{~L} 1 / \mathrm{C} 1)$
260 L (1) =L $1 / K$
$270 \mathrm{C}(1)=\mathrm{C} 1 * \mathrm{~K}$
$280 C(2)=C(2)+K(1) \div 2 *(C(1)-C 1)+2 / 2 / C(1)$
$290 L(2)=1 /(1 / L(2)+J(1): 2 * L(1) *(1 / L(1)-1 / L 1)$ (2/2)
300 ; "F1, DR.F, F2?"
310 INPUT Fi, X,F2
311 ; "PLOT OFLF=i:"
312 INPUI 0
313 ;"SCAE FACTOR?"
314 INPUT D
315 GOSUB, 1488
$320 \mathrm{M}=0$
$330 \mathrm{~F}=\mathrm{F} 1+\mathrm{M} * \mathrm{X}$
$340 \mathrm{Al}=$ ?
350 A2 $=\square$
360 A3=F*C(1)
376 A 41
38 FOR I=2 TO N 1
$390 B 1=-F * C(I) / K(I-1)$
$400 \mathrm{BZ}=1 / \mathrm{K}(\mathrm{I}-1)$
$410 B 3=K(I-1)$
420 B $4=0$
$430 \quad S=A 1 * B 1-A 2 * B 3$.
$440 \cdot A 2=A 1 * B 2+A 2 * B 4$
450 A1=S
$460 S=A 3 * B 1+A 4 * B 3$
470 A4 $A 4 * B 4-A 3 * B 2$
$430 \quad A 3=S$

```
490 NEXT I
500 Bl=1
510 B2=0
520 B3=-1/F/L(1)
530 B4F1
540 FOR I=2 10 N2
550 C1=1/J(I-1)/F/L(I)
560 C2=1/J(I-1)
57@ C3=J(I-1)
580 C&0
590 S=B1*C1-B2*C3
600 B2=B1*C2+B2*C4
610 B1=S
630 B4FB4*C&B3*C2
640 B3= S
650 N EXT I
660Z1=(B1*立4+B2*B3)/(B3+2+B442)
670 乙2=(B2* B4-E1*B3)/(E34 2+B4т 2)
680VI=A1+A<*Z1-A3*Z2
690V2=A2+A4*22+A3*Z1
700S1=((V1+A4)+2+(V2+A3)+2)/((V1-A4) + 2+(V2-A3)+2)
710V1=(Vi+A4)+2+(V2+A3)+2
720 S2= 4. 3429*LOG(V1/4)
730 S1=4.3429*LOG(S!)
731 IFG G GOTO 734
732 Y=INT< S2/ [+,5)
733 GOTO 735
734 Y=INTCS1/D+.5)
735 IF Y=70 GOTO 738
736 ; "I'"; TAB(Y), "."*
737 GO TO 750
738;"I"
750 IF F<F2 GOTO 770
755 GOSUB 1480
760 GOT0 300
770 M=M+1
78@ GOTO 33@
1480 FOR I=@ TO 6
1490 FOK J=1 10 10
1500 K=10*I+」
1510 AS(K,K)="**
1520 NEXT J
1530 K=10*{I+1)
1540 AS(K,K)="I"
1550 NEXT I
1560; AI
1570 FETURN
1580 END
BASIC
*
```

```
10 ;"THIS FROGRAM DESIGVS A BFOADBAND INTERDIGITAL FILTEK"
20 ;"USING APPFOXIMATE MODIFICATIONS."
30; 'N,LR?'0
4 0 ~ I N P U T ~ N , L
50 DIM C(20).K(20)
55 DIM A&(80)
GO E=SOK(10T(L/10)-1)
70 E=LOG(E+SQR(E+2+1))/N
80 E= EXP(E)
90 E=. S* (E-1/E)
100 ;"CUTOFF [ ECTKICAL LENGTH (DEGREES)?".
110 INPUT W
120 P=3.14159
130 W= 1/SIN(W*P/180)
140 FOR I=1 TO N
150C(1)=2*SIN((2*I-1)*P/2/N)/E
160 K(I)=SQE:ET 2*SIN(I*P/N)+2)/E
170 NEXT I
180C(N)=C(1)*SQRE 1+1/2/WT 2/C(i)+2)
190}C(N-1)=C(2)+K(1)12*(C(N)-C(12
20日 C(1)=C(N)
210C(2)=C(N-1)
211 FOR I=1 TO N
212C(I)=C(I)*W
213 NEXT I
220 ; "F1,DE.F,FE?"
230 INPUT FI,D,F2
270 GOSUB 148G
280 M=0
290 F=F1+M*D
300 C=COS(F*P/15R)
310 S=SIN(F*P/180)
320 Al=1
330 A2=0
340 A3=C(1)*S
350 A&!
36B FOK I=2 TO N
370 B1=-C(I)*S/K(I-j)
380 B2=1/K(I-1)
390 B3=K(I-1)
400 B4=0
410 X=A1*B1-A2*B3
420 AZ=A1*B2+A2*B4
430 Al=X
440 X=A3*B1+A4* B3
450 A&A4*B4-A3*B2
460 A 3 = X
470 N EXT I
480 A2=A2*C
490 A 3 =A3/C
500 S=((A1+A4)+2+(A2+A3)+2)/((A1-A4)+2+(A2-A3)+2)
510 Y=1NT(.5+4.342.9*LOG(S))
520 IF Y>70 GOTO 550
540 ; "I'; TAB(Y), "."
545 GO TO 560
```

```
    550;"I"
    560 IF F>F2 EOTO 600
    570,M=M+1
    550 60TO 290
    EOQ GOSUB 1480
    610 GOTO 22%
    1480 FOR I=O 10 6
    1490 FOF j=1 T0 10
-1500 K=10* i+J
    151R AS(K,K)="'*"
    1520 NEXTJ
    1530K=10*(I+1)
    1540 AS(K,K)="'I*
    1550 NEXT I
1560;A$
1570 RETURN
1580 END
BASIC
```

10；＂DESIGV AVD AVALYSIS OF KAVEGUIDE DIPLEXEF．＂
12 ；＂VEKSION NO． 3 11／5／77 WITH 4＇THE5＂TH OKEEF CORKECIIONS．＂
206010800
21 ；＂PLOTOF INSEFTION（＝1）OR REIUFV（＝0）LOSS？＂
22 INPUT Q1
31 ；＂ENTEF STAFI，SIEP，FINISH FREQUENCIES：＂
32 INPUT F1，D，F2
33 GOSUB 670
$34 M=0$
$35 \mathrm{~F}=\mathrm{F} 1+\mathrm{M} * \mathrm{D}$
$36 \mathrm{~L}=.3 / \mathrm{SQF}(\mathrm{F} * \mathrm{~F}-\mathrm{T})$
$450=-.5 * A T N(2 / E 1(1)) * L 1 / L$
$50 \mathrm{Al}=\operatorname{COS}(\mathrm{Q})$
$60 A 2=S I N(Q)$
$70 \quad A 3=A 2$
80 AヶA1
90 FOR $I=1$ TO N 1
$100 C=\operatorname{COS}(C 1(I) * L I / L)$
$110 \mathrm{~S}=\mathrm{SIN}(\mathrm{CI}(I) * L I / L)$
$120 \mathrm{~B}=\mathrm{B} 1(\mathrm{I}) * \mathrm{~L} / \mathrm{L} 1$
$130 \mathrm{~A}=\mathrm{A} 1 * \mathrm{C}-\mathrm{A} 2 *(\mathrm{~S}-\mathrm{B} * \mathrm{C})$
140 AR $=A 1 * S+A 2 *(E * S+C)$
150 Al＝A
$160 A=A 3^{*} C+A 4 *(S-D * C)$
$170 \quad A \leftarrow A 4 *(5 * S+C)-A 3 * S$
180 A $3=A$
190 NEXT I
$200 B=B 1(N 1+1) * L / L 1$
$210 \mathrm{~A}=\mathrm{A} 1+\mathrm{AR*} \mathrm{~B}$
220 A3 $=A 3-E * A 4$
$230 \quad Q=-5 * A T V(2 / E(1)) * L 2 / L$
$240 \mathrm{Bl}=\operatorname{COS}(\mathrm{C})$
$250 \mathrm{BR}=\operatorname{SIN}(\mathrm{G})$
$260 \mathrm{~B} 3=\mathrm{E} 2$
270 B4 B 1
280 FOK $I=1$ TO N2
$290 \mathrm{C}=\mathrm{COS}(\mathrm{C}(1) * L 2 / 亡$ ；
$306 \mathrm{~S}=\mathrm{SIN}(C(I) * L 2 / L)$
$310 E=E(I) * L / 2$
$320 A=B 1 * C-B 2 *(S-B * C)$
$330 B 2=E 1 * S+E 2 *(B * S+C)$
$340 \mathrm{BI}=\mathrm{A}$
$350 \mathrm{~A}=\mathrm{B} 3 * \mathrm{C}+\mathrm{B} 4 *(\mathrm{~S}-\mathrm{B} * \mathrm{C})$
360 B4 $44 *(B * S+C)-B 3 * S$
$370 \mathrm{~B} 3=\mathrm{A}$
380 NEXTI
$390 \mathrm{~B}=\mathrm{E}(\mathrm{N} 2+1) * \mathrm{~L} / \mathrm{L} 2$
$400 \quad B 1=E 1+B * B 2$
$410 \quad \mathrm{~B} 3=\mathrm{B} 3-8 * B 4$
$550 \mathrm{Z} 1=(\mathrm{B} 1 * \mathrm{E} 4+\mathrm{B} 2 * \mathrm{~B} 3) /(\mathrm{B} 3 * \mathrm{~B} 3+\mathrm{B} 4 * \mathrm{~B} 4)$
560 Z $2=(B 2 * B 4-B 1 * B 3) /(B 3 * B 3+B 4 * B 4)$
565 X＝X0＊（L $1+L 2) / 2 / L$
$570 \quad V 1=A 1+A 4 k Z 1-A 3 *(Z 2+X)$
$580 \quad V 2=A 2+A 3 * Z 1+A 4 k(Z 2+X)$
$590 S 1=\left(\left(V_{1}+A 4\right)+2+\left(V_{2}+A 3\right)+2\right) /\left(\left(V_{1}-A 4\right)+2+\left(V_{2}-A 3\right)+2\right)$
600 $\quad V I=V I+A ム$
$610 V 2=V 2+A 3$

```
    620 S2=(V1+2+V2+2)/4
    630 Y=INT(4.3429*LOG(S1))
    631 X=INT(4.3429*LOG(S2))
    632 IF 01=0 GO 70 634
    6 3 3 ~ Y = X ~
    634 I F Y> 70 GO TO 638
    635 ; "'I'; TAB(Y), "."'
    636 GO TO 640
    638 ; F,Y
    640 M=M+1
    650 I F F<F2 OOTO 35
    65? rnSlla 670
    655 6OTO 21
    670 FOR I=0 TO 6
    680 FOR }J=1 10 1
    6 9 0 K = 1 0 * I + J ~
700 AI(K,K)="**"
710 NEXT J
720 K=10*I+10
730 AS, K,K)= "I'"
740 N EXT I
750;AS
760 RETURN
770 E=SQR(10+(L/10)-1)
772 E=LOG(E+SQR(E*E+1))/N
7 7 4 ~ E = ~ E X P ( E )
776 E=.5*(E-1/E)
778 FOR I=1 TO N
78@ Y(I)=2*SIN((2*I-i)*P/Z/N)/E/A
782 Y(I)=Y(I)-A*(E*E+SIN(I*P/N):2)/(4*E*SIN((2*I+1)*P/2/N))
734Y(I)=Y(I)-A*(E*E+SIN((I-1)*P/N)T2)/(4*E*SIN((2*I-3)*P/2/N))
786 N EXT I
788 FOR I=1 TO N-1
790K(1)=SQR(E*E+SIN(I*P/N)T2)/E
792 NEXT I
794 RETUFN
```



```
810 DIM AS(80),E(4E),C(42),E1(40),C1(40)
820 DIM Y(40),K(40),Y1(40),K1(40),Y2(40),K2(40)
830 ; "WAVEGUIDE KIETH?"
840 INPUT I
850 T=(5.906TT) & E
860 P=3.14159
870;"CHANNE 1:FI,F2,DEGFEE,FIFPLE?(HF. CHAVNEL!)"
880 INPLT FI,FC,N1,Ki
890 L 1=.3/SGR(F2*F2-T)
900 L2=.3/SQF(F1*F1-T)
910 X=P*(L2-L1)/(L2+L1)
.920 X=1/(1/X+N/6)
930 A=x
940L=R1
950 N=N1
960 GOSUB 770
.970 FOK I=1 TO N1
980 Y1(I)=Y(I)*A
990 IF I=N1 GOTO 1010
1000 KI(I)=K(I)
1010 NEXT I
1020;"CHANNEL 2:F1,F2,DEGREE,FIPPLE?(LF.CHANNEl.)"
1030 INPUT.F1,F2,N2,F2
1040 L 3=.3/SQR(F2+2-T)
```

```
1050L4&.3/SQR(FI*FI-T)
1060 Y = P* (L 4-L 3)/(L 4+L. 3)
1070 Y=1/(1/Y+Y/6)
1080 A=Y
1090L=F2
1.100 N=N2
1110 GOSUB 770
1120 FOR I=1 TO N2
1130 Y 2(I)=Y(I)*X
1140 IF I=N2 GOTO 1160
1150 K2(I)=K(I)
1160 NEXT I
1170 S=(L 3+L 4-L 1-L 2)/2
1171 E=L2-L1
1172 L1=(L1+L2)/2
1174 L 2=(L. 3+L 4)/2
1180 A=S/B
1190 DI=Y1(1)
1200 D2=Y1(2)
1205 D3=Y1(3)
1220 C2=Y2(2)
1225 C3=Y2(3)
1230 El=1/(2*D1*D1*A*A)+1/(8*C1*C1*D1*AT4)*(K2(1)*2/C2-1/D1)
1235 E1(1)=-S*P/2/L |*El
1240 E1(2)=-S*P*K1(1)*2/(1**L1*D1*D1*D2*C1*A* 4)
1245 El(3)=K1(1) +2*K1(2)+2/(32*D1T2*D24 2*D3*C1*AT6)
1246 E1(3)=-S*P*E1(3)/2/LI
1250 E2=1/(2*C1*C1*A*A)+1/(8*D1*D1*C1*AT4)*(K1(1)*2/D2-1/C1)
1255 E2(1)=S*P/2/L 2*E2
1260 E2(2)=S*P*K2(1): Z/(16*LR*C1*C1*C2*D1*AT4)
1262 E2(3)=K2(1) +2*K2(2) +2/(32*C1+2*C2* 2*C3*D1*AT 6)
1263 E2(3)=S*P* E2(3)/2/L2
1265 X0=(1/D1-1/C1)/2/A
1266 X0= - X0
1270 R1=1+(1/D1-1/C1)/(4*D!*A*A)
1272 R1=R1-(K2(1)+ 2/C2-1/C1)/(1 (*C1^2*D1*A* 4)
1274 R1=SQR(R1)
1280 R2=1+(1/C1-1/Ei)/(<4*C1*A*A)
1282 K2=K2-(Ki(1)* 2/D2-1/D1)/(16*D1+2*C1*AT 4)
1284 R2= SQK(R2)
1290 Z=1-1/(4*C1*D1*A*A)
1291 X1=(K1(1)+2/[2-1/D1-2/C1)/4/D1+(3*K2(1)+2/C2-1/C1)/4C:
1292 <1=-X1/4/C1/R!
1300 <2=(K2(1)*2fC2-1/C1-2/D1)/4C1+(3*K1(1)+2/D2-1/D1)/4D1
1301 X2=-X2/4/D1/C!
1303 Y 1= (-1)*K!(1) +2/(16*D1+2*D2*C1)
1304 Y2=(-1)*K2(1):2/(16*C1:2*C2*D1)
1305 K1(1)=K1(i)*SQF.Z+X1/A+4)
1306K1(2)=K1(2)*SQR(1+Y1/At 4)
1307 K2(1)=KE(ij*SGR(Z+X2/A: 4)
1308 K2(2)=K2(2)*SER(1+Y2/AT 4)
1320 Y1(1)=Y1:1;/R!/R1
1330 Y2(1)=Y2(1)/R2/R2
1340 Ki(1)=Ki(i)/R1
1350 K2(1)=K2(1)/R2
1360 K1(D)=1
1370 K1(N1)=1
1380 K2(0)=1
1390 K2(N2)=1
1400 Y1(0)=X
```

```
    1410 Y1(N1+1)=X
    1420 Y2(0)=X
    1430 Y2(N 2+1)=X
    1440 FOR I=0 TO N I
    1450 Y= SQR(Y1(I)*Y1(I+1))/X/K1(I)
    1460 B1(I+1)=Y-1/Y
    1470 IF I=G GOTO 1510
    1480 C1(I)=P-.5*(ATN(2/B1(I))+ATN(2/E1(I+1)))
    1490 IF I > = 4 GOTO 1510
    1500 C1(I)=C1(I)+E1(I)
    1510 NEXT I
    1540 FOR I=0 TO N2
    1550 Y=SQR(Y2(I)*Y2(I+1))/X/K2(I)
    1560B(I+1)=Y-1/Y
    1570 IF I= D GOTO 1610
    1580C(I)=P-.5*(ATN(2/B(I))+ATN(2/B(I+1)))
    1590IF I>=4 GO TO 1610
1600 C(I)=C(I)+E2(I)
1610 NEXT I
1612 ; "PRIN TOUT OF VALUES? 1=YES"
1614 INPUT Q
1616 I F Q=1 EOTO 1620
1618 ज0 %O 21
1620 ; "CH. 1:MI DBAND GUI DE WAVE ENGTH= ";L l* 100; "GMS."
1630;"SUSC.", '& EN GTH"*
1640 FOK I=1 TO NI+1
165(0; 3i(i)
1660 IF I=NI+1 GOTO 1650
1670 ;" ", CI(I)*L1*6.2659
1680 NEXT I
1690;"CH. 2:MIDEAVD GUIDE VAVEL ENGTH=";!2*100;"CMS."
1700;"SUSC", "E ENETH"
1710 FOR I=1 TO N 2+1
1720;B(I)
1730 IF I=N2+I GOTO 1756
1740;" "',C(I)*L 2* 6. 2659
1750 NEXT I
1770 ; "ANULING REACTANCE= "; X0
1780 GOTO 2!
1790 END
BASIC
* QOSEl
```

