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Abstract

The rotor hub is one of the most important components of the modern helicopter. This complex

collection of linkages and plates has numerous responsibilities, including the translation of pilot

input to system response, anchoring the blades to the rotor mast, and sustaining the various forces

transmitted by the blades. Due its intricate design and relatively small sized components the rotor

hub interacts with the incoming flow to create a highly chaotic, turbulent wake which impinges

on the fuselage and empennage. This assembly has also been found to be one of the primary

contributors to the total vehicle parasite drag. Unfortunately studying the rotor hub and its wake

more closely is made difficult by the limitation of both modern experimental and computational

methods. From an experimental standpoint tests are expensive to run, difficult to gather large

amounts of data from, and can require full or high scale Reynolds numbers. Computational Fluid

Dynamics (CFD) predictions of hub flows are limited by high grid resolution requirements, and

lengthy grid generation and simulation times. Modal decompositions provide robust options for

reduced order modeling of fluid flows. Several modal decomposition methods are tested for the

validity of their application to the complex flow fields that form around rotor hubs. Four variations

of two rotor hub designs, a baseline and low drag, are simulated in forward flight. This selection of

hubs was chose to examine the effects of both hub geometry and aerodynamic optimization on the

rotor hub surface forces and wake. Flow solutions were found using the OVERFLOW2.2n overset,

structured, RANS solver created and maintained by NASA. Simulations were conducted using a

fully turbulent model and the grid generation and computational equations specifics are discussed

in further detail. Each of the four hub variants was subjected to the same free stream conditions.

Several variants of modal decomposition and other post processing techniques were used on the

resultant surface force and wake data in order to characterize the hub flow field.
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Nomenclature

Cl = lift coefficient

c = chord length

e0 = total energy

h0 = total enthalpy

k = turbulent kinetic energy

Nb = number of blades

P = pressure

H = hub radius

r = radial location

Re = Reynolds number

Rehub = Reynolds number based on hub diameter

Pr = Prandtl number

V∞ = Free stream velocity

u = streamwise velocity

α = angle of attack

ω = Hub angular velocity

θo = rotor collective pitch

J = Advance ratio

λ = inflow ratio, Stokes’ hypothesis

µt = eddy viscosity

νt = kinematic eddy viscosity

ρ = density

x



τ = shear stress

Ω = vorticity

ω = specific turbulence dissipation rate
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Chapter 1: Introduction

The pursuit of a vehicle design capable of vertical lift off, landing, stable hover, and lateral motion is

one of the longest and most storied in history. It has been tended to by some of the most progressive

minds in science and saw the creation of some truly unique vehicle designs. Of these designs it is

easy to say that the helicopter has reached the highest level of popularity and use over the last one

hundred years of development. Serving in both civilian and military applications the helicopter is

unique from of other vertical take off and landing (VTOL) capable aircraft. Other aircraft, such as

autogyros and VTOL capable fighter jets, possess similar design qualities and capabilities to the

conventional helicopter. However, these aircraft rely on either different types of power plant, such

as jet engines, to supply their vertical flight abilities, possess design characteristics of traditional

airplanes, or are not truly VTOL aircraft.

Helicopters can be generally defined as a type of aircraft which relies on the rotation of a

collection of specialized wings to generate both the propulsive and control forces required for

flight. The primary rotor, or rotors in the case of some helicopter designs, are rotated at high speed

to generate the lifting force used by the aircraft. The pilot can then provide control inputs which

tilt the entire collection of blades, collective pitch, or pitch the individual blades at different points

in their rotation, cyclic pitch. These changes control the direction and speed of the aircraft’s flight.

Helicopters do not make use of wings or flaps in the same way traditional fixed wing aircraft do.

While this consolidation of both propulsion and control forces to a single source does provide high

maneuverability andVTOL capabilities it also leads to an increased level ofmechanical complexity.

The rotation of the primary rotor collection causes a torquing force which must in some way

be countered. Several solutions to this problem have been devised. A small rotor mounted

perpendicularly to the empennage of the craft is the solution most commonly used on conjunction

with single primary rotor, the widely successful example of this design is the Vought Sikorsky VS
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300, shown in Fig.1.1a. Another solution to the issue of torque which has seen widespread usage

is the implementation of two similarly sized counter rotating rotors mounted on the helicopter,

with several variations of this system existing. These include the coaxial rotor, wherein the second

rotor is mounted directly above the first rotor, tandem rotors, where two rotors of similarly size are

mounted either side by side on outriggers of on the fore most and aft most section of the helicopter,

and the intermeshing rotor, where the two rotors are mounted separately right next to one another

at slightly outward angles. Some of the earliest realizations of the tandem rotor and the coaxial

rotor are shown in Fig. 1.1b and Fig. 1.1c respectively. While not the earliest implementations of

these designs the VS 300, FL 282, and FA 223 were the first three true helicopter designs to prove

successful enough to produce in any quantity of note [5]. Another, less popular solutions to the

torque generation problem is the “no tail rotor” system or NOTAR. This system uses an internal

fan expel air from slots on the tail, this air combines with the rotor wash to create a low pressure area

on one side of the tail and a high pressure area on the other side, which counteracts the main rotor

torque [6]. However, each of these carries an associated increase in mechanical complexity. The

coaxial and inter meshing rotors requires a more complex mechanical system to facilitate opposing

rotation and complicates the aerodynamics of the craft. The usage of a second rotor anywhere else

on the craft, such as tail or tandem rotors, requires either a more complicated drive train or the use

of a secondary power plant and control system.

The layout of the rotor blades is only one of many other issues inherent to helicopter design.

Issue such as uneven lift distribution between the advancing and retreating sides of the rotor disk,

the issue of lead lag, and blade flapping all requiring addition mechanical complexity. In tandem

with the mechanical complexity, the aerodynamic complexity of rotor vehicles is considerably

increased from the fixed wing aircraft. The rotation of the primary rotor Assembly create a highly

vortical wake in its downwash, which the rest of the vehicle is constantly immersed in. The

exact aerodynamics of the helicopter are still difficult to accurately define and predict even after

decades of intense focus and research [7]. The requisite control forces to accurately maneuver

such a vehicle are consequently quite high. While certain pieces of the rotor vehicle have the

luxury of being designed primarily for their aerodynamic characteristics, one salient piece does

not. Creating a control system articulate and robust enough to allow a pilot adequate control of the

2



(a) VoughtSikorsky VS300

(b) FockeAchgelis FA223 (c) Dorand’s Gyroplane Laboratoire

Fig. 1.1 Early Rotor Collections
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helicopter requires placing the primary design emphasis on structural strength and durability, not

aerodynamics. It is with this mentality that the rotor hub was slowly developed.

Early rotor hubs addressed the various complexities of the helicopter using multiple hinged

connections. One of the more popular designs used in the early and mid20th century can be seen

in Fig. 1.2. Used on the Sikorsky S58 this full articulated hub used separate hinges to handle the

leadlag issue and the blade flapping problem, and bearings to allow for cyclic pitch control [5].

Contemporary configurations such as the “teetering” hub design would use few numbers of hinges

and allow the inherent flexibility of the rotor blades to provide a solution for the blade flapping

and lead/lag. Later designs would remove hinges in favor of hingeless designed, however each

configuration carried a number of limitations with it. Some could only suppose a small number of

blades, others could cause intensified ground resonance, and some were made more complex using

multiple hinges, such the S58. In the latter half of the 20th century further advancements such as

the “Dynaflex”, developed by Sikorsky [8], however the rotor hub remains a complex system into

the modern era.

Even at its most elegant however the rotor hub is not designed for aerodynamic quality. Whether

using hinges or a hingeless design the rotor hub in essence is nothing more than a collection

of blunted bodies which is forced to interact with the surrounding flow environment through

high speed rotational motion. This interaction creates a highly separated, complex flow that is

characterized by small length scale structures and large generation of pressure drag [9]. This

interaction, and the hub as a component, have been found to generate a large portion of the drag

experienced by the vehicle in forward flight. This contribution is well documented, [9–13]. The

reduction of this drag contribution stands to improve a number of vehicle qualities such as vehicle

stability, control, fuel consumption, and component longevity. For single rotor helicopters this

contribution has been found account for roughly 30% of the total drag in forward flight and is

higher for compound rotor vehicles.

The problem of hub drag is difficult due to a number of factors. On one side of the issue

the inherent complexities of the rotor system restrict the options for aerodynamic optimization.

However, another outstanding problem is the understanding of the flow field that forms around the

hub, or the lack thereof. As was noted by Reich et al. [9], a majority of the efforts on improving

the hub drag phenomena have been done with a distinctly incomplete understanding of the nature

4



Fig. 1.2 Sikorsky S58[5]
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of these flow fields. While swept frontal area has been widely agree upon as the primary parameter

which affects hub drag [13], the variety of hinges, linkages, and plates required by even relatively

simple hubs can affect the flow formation in significant ways. Even the Aerospatiale StarFlex

seen in Fig. 1.3, which was designed with mechanical simplicity and drag reduction in mind, were

intricate enough to cause complex aerodynamic interactions.

Advances in both experimental techniques and computational technologies at over the late 20th

and early 21st century now permit more detailed examinations of this issue. Even with these

advances, the examination of the rotor hub flow field is not a trivial endeavor. Hub flows have

been shown to be sensitive to a large number of factors such as pylon mounting, component

Reynolds number, incoming flow conditions, and fairing presence. These dependencies and

the cost associated with physical experimentation can make experimental data acquisition quite

challenging. Computational Fluid Dynamics (CFD) traditionally provide a more cost effective and

easy to manipulate means of obtaining predicted data, with NavierStokes equation based solvers

such as OVERFLOW [14], FUN3D[15], or Ansys Fluent[16] in particular becoming increasingly

popular in recent decades. Similar to experimental measurements however there are several factors

that make modeling rotor hubs difficult even with modern advances in CFD. The separated nature

of hub flow creates several difficulties from a computational standpoint as well. Flow separation

is poorly predicted by RANS and as hub flows are dominated by rapidly changing smallscale

structures they require high resolution grids and small time steps for the flow to be accurately

predicted and captured. In addition, long time periods are needed if the aim of the work is to

study any ergodic behaviors. These factors lead to high computational costs and prohibitively long

run times. The resulting data sets can also be large, which adds computational cost to the post

processing steps.

Despite these difficulties CFD predictions offers several advantages for analyzing rotor hub

flow fields. The ability to quickly remove physical features from a computational model, to collect

consistent data over long time horizons, and the ability to more easily change flow conditions

make CFD an attractive tool for collecting large sets of rotor hub flow predictions. So the question

becomes how can these large data sets be leveraged in furthering the current understanding of rotor

hub flows.

6



Reduced Order Modeling (ROM) is set of mathematical tools that may hold the answer to this

question. Fully resolving the rotor hub flow field entails recording the predictions for multiple

variables over long time periods. Similar to the collection of large data sets in other fields of

science, not all collected variables are required to gain insights in the underlying phenomena [17].

ROM techniques allow extraneous variables, or dimensions, to be removed from the set and a new

model based on this reduced dataset to be constructed which still reflects important aspects of the

original set. This obviously holds a solution to the first of the aforementioned questions, a model

based on few variables is less computationally expensive. In regard to the second question ROM

methods allow for the extraction of the affecting variables within the system and filter out variables

that only serve as clutter. Suchmethods have been widely applied to not only aerospace engineering

but a wide array of other fields.

One specific form of ROM, Proper Orthogonal Decomposition (POD) are of interest in its

application to rotor hub flows. This method of model order reduction uses a collection of flow

field solutions to form an eigenvalue problem, which is then solved to find the optimal set of bases

functions to represent the flow fields with [18]. This method has seen application to other unsteady

turbulent flows, but mostly in the context of airfoils or collections of airfoils. The possibilities

of applying POD and derivative methods of model order reduction to rotor hub flows may offer

insights into the driving mechanics of the hub flows and insights into how to construct accurate and

computationally cheap models for hub flow.

1.1 Research Goals and Project Scope

The primary goal of this work is to explore the capabilities of modal decomposition based reduced

order modeling in characterizing the complex flow fields around rotor hubs. While a large amount

of effort has been dedicated rotor craft over the last half decade, little of that has been directed

towards the rotor hub in specific. In an effort to further the current state of understanding this

flow field, this study examines both the surface forces and wake formations of several rotor hub

geometries. Several different post processing techniques including both POD and a variant of

POD, spectral proper orthogonal decomposition (SPOD), are applied in an attempt to uncover any

characteristic behavior in this flow. The primary objectives of this work are as follows,

7



1. Assess the installation effects via comparison of experimental data gather from the Garfield

Thomas Water Tunnel (GTWT) to CFD predictions of rotor hubs in isolation and a compu

tational recreation of a full water tunnel experimental setup

2. Quantify the effects of various components, such as the swashplate and rotor mast, as well

as aerodynamic optimization on the predicted surface forces, load harmonics, and wake

formations of rotor hub flows

3. Investigate the abilities of various forms of modal decomposition in identifying coherent

behaviors within rotor hub flow

8



Fig. 1.3 StarFlex Rotor Head[5]
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Chapter 2: Background

2.1 The Rotor Hub

2.1.1 Components and Configurations

As it is the center piece of this body of work some description and history on the rotor hub and

its components will help give context to the issue at hand. The obvious characteristic trait of the

modern helicopter are its distinctive blades. Unlike fixed wing aircraft where the propulsion and the

control forces are separated, the rotor blades of a helicopter are responsible for both of these. The

lifting and propulsive forces are generated by the rotation of the blades and the control forces by

manipulating the azimuthal positions and pitches of the blades, both individually and as a collective.

There are three axis a helicopter can move with respect to. Yaw refers to movement about the

vertical axis, roll to movement about the horizontal axis, and pitch about the lateral axis [19]. Roll

and pitch are tied changes in specific parameter of the rotor blades facilitated by the rotor hub. Lift

and thrust are controlled by altering the pitch of all the rotor blades simultaneously, this is called

the collective pitch control. Lateral motion of the aircraft is altered by pitching individual blades

at specific azimuthal positions, and this is called the cyclic pitch [20].

The concentration of both controlling and propulsive forces into a single component leads to a

large variation in mechanical stress and airspeed encountered by the rotor blades, and consequently

the hub and the rest of the craft. Minimizing the effects of these variations was an important step in

helicopter development, as they shortened component life spans and dramatically detracted from

the vehicle’s stability [7]. Over the past century the technological limitations of the times have

yielded several hub designs to resolve these control and stability issues. Three broad categories

of rotor hub currently exist; fully articulated, teetering, and rigid/hingeless [20]. The development
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and time periods of each of these are discussed further in the next section but a brief summary of

their functionality is offered here.

While there are several configurations of the rotor hub the swashplate can be found in most

modern rotor hubs assemblies in general. Swash plates have three primary pieces; a fixed plate, a

rotating plate, and a form of pitch horns. The nonrotating portion is connected to the static potion

of the rotor mast. This stationary piece is connected to the rotating portion via bearings, allowing

it to rotate freely, which is attached to a rotating portion of the rotor mast. The pitch horns connect

the rotating portion to the individual blades [21]. The swashplate is free to tilt about the rotor

mast, the pitch linkages and horns translate this tilting to change in angle of attack in the blades.

A figure of a swashplate, as a part of a helicopter control system can be seen in Fig. 2.1. While

swashplates are the most common form of several other systems exist. Two notable systems are the

Kaman Corporations servotab system and theWestland Helicopters’ “Spider” system. The Kaman

Corporation developed the use of servotabs on the trailing edge of the rotor blades which could be

used to elastically twist the blades thereby changing their pitch [22]. The “Spider” system used by

Westland Helicopters for pitch control removed the swash plate entirely replacing it with a single

rotating ball joint attached to a control spindle. This spindle translated pilot input to changes in

pitch through a system of arms which sat above the blade arms and connected to each of the blades.

Fully articulated rotor hubs were the first real solutions to the helicopter stability issue. These

hubs made use of multiple hinges and bearings to allow the individual blades to lead/lag, flap up and

down, and feather as was required of them [19, 20], an example of which can be seen in Fig. 2.2.

While the exact number and location of hinges, and supplemental devices, like dampers, will vary

between fully articulated hub designs there are generally three hinges/bearings which facilitate six

degrees of freedom for the blade motions. While the fully articulated hubs provide excellent control

authority over the rotor blades. However, the fully articulated hub suffer in several categories. The

multitude of hinges and bearing increase the maintenance requirements and weight of the rotor hub

Assembly, and can also increase the complexity of the aerodynamics of the flow field around as

they induce channel flow [23].

The second type of hub, the so called “teetering hub” is only found on two bladed vehicles.

The teetering hub is similar to the fully articulated hub in that it uses hinges to allow for rotor blade

articulation however it does away with two both the flapping and lead/lag hinges seen in the fully
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Fig. 2.1 Swash Plate Assembly[21]

Fig. 2.2 Fully Articulated Hub [19]

12



articulated hub, instead replacing them with a single teetering hinge. The most popular of such

designs was implements on the Bell 47 helicopter, which is shown in Fig. 2.3.

Several of the characteristics of a two bladed helicopter allow the simplification of fully

articulated to the teetering hub. The lead/lag hinge in the fully articulated hub is to account for

the acceleration of the individual blades cause by the blade flapping. As the blades flap up and

down their center of gravity shifts inward and thus to preserve angular momentum the blades

accelerate. In the teetering hubs because the blades are rigidly linked when one flaps up the other

flaps down, thereby shifting the center of gravity of both blades simultaneously. This means that

the accelerations of the two blades are perfectly synchronized and a lead/lag hinge is not necessary.

The inverse flapping facilitated by the teetering hinge also address the lift dissymmetry that require

the use of a flapping hinge is configurations with more blades [24]. The feathering bearing is

still required for cyclic pitch control. Ultimately teetering hubs are simpler to maintain than full

articulated hubs but can cause increased vibrations. In addition, teetering hub run the risk of mast

bumping, where the hinge allows the blade arms and blades to tilt far enough to impact the rotor

mast.

The third and final configuration of rotor hub is unique as it, in some senses, bookends the

development of helicopters from inceptions to present. Early rotatory machines such as the Cornu

helicopter or the Breguet quadcopter, both created in 1907, made use of completely rigid rotor

hubs, with no hinges or bearings [26]. These rudimentary hubs were products of the technological

and aerodynamically capabilities of the era, but more closely resemble modern hingeless hubs than

fully articulated hubs. In its modern formation the name rigid is a bit of amisnomer, as the hub is not

truly rigid but uses flexible structures to carry all the stress and forces normally addressed by hinges,

and in some cases bearings. These hubs carry obvious benefits in mechanical simplicity and ease of

maintenance [27]. In addition, hingeless/bearingless rotor systems include less drag than their fully

articulated counterparts. The main drawbacks of such hubs are the increased vibrations they can

experience and the increased structural demands of the materials used in the hub [22]. Depending

on the design and materials selection used in the hub dampers may have to be used to prevent

destructive ground resonance in the hub and fuselage and to reduce vibrations during operation.

Two such hubs can be seen in Fig. 2.4, being developed by Sikorsky and Boeing respectively. In

general, rigid hubs are constructed using a portion of material at the inboard sections of the rotor
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Fig. 2.3 Bell Model 47 Rotor Hub [24]

(a) RAH66 Comanche Main Rotor System [25] (b)MBB/Boeing Vertol Bearingless Hub Design [24]

Fig. 2.4 Bearingless/Hingeless Rotor Hubs
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blades that are more flexible than the rest of the blade. Thematerial of this section is used to account

for the inplane lead/lag and flapping motions of the blade. Torsional forces are applied to these

areas to control the pitch of the blade. For instance the Boeing system show in Fig. 2.4a made use

of filamentwound torque tub, which was rigidly attached to the flexible potion of the blade and

attached via a pivot point to a traditional swashplate setup [28]. It is notable that since the flexible

element of the system must now account for both the lead/lag and the torsional flexion accounted

for by hinges and bearings the crosssectional form of the flexing element must be carefully chosen

[28].

2.1.2 Early Development and History

While rotor vehicles as a concept have existed for centuries, in forms such as da Vinci’s Aerial

Screw, advancements in the creation of true, functional helicopters really began around the turn of

the 20th century. Comprehensive narratives of this development can be found in Ref. [5, 7, 29, 30].

These however are broad examinations of the development of the helicopter in general, briefly

touching on milestones in rotor hub. Presented here is a brief but more focused summation of

the historical developments and advancements in rotor hub technologies, this section does draw

heavily from the aforementioned sources as well as several others. With regards to rotor hubs the

major advancements were the development of the fully articulated and teetering hubs, during the

early 20th century, and the hingeless and bearingless rotor hub systems, in the later 20th century.

While it is generally agreed that first true helicopter flights took place in 1907 there are several

notable advancements in the field of rotor technology that would later become common place in

helicopters which occurred before this time. In 1859, a rotor system which was intended to control

the ascent and descent of dirigible balloons was invented by Henry Bright. This system is notable

as it is one of the earliest instances in which a multirotor system where counter rotating rotors were

used as a means to counteract torque. Counterrotating rotors would later become common place

in helicopters like the Boeing CH47 or the BellBoeing V22 Osprey [31]. The most formative

advancements of in the preflight era of helicopters actually came in the form of internal combustion

engines. While the engines used in early and modern rotorcraft are beyond the scope of this work

two are noteworthy, as the development of such engines was vital to the creation of practical rotor

craft. The first, was designed by the French company Antoinette, and were used in creating the
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first true helicopters [30]. The second engine worth mention is the ManlyBalzer enginer. Shown

in Fig. 2.5 this is a radial 5 cylinder engine it was initially designed by Stephen Balazar and then

improved upon by Charles Manly. This engine is important as it held the highest lift to weight ratio

for an internal combustion engine during the early 20th century, and power the first heavier than

air flight of the quarter scale model of the Langley Aerodrome [32].

While the creation of engines with sufficient power to weight ratios to power helicopters was

one of the major issues hindering the technology. Creating a control system with the adequate

amount of authority to counteract the rotor torque reaction, the lift asymmetry in forward flight,

and the vibratory loads on the rotors was another daunting task faced by the early helicopter

community. One important advancement in helicopter control technology was made before the

first true helicopter flights were made in Italy, in 1906. Gaetano Crocco, a renowned scientist and

military office recognized that properly move and operate a helicopter would need some form of

control to account for the lift asymmetry. in 1906 he patented one of the first systems of pitch

control for rotor blades [33].

Similar to Crocco, Charles Renard worked on systems for increase control several years before

the first successful helicopter flight. In 1904 Renard suggested the use of flapping blades to the

rolling moment cause by the lift dissymmetry. While suggested in 1904 it was four years until an

operational flapping system was patented and built by Louis Breguet in 1908 [34]. Crude in their

early implementations both cyclic pitch control and flapping blades would come to be common

in modern rotor hub systems. While the systems served their purpose the systems linkages and

components that compromise modern cyclic pitch control and blade flapping are partially to blame

for the high hub drag experienced in forward flight.

2.1.3 19201950

The two flights largely considered to be the first true helicopter flights both took place in 1907, in

France. The first flight was carried out by Breguet and Richet’s Gyroplane. The Gyroplane was

a large cross shaped structure with rotor systems at the end of each arm and made use of counter

rotation to account for torque. This craft made use of an Antoinette engine and completely rigid

rotor hubs. The vehicle has absolutely no means of control or stability and had to be held physically

held in place during hover. The second vehicle, designed by Paul Cornu, also used tandem, counter
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Fig. 2.5ManlyBalzer engine mounted in Langley Aerodrome [32]
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rotating rotor systems but only implemented two rotors each with two large paddle shaped blades.

The most significant difference between the two is Cornu’s attempt at vehicle control. Cornu’s

machine, shown in Fig. 2.6, featured an additional paddle below and slightly forward and behind

the front and rear rotors. These were intended to allow the pilot to manipulate the downwash of the

rotors but proved ineffective in exercising any form of aerodynamic authority. Both craft achieved

only a few feet of vertical rise and lacked any means of recognizable control.

While others made attempts at VTOL vehicles before 1910, none were as successful as Breguet

and Cornu. The most effecting in these attempts was made by Igor Sikorsky. Sikorsky attempted

to create several coaxial helicopter prototypes, dubbed the S1 and S2. While neither of these

successfully flew, they marked the first dabbling of Sikorsky who would later become one of the

most formative minds in the development of helicopters.

The period between 1910 and 1920 is perhaps most important for yielding what would become

the most conventional helicopter designs. Almost in parallel with Sikorsky’s S1 and S2, Boris

Yuriev began designs of a helicopter with a single main rotor and a tail rotor. Yuriev’s vehicle

was plagued by several problems characteristic of this time in helicopter design, being under

powered and suffering from mechanical issues such as vibration. However, similar to Crocco

before, Yuriev recognized the need for delicate control in a feasible helicopter design. Yuriev’s

vehicle Incorporated a rudimentary for of cyclic pitch control, which was not very effective but

novel in it application [7]. While the single rotor configuration would come to dominate helicopter

designs of the future, it did not see much attention in that decade.

In 1914, a coaxial helicopter was design and flow by the Danish engineer Jacob C. Ellehammer.

Similar to Yuriev’s vehicle Ellehammer’s used a rudimentary form of cyclic pitch control in an

attempt to increase craft stability. Also similar to Yuriev’s design however, Ellehammer was also

partially successful. His craft was only able to hover for short periods of time in the air, and never

made a completely controlled flight.

Coaxial vehicle designs received themost attention of any design between 1910 and 1920. After

Ellehammer in 1914, an American designer by the name of Henry Berliner. Berliner’s craft did not

use any form of blade pitch control, instead opting for a similar method to Cornu, placing vanes in

the downwash from the rotors to control the craft. Berliner iterated upon this design and in 1922

built a helicopter with counterrotating tandem rotors. Berliner’s second and later designs opted for
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Fig. 2.6 Cornu Aircraft [30]
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a chassis similar to the bi and triplanes of the era. These later designs used similar control scheme

the vehicle he built in 1922 used a set of multiple vanes in the wash of each rotor but added the

ability to tilt the rotor shafts from more directional control [30].

The coaxial rotor system would see more developments in the hands of Raoúl Pescara during

the early 1920s. Pescara’s designs used large numbers of rotor sets, ranging between four and six

sets of rotors over his different designs. Pescara attached the blades rigidly to the rotor hub and

warping the blades to achieve pitch control of the blades. The most successful of Pescara’s designs

was the aircraft designated the No. 3, which he designed in 1923. This craft featured a more robust

control system than other early helicopters. Cyclic pitch of the individual blades was control via

the aforementioned warping technique, and the rotor hub was designed to be able to tilt giving the

vehicle collective pitch as well. This craft was one of the first successful instances of the use of

collective and pitch control being used to manipulate helicopters [35].

Interestingly the most significant piece of helicopter technology would be developed in the

pursuit of a different form of vehicle. Autogyros are similar to helicopter in that they rely on

rotating blades to generate lifting forces. However, autogyros do not power the rotation of their

blades, instead using a propeller or other engine to provide propulsive energy. The rotor blades

are allowed to freely move, and the forward motion produce a phenomenon called autorotation.

Through autorotation the rotor blades then generate either all of the lift used by the vehicle or lift

that is supplemented by other wings or lifting surfaces. The primary contribution of the autogyro

to the development of helicopter is the full articulated rotor hub. Lead by Juan de la Cierva, the

development of autogyros began in the 1920. Initial attempts by Cierva used coaxial counter

rotational rotors to counter act the lift dissymmetry issue. However, this proved ineffective, so

Cierva switch to single main rotor systems, hence their inclusion in this section.

The major technological steps of Cierva’s work are the inclusion of the flapping and lead/lag

hinges in his autogyro’s rotor hubs. As was previously mentioned some thought and work had been

given to flapping in the early 1900s by Renard and Breguet, but Cierva create the most successful

early implementations in his C line of autogyros, with the C4, shown in Fig. 2.7 being the first

to use them. The lead/lag hinge would be included on the C7 autogyro, after a dramatic failure

wherein one of the rotors on the C6 model broke off during a landing. Cievra also implemented

dampers on the lead/lag hinges to assuage ground resonance issues [30]. These additions would
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Fig. 2.7 Cierva C4 Autogyro[36]

21



complete one of the earliest and most successful fully articulated rotor hubs and form the basis

for future develop of the notion. Cierva’s work also influenced Raoul Hafner who began to being

work on autogyros as well. It was during this work Hafner would develop a slightly more advanced

system of control cyclic and collective pitch. Hafner’s spider system, shown in Fig. 2.8, was a

marked improvement as it allowed collective pitch to be controlled without tilting the entire rotor

mast, as Cierva’s did. The autogyro enjoyed intense amounts of attention during the early half of

the 20th century but was ultimately discarded with the rise of more successful helicopter designs

in the 1940s and 1950s.

While this system would come to be the most common rotor configuration in the later portions

of the 20th century for several reasons, it did not see much attention or progression during the 1910

1920 time period. Several single rotor vehicles were created during this time, such as the Berliner

in America and Brennan in Britain. Brennan’s design is notable in that it is one of the first recorded

examples of the use of servoflaps, mounted inboard of the blades. The single rotor system would

see some further development by A.G. Baumhauer and Raoul Hafner in the late 1920s and early

1930s. Hafner’s aircraft, dubbed the R2, and Baumhauer’s aircraft are notable as they some of the

earliest record implementations of swashplates as a means of collective pitch control. Baumhauer’s

craft is also notable as its blades were not rigidly attached to the hub, but allowed to rotate about

a spanwise hinge, i.e. a lead/lag hinge. Baumhauer’s pitch control system can be seen in Fig. 2.9

and an excellent description of it is given by Vodegel et al. in Ref. [38].

Almost a third of century’s worth of development in helicopter design would culminate into

several revolutionary helicopter designs in the late 1930s and early 1940s. In single rotor craft

designs two vehicles from this era stand out. The VS300, designed by Igor Sikorsky, was first

developed in 1938 andwas improved on until 1942. Sporting a single main rotor and accompanying

tail rotor the VS300 was not significant for any large technological advancements. The initial VS

300 designs used two smaller tail rotors mounted horizontally to affect translations but later version

replaced these with a fully articulated rotor hub. The VS300 is more important in that it won

Sikorsky a contract with the army. This contract led to the creation of the R4 and R5 helicopters

which were one of the first widely produced helicopters to be adopted by the US military, seeing

limited service in the secondWorldWar [35]. This line of helicopters is often credited with birthing

the rotor vehicle industry.
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Fig. 2.8 Hafner Spider System [37]

Fig. 2.9 Baumhauer Pitch Control System [38]
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The second single rotor design of note was created by Arthur Young between 1940 and 1943,

working with the Bell Aircraft Company for the later portions of the development. Young had

created a novel teetering hub [39] design. The teetering hub was designed to be used on single

rotor two blade craft. The two blades were rigidly linked and attached to the hub using a single

seesaw style hinge. This design eliminated the need of conventional flapping and lead/lag hinges.

Young’s design also used a stabilizer bar, which rotated with the blades. The gyroscopic forces

generated by this bar stabilize the rotor blades. This work would ultimately lead to the creation

of the Bell Model 47, one of the most produced helicopters in history, which also was the first

helicopter to receive the first certification for civil uses.

A similar idea to Young’s stability bar would be created by Stanley Hiller in the form of the

”rotormatic” control system. First implemented on the Hiller model 360, also known as the UH

12. Unlike Young’s system, which relied on gyroscopic force, this system featured two “paddles”

or short wings, placed at the ends of a bar at a right angle to the main rotor blades. The bar was

connected to themain rotor by a system of linkages. This allowed the pilot to control the cyclic pitch

of the rotor blades by making changes to the pitch of the paddles. This system dramatically reduced

the input forces required, making the vehicle easier to control. Unfortunately, it also increased the

lag between pilot input and system response. More detailed description and evaluations of both

the Young and Hiller systems can be found in Ref. [40]. The single rotor was not the only

helicopter configuration to see the first instances of genuine success, or larger production scales

however. Two other helicopters would see production in relatively large quantities for the era, and

featured unique hub layout. Through the late 1930s and early 1940s, in Germany, Antione Flettner

developed a series of unique helicopter dubbed “Synchrocopters”. These helicopters used two sets

of rotor blades which were mounted on two separate hubs. The hubs were placed very close to

one another and tilted slightly outward, so the blades intermeshed during flight. This craft was

official adopted by the German military in 1942, being ordered in bulk but few survived the events

of World War 2. Intermeshing rotor designs saw far less mainstream success after the war, in part

due to the added complexity of the synchronizing system required by the blades.

The second craft of note also saw its inception in Germany during that later portion of the

1930s designs by Heinrich Focke. Focke drew inspiration from the earlier works of Cierva and the

biplane designs of the era. Focke series of aircraft used tandem rotors mounted to the fuselage of
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Fig. 2.10 Sikorsky R4 [5]

Fig. 2.11 Bell Model 47 [30]
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a biplane via steel outrigging structures. The first of Focke’s vehicles, the Fw 61, made its first

flight in 1936. The rotor blades were attached to the rotor head using both flapping and lead/lag

hinges. Cyclic pitch control was attained by means of a swashplate assembly, collective pitch of the

blades was controlled by raising and lower the swashplate vertically along the rotor mast. Focke’s

rotor hub assembly was unique in that it also featured a novel centrifugal controller which would

automatically separate the rotor hub, and thus the blades, from the rotor shaft if the rotor speed

decrease past a certain point. This allowed the vehicle to attain autorotation in the case of engine

failure, which Focke considered a necessity for vehicle safety [41]. Focke would continue his work

and later create the Fa223, which utilized the Fw61 as a base and made dramatic improvements to

lifting capability.

In examining the first half of the 20th century it is somewhat apparent that large portions of the

efforts of early helicopter pioneers were devoted to solving the problems of power generation and

control/stability. With the Sikorsky R4 and R5 being produced and utilized by the USmilitary, the

Flettner and Focke vehicles seeing similar treatment in Germany, and the Bell Model 47 receiving

its certificate for civil application in 1947 their efforts arguably were successful. Fifty years of

effort and development had crafted the helicopter into a relatively safe and operational vehicle.

2.1.4 Post1950s

The second World War served as a large catalyst in the development of helicopters, in some senses

that interest shown by different national militaries of the time jump started the helicopter industry.

During the 195060s the number of both the number of companies focused on helicopter, and the

number of helicopters being produced saw a meteoric increase. This period saw the adoption of the

conventions and technologies developed by the early 20th century pioneers, such as Cierva, Hafner,

and Yuriev, as common place. Fully articulated and semirigid hubs dominated the landscape and

the various hinges and dampers that had been novel application less that twenty years before now

adopted as conventional control methodologies.

Outside the field of rotor hub technologies and control mechanism the late 1940s and early

1950s produced some very unique experiments and developments. The most practical and long

lived technology to come from this era was the turboshaft gas turbine engine. Derived from the

advancements in jet propulsion over the 1940s, gas turbine engines were capable of producing
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Fig. 2.12 Flettner FL282 [5]

Fig. 2.13 FockeWulf Fw61 [41]
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significantly more power than the piston engines of the time. Technically developed in the mid to

late 1940s by the 1950s turboshaft engines would see wide adoption in the helicopter industry. As

powerplants are beyond the scope of this work so no further detail will be devoted to them.

Another interesting area of research in helicopter development, more closely related to craft

control was the investigation of various forms of blade propulsion. For example, the Hughes XH

17 created in 1952 expelled a mixture of compressed air and fuel from the blade tips, where it

was burned to propel the rotor blades. A good description as well as the results studies on the

vibrational and flutter characteristics of a scaled model of the vehicle are given in Ref. [42]. The

XH17 is notable as it made use of laminated bladeretention straps to anchor the blades to the

rotor head. The use of such straps in places of flapping hinges was one of the early examples

technology which would later create the rigid rotor hub. While the concept of fluid expulsion from

the rotor blades to drive or aid in blade propulsion would see some further attention, examples

being the Hughes XV9 which used ’hotcycle’ propulsion and the SudAviation S.O. 1221 Djinn

which used a compressed air sans combustion to drive the blades, the concept would ultimately be

abandoned by the mainstream helicopter design community. The primary issue found with these

concepts being very high fuel consumption, complexity, and reliability.

The 1950s are mostly important as they signified the wide scale maturation of the helicopter as

a fringe military technology into a massproduced common place technology. Several helicopter

designs which would spawn long lines of different helicopters were created during the 1950s.

Piasecki for example, headed the design of the PV3 Dogship in 1945, then in 1952 he iterated

on it to create the H16 and H21 helicopters. These were the first widely successful tandem rotor

craft featuring the fore and aft rotor configuration, as opposed the sidebyside designs favored by

others. This configuration lead to the development of the Chinook CH47 and was the calling card

of The Piasecki Helicopter Corporation, even as it changed into the Vertol Company and eventually

to a division of The Boeing Company.

However, it is arguable that the most important development of the helicopter industry during

the 1950s, and most pertinent to this work, was the “rigid” rotor hub. The term rigid is a bit

of a misnomer, with the hub configurations also being called hingeless and later bearingless,

as they are not strictly rigid. The philosophy behind these hubs is quite simple. They use the

elastic deformations of specially designed portions of the hub, or inward portions of the blades to
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accommodate blade motion that traditionally required hinges or bearings. Bell Textron lead this

effort in 1957 when the implemented the “flexbeam”, a hingeless rotor hub that saw two and three

bladed configurations. Less than a year later, Lockheed Martin’s first attempts at a rigid rotor

system would see its first flight on the CL457 [43]. While technically not a novel notion, Cierva

had made attempts at rigidly rotor heads in the earlier half of the 20th century, these were the

first instances that could be considered successful. Rigid hubs were of interest for several reasons.

The removal of the robust hinges and bearing in the full articulated hubs meant a cleaner, slimmer

hub profile. These hubs also offer faster responses to pilot inputs, and better natural damping

characteristics than full articulated hubs [44].

Both the Bell Model 47 and the Lockheed Martin CL457 saw further testing and development

over the early 1960s. Each craft saw variations in number of blades and blade materials, Bell also

tested their hingeless hub on several other fuselages over the decade. In general, they confirmed that

in addition to the improvements on control, rigid hubs also offered better stability and a wide range

of configurations for center of gravity. However, early integration of both vehicles experienced

severe levels of vibrations and Bell found that the hingeless rotors produced higher rotor mast

stresses [45].

Bell Textron and Lockheed Martin led the development of rigid rotors in the 1960s another

company, MesserschmittBolkowBlohm (MBB) had begun to develop their own contribution to

the rigid hub helicopter development. The MBB BO105 made its first flight in 1967, and was

immediately impressive for several reasons. It was first helicopter to feature twinengines and

a revolutionary Bolkow rigid rotor system. Technically speaking Bolkow, a German aviation

company had begun development of the rigid rotor system used by the BO105 in 1962 before

being merged with Messerschmitt in 1968 The BO105 used a titanium rotor hub and stripes of

titanium lamination for construction and featured full cyclic and collective pitch controls via a

traditional swashplate mechanism, seen in Fig. 2.15. A full description of this rotor, and the MBB

BO105 helicopter can be found in Ref. [46]. The B0105 saw extensive usage by various military

and civilian bodies after being placed in full production in 1967.

The early success of Bell, Lockheed Martin, and MBB served to reinforce the benefits of

hingeless rotor hubs as a concept. While companies would continue work in the development

of hingeless rotor systems, In the late 1960s several companies also began work on bearingless
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Fig. 2.14 Bell Hingeless Rotor Head [44]

Fig. 2.15MBB BO105 Rotor Head [5]
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main rotor system (BMR) designs as well. The hingeless hubs designed before the late 1960s still

relied on bearings to facilitate the feathering motions of the blade, using the elastic deformations

to replace on the feathering and lead/lag hinges. Huber [25], gives a detailed summary of the forty

plus years of development invested in bearingless rotors.

Similar to the development of the hingeless hub, Lockheed Martin lead one of the earliest

efforts to develop a bearingless hub. In 1966, Lockheed Martin flew a XH51A helicopter with a

bearingless hub. This hubmade use of steel flexures with low in plane stiffness to allow the required

levels of torsional movements. Lockheed flight tested this for several years but saw extremely high

levels of both air and ground resonance developing at different rotor speed condition, ultimately

concluding that the XH51A iterations of the bearingless rotor was safe to continue flight testing

[47]. Lockheed’s efforts, while ultimately unsuccessful in their early iterations far preceded any

efforts from other developers on bearingless. Other companies began working on their bearingless

rotor hubs in the early 1970s.

Aerospatiale, a French company, began developing and testing several bearingless rotor hub

systems. During the early 1970s they devoted a significant amount of attention to the ”Triflex” rotor

head. This system was similar to the Lockheed Martin but used fiberglassepoxy and elastomeric

composites in place of steel. While the results of initial flight tests were positive, the Triflex would

ultimately be used as a basis for the development of their later Starflex and Spheriflex bearingless

rotor hubs, which were developed over the next several decades. Documentation of these hubs and

results from several flight tests can be found in Ref. [48–50].

Both Bell and MBB would begin development of their own bearing after Aerospatiale. Bell

began designing and testing multiple different hingeless and bearingless rotor hubs built from

composite materials across the 1970s. Bell began the Model 680 program in latter half of the

1970s. Bell had several specific goals in mind for this hub, being a fifty percent reduction in

number of parts, a fifteen percent reduction in hub weight, improved life cycle cost, and reduced

vibration levels. The original model 680 rotor hub system was a four bladed system that featured

specially designed yokes. Created from Sglass, a stiffer variant of fiber glass, the yoke extended

approximately 20% of the radius out from the hub. It was then joined to the blades via a stiff

cuff Assembly. The yoke was responsible for accommodating the pitching, flapping, and lead/lag
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movements of the blade, as well as the blade centrifugal and lifting forces. The cuff assemblies

then transmitted the torsional movements from the yoke to the blades.

The Sikorsky Dynaflex system represents one of the most recent and highprofile attempts at

designing a bearingless rotor hubs. starting development in the early 1980s. This system connects

a bearingless rotor to the rotor mast via a gimbal joint composed of an elastomeric spherical bearing

and flexible elastic restraints [8]. This system offered several benefits over other bearingless

systems in that it was far more flexible. The gimbal also served to act as universal, constant speed

joint which produced reduced Coriolis effects from a fully articulated hub [51]. In the modern

day the fully articulated, teetering, and bearingless/hingeless hubs all see widespread use in both

civilian and military applications. The prominence of craft designed during the later portion of the

20th century that are still use ensures that each of hubs has remained relevant.

2.2 Rotor Hub Aerodynamics

2.2.1 Investigations and Experimental Efforts

During the late 19th and early 20th century fledgling rotor vehicle developments were marked

by a fundamental lack of understanding of rotor aerodynamics. This culminated in many designs

being overpower, overweight, and aerodynamically inefficient [7]. Early efforts at understanding

rotor vehicle aerodynamics were mostly focused on the blades, as generating adequate lift was

a large issue for the early designers. Some of the earliest efforts were made by Theodore von

Karman in the 1910s and 1920s. Karman conducted experimental tests on several early helicopters

and large propellers, the results of which were published by the National Advisory Committee for

Aeronautics (NACA) [52].

It was not until the 1950s that early rotor craft community turned its attentions to the

characterization and reduction of hub drag. Harrington, and with the later assistance of Churchill,

investigate the effects of parasite drag in 1954 [53]. Largely informed by prior work on drag

reduction in fixed wing aircraft Harrington cited a plethora of contributors to the helicopter

parasite drag. These included the landing gear, rotor hub, and gaps/joints in the fuselage. This

first investigation gave only a cursory amount of attention to the rotor hub, indicating that the

contributions of the rotor hub to the parasite drag could be reduced through the use of a fairing. At
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the time, the contributions and characteristics of the rotor hub flow to drag were still unknown and

the use of fairings in fixed wing aircraft and this studies attention to them would go on to inform

the direction of hub drag reduction for the next 50 years. A year later, Jones et al. [54] conducted

several wind tunnel tests on the Sikorsky H5 three bladed fully articulated rotor hub. They found

that adding faired cuff style fairings to the blade shanks and hub, hub drag could be reduced by

12%.

In 1959, Churchill and Harrington [55] would return to the issue of parasite drag but focused

exclusively on the rotor hub’s contributions. Five different fullscale hub geometries were tested

both with control systems and in isolation, over a range of angles of attack and at air speeds of

135165 mph. Churchill and Harrington found that forward flight speed, hub rotational speed, and

hub angle of attack all had minimal effects on the hub parasite drag. However, it was shown that

increased frontal area caused increased drag coefficient across the five models.

In 1961 Moser conducted another study of helicopter drag [56]. Moser tested fullscale

helicopter fuselages with four different pylon configurations and five different representative hubs.

This was one of the earliest studies to vary hub lengths from the fuselages. The studymade note that

alterations in hub separation seemed to alter percentage of total drag accounted from by separation

drag, and that hubpylon clearance was a matter that required merited further investigation in the

future.

Building on these works, Sweet et al. [57] conducted a series of wind tunnel tests on a collection

of fuselage, rotor hub, and mounting pylon configurations. They suggested that improving the

aerodynamic quality of the fuselage and landing skids would greatly reduce drag experienced in

forward flight. They found that the rotor hub and its mounting pylon accounted for 2030% of

the drag of the experimental configurations. They also made note that their faired hubs did not

perform significantly better than the unfaired hubs. Ultimately Sweet et al. concluded that any

major reductions hub drag reduction could be achieved only by reducing the hubs frontal area.

The 1970s, particularly in their later half, saw a dramatic increase in the focus on rotor craft drag

characteristics. Reflective of the previous decades of studies these works placed a large emphasis

on investigations of fairings and hub/pylon separation. Montana [58] tested three different fairings

on a model rotor hub. This study found that the effectiveness of certain fairings was tied to the

effective angle of attack, the elliptical fairing proving more effective at angles of attack lower
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than α = −6o and the reflex curvature more effective at angles of attack greater than α = −6o.

In addition, the study found that rotor hub data could be approximated with a stopped rotor hub

provided that the hub advanced ratio was greater than 10.0 or the rotor advanced ratio was greater

than 0.5. Logan also noted that the lifting and pitching moments were entirely dominated by the

aerodynamics of the blade shanks.

In 1976 and 1977, Sheehy et al. authored two reviews of hub drag data [13, 59]. The findings of

these works were that rotor hub/fuselage separation distance is an important factor in drag reduction

butmust be carefully balanced so as not to negate the reduction in interference dragwith the addition

of excess surface area. In addition, Sheehy et al. found that asMach number increased, hub fairings

became less effective in drag reductions. In the following year a similar reviewwould be conducted

by Keys and Rosenstein, [60]. This study further confirmed that hub/pylon separation played a

dramatic role in reducing interference drag. Both Sheehy et al. and Keys and Rosenstein suggested

further investigations on the effects of Reynolds number as that was not well documented at the

time.

During the early 1980s two experiments examined the effects of Reynolds number on hub

drag measurements. Logan et al. [61], conducted an extensive series of experiments in effort

to characterize the effect of scaling on differently sized experimental test models. Among their

many findings were that a critical Reynolds number of 3 × 105 had to be achieved for accurate

hub, pylon, and fuselage drag testing. This study also highlighted the necessity of using sealed hub

fairing to maximize drag reductions. Later, in 1985, Felker [62] showed a Reynolds number effect

on the drag coefficients for faired hubs between 1× 106 and 3× 106.

It was also during this time period that visualization techniques and technologies matured to

the point where they could be effective implemented in the study of rotor hub wake shedding.

Roesch et al. [63], performed one of the earliest studies of rotor hub wake in 1985. Their work

outline several of the major problems cause by the rotor hub wake, including decreased pitch and

yaw control due to the wake interaction with the tail rotor and vibrations caused by the hub wake

impacting the tail surfaces. Visualization experiments of the hub wake were conducted using a

sequence of increasingly detailed hub model mounted on a Aerospatiale SA365 fuselage. The

hub models began as a simple cylinder to model the rotor shaft, with pitch links and blade shanks
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sequentially added. it was assumed that rotor blades only served to affect the positions of the hub

wake relative to the tail and not the wake structure.

Roesch et al.’s primary findings were the presence of a large stationary vortex directly behind

the rotor shaft. This vortex would periodically shed large eddy structures which were convected

downstream. Increased hub fuselage separation served to weaken and deregularize the eddy

shedding. Spectral analysis of the wake also revealed a mixture of turbulent energy characterized

by a continuous spectral distribution and discrete energy concentrated as the rotor harmonics. It

was also found that if exposed, the scissor arm components of rotor hubs have a noticeable effect

on the flow harmonics. When exposed the scissor arms generated a strong 1Ω discrete energy, with

Ω denoting the blade passage frequency. In addition it was theorized that the interaction between

the scissors and the fuselage cowling generated 1Ω discrete energy further away from the rotor

axis. The perturbations generated by the scissor was also found to be not purely sinusoidal, which

generated a strong 2Ω energy content in the same spatial area as the 1Ω content.

In the later 1980s NASA launched the Hub Drag Reduction program, which would produce

several landmark studies over the next decade. This program focused on the effects of implement

ing fairings around the rotor head, and later the rotor mast or pylon. In 1987, Young et al. [64]

conducted experiments to examine then new hub/fairing configurations, some of which included

strakes for passive flow control. The study examined three configurations, singlerotor hub and

shaft fairings, singlerotor strakes, and coaxialrotor hub and shaft fairings. The inclusion of co

axial hubs in this study is somewhat notable as coaxial rotor hub configurations had fallen out of

favor at this point in history. Each of the previous configurations was tested with various shaped

hub fairings and pylon fairings. The hubs were tested without rotation, as earlier works [61, 62]

showed small difference in fairing drag based on rotational speed. It was found that the strakes

proved largely ineffective in helping to reduce drag. It was also found that the use of fairings with

flat plates for bottoms stood to substantially reduce coaxial hub drag.

This study was followed in 1989 by several more studies by NASA on helicopter hub drag

[65, 66]. Both studies made use of a 1/5 scale Sikorsky XH59A fuselage to mount a series of

hub and pylon configurations upon but used different wind tunnels. Graham et al. [65] performed

a series of tests to examine the interactional aerodynamics between the hub and pylon and the

effects of various fairings. They found that the interactional aerodynamics between the hub fairings
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and the pylon caused a substantial amount of interference drag. Confirming the findings from the

earlier studies it was again seen that fairings with flat lower surfaces reduced the drag the most,

and smaller hubpylon separation distances resulted in lower interference drag. They suggested

that pylon fairings, aft fuselage, hub separation, and hub fairings should all be considered in design

to maximize drag reductions. Sung et al. [66], recognized the issue of interference drag between

the hub fairings and pylon. Similar to the previous work, Sung et al. found that hub fairings with a

flat lower surface tended to result in lower interference drag. It was concluded that fairing with flat

lower surfaces and circulararc upper surface created the most favorable interactional aerodynamics

with the pylon and thus resulted in largest hub drag reduction.

The early 1990s saw further interest in the abilities of fairings and interactional aerodynamics in

decreasing the rotor hub’s contribution to drag. The NASA hub drag reduction program continues

in the early 1990s with the work of Martin et al. in 1991 [67] and 1993 [68]. These studies

switch from the Sikorsky XH59 used in the previous NASA studies to a 1/5 scale Bell Model

222 fuselage with a rotor head modeled after the bearingless Bell model 680. The model was

tested without model blades, but with model blade shanks as these were found to carry significant

drag penalties [65]. The study conducted in 1993 used three different pylon fairings. The first was

a thicker nontapered pylon which was based on the NACA 0034 airfoil cross section and offered

increased room for control systems such as the swashplate and pitch links. The remaining two

pylons were tapered, with one tapering from fuselage to rotor head based on the NACA 63 series

airfoils, and the other tapering from rotor head to fuselage which used the NACA 0034 airfoil

correction with varied chord. Fairings were designed based on the previous NASA studies, using

the flat bottomed, circulararc topped design found to be previously effective. The fairings also

sported rounded leading edges, and expanded cutouts to allow for blade flapping. The study also

examined novel ’dual component’ configurations, which featured nonrotating circular plate at the

top of the pylon fairings. This plate had a circular track in which the rotating hub fairing sat and was

allowed to rotate freely. The configurations were then tested using a range of Reynolds numbers,

angles of attack, and rotational speeds. The primary conclusions of this work were that hub fairings

alone increased the model drag, pylon fairings alone decreased model parasite drag and increased

horizontal tail control effectiveness, and there exists an optimal hub fairings size for decreasing

drag.
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This decade would also see reinforced interest in the study of hub wake and wake interactions.

Across the late 1990s and early 2000s Gorton et al. [69–71] carried out a series of experimental

investigations focused on rotor wakefuselageempennage interactions. They conducted multiple

wind tunnel tests of a 15% scale model of a BoeingSikorsky RAH66 helicopter mounted with a

scale model of a fully articulated 4bladed rotor hub. While thorough these studies focused mainly

on the rotor blade wake and not the hub wake. An unexpected 2/rev fluctuation in the velocity was

noted and its was theorized that it may be connected to the vortices shedding noted in Ref.[63].

The same rotor head configuration was moved to a generic test system and coupled with

rectangular blades for another study conducted in 1997 by Berry [72]. visualizations were taken

using laser velocimetry (LV) as in previous studies. This work also identified an unexpected 2/rev

fluctuation in the flow. The hub flow was characterized into two parts, one being attributed to the

periodic passage of the lade and the second attributed to the aperiodic/turbulent flow. The aperiodic

fluctuations in the flow were found to be significantly stronger on the retreating side of the rotor

hub.

In 2013, Raghav et al. [73] conducted low speed wind tunnel tests in the John J. Harper low

speed wind tunnel at the Georgia Institute of Technology. A quarter scale generic four bladed rotor

hubmodel was used, which included structures representing blade shanks, a swashplate, pitch links,

and a drive shaft/rotor mast. Tests were conducted on a hub with unplugged blade shanks, one with

plugged blade shanks, and one with plugged blade shanks and a capped region between the upper

and lower hub plates. This study also incorporated CFD predictions, the findings of which will be

further discussed in the next section. Experiments were conducted using a azimuthal sweep with a

static hub, which were followed with a rotating test conducted on the hub with plugged shanks over

a range of rotational speeds. Deconstruction of the hub also allowed for the investigation of the

individual pieces in the assembly to the overall drag. The study found that the hub plates and blade

shanks contributed significant portions of the hub drag, and the rest of the drag was generated by

separation around the drive shaft, pitch links, and the swashplate. These experiments were part of

an extensive experimental/CFD effort which is further discussed in the next section of this work.

2013 also marked the beginning of early efforts in what would become a long series of

experimental investigations, in conjunction with computational efforts, headed by members of the

Pennsylvania State University’s Applied Research Laboratory (PSUARL). Reich et al. [74] noted
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a lack of data pertaining to the longage rotor hub wake structures, particularly in distance where

they would interact with the empennage. To address this a series of experiments on rotor hub test

models, based on a larger commercial hub, were conducted in both their 12” watertunnel and the

48” Garfield Thomas Water Tunnel (GTWT), covering both low and highspeed test conditions.

The model did not feature pitch links but did feature scissor arms. The choice to use a water tunnel

was motivated by the ability to adequately scale the Reynolds number to the experimental model

without requiring full scale Mach number. CFD predictions were also carried out, as was becoming

more common practice during this time. The results showed strong 2/rev, 4/rev, and 6/rev content

in both the near and far wake. It was noted that while the 4/rev and 6/rev content lost strength with

increase downstream distance the 2/rev content remained strong into the far wake region further

confirmed by their LDV measurements. Ultimately, the tests showed that multiple per revolutions

flow structures attributed to the hub and its components persist for long downstream distances.

Later, Reich et al. [75] would use another watertunnel experiment to examine the effects of

advance ratio, µ, and hub Reynolds number, Rehub on hub drag, with the final goal of the work being

to find the minimum Rehub required for accurate scale model testing. Watertunnel experiments

using a scaled down version of the hub used by Reich et al. [74], which had been modified to allow

for testing at various levels of hub defeaturing and to include beanie fairings. Two fairings generic

fairings with ellipsoid tops and flat bottoms were used. The experiments were conducted over a

range of Rehub, rotation speed, and free stream velocity conditions designed to maintain specific

advanced ratios. The results of these experiments showed that ultimately the unsteady rotor hub

wake content is both configuration and Reynolds number dependent, which indicated the need for

full scale Reynolds number testing for accurate wake measurements. It was also determined that

fullscale Rehub tests were needed to obtain accurate drag results for specific designs.

The contributions of PSUARL to the study of rotor hub wake structures and drag contribution

would continue over 2010s in the form of the Rotor Hub Flow Prediction Workshop series. This

series began with the intention of bringing experts in both experimental and CFD techniques to bear

in a concentrated effort to investigate rotor hub wakes. Contributions included efforts from Both

PSU and Georgia Tech’s Vertical Lift Research Centers of Excellence (VLRCOE), in collaboration

with several other academic, government, and industry entities, including UTK. The first workshop
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was hosted in 2016 at Penn State and the findings of the resultant experimental findings and the

comparisons to the CFD predictions are summarized by Schmitz et al. [12].

Water tunnel experiments were conducted in using the GTWT facility as in previous PSU

works and were conducted in different phases, with the ultimate goal being to conduct the first

fullscale Reynolds number test of a model rotor hub of a large helicopter in a water tunnel. The

Phase I VLRCOE tests were carried out on a 1/4.25 scale rotor hub model, constructed using

stereolithograph (SLA) materials, at PSUARL in 2012. These experiments were designed to

characterize longage wake at high Reynolds number, and the wake was surveyed using PIV and

LDV. These experiments were followed with the Phase III VLRCOE tests conducted in 2016

after the first Rotor Hub Flow Prediction Workshop, and were designed to collect force/moment

and wake data from 1/4 scale Reynolds number to full scale Reynolds number. The Phase III

experiments used a modified experimental setup which allow for more accuracy in the hub forces.

A similar hub to the Phase I experiments but made from aluminium as opposed to the SLAmaterials

from Phase I. This hub was dubbed the VLRCOE Phase III Baseline Hub. These experiments

also featured revised LDV measurement location layout to make comparison to eliminate the

issue of potential wake misalignments when compared to the computational predictions. CFD

predictions for the hub wake were conducted in conjunction with the Phase III experimental using

OVERFLOW using a multiple different CFD software to build a comprehensive set of data for

comparison. Wake harmonics and hub surface forces were compared between the computational

predictions and experimental findings. In the context of comparing computation and experimental

findings several conclusions were drawn. First phase averaging of the surface forces showed

notable dependence on the number of hub revolutions included in the process. The added LDV

measurement points increased the reliability of the harmonics and improved the comparisons to

the computational data. In addition, both the experimental and computational findings showed a

strong 6/rev content in the wake harmonics, which were regard as a harmonic of the 2/rev content

and interactional aerodynamics between the 2/rev and 4/rev content.

These works were continued into the 2nd Rotor Hub Drag Prediction Workshop held at Penn

State in 2018. As before this was a collaborative efforts between CFD and experimental experts.

Schmitz et al. conducted a blind comparison between the experimental and computational data

for the 2nd workshop [76]. Another round of experimental tests was conducted in the Garfield
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Thomas Water Tunnel and used both the Phase III baseline hub geometry and a new ’Low Drag’

hub. The Low Drag hub was designed to mimic a next generation highspeed helicopter hub. All

the blade shanks were replaced with Sikorsky DBLN 526 airfoil, which was inverted to increase

their aerodynamic quality. Experimental testing and measurement were conducted similarly to

the previous work but with an airfoil situated 7 hub diameters downstream. This airfoil was as a

notional horizontal stabilizer to examine the hub wake interactional aerodynamics. Force data was

collected from this foil and compared to CFD predictions.

The results of this study when compared to the computational predictions showed that

the CFD methods predicted average hub drag to within 5% of the Interactional Aerodynamic

Experiments. The lift agreements from the downstream airfoil showed decent agreement between

the experimental and CFD results, however it was shown that a large number of hub revolutions

were needed for as reference for time to the phase averagetime series of the stabilizer lift. This

suggested that the phase averaged analysis of the foil force data might be able to serve as adequate

comparisons for CFD results. Finally, efforts toward designing and optimizing a reduced order

model BEM/frontal area for predicting hub drag harmonics showed good behavior for the Phase III

baseline hub but some inconsistency in the harmonics for the low drag hub. It was concluded that

an inflowmodel should be paired with the reduced order model for increased accuracy in predicting

phase averaged hub drag.

2.2.2 Computational Fluid Dynamics

Similar to the history of experimental studies of rotorcraft much of the early computational work

on the helicopter was focused on the rotor blades, as their aerodynamic performance directly

translated to the helicopter’s performance. However, later efforts focused on rotor hub would

benefit as a biproduct of these early efforts in several ways. As an example, studies of rotor blade

downwash with the fuselage before the turn of the century were carried out using comprehensive

rotor blade codes to model the blades and their downwash, and panelbased potential methods to

model the fuselage. Some examples of this can be found in Ref. [68, 77, 78]. These methods

had several limitations, primarily they lacked the ability to accurately capture realistic viscous

interactions between the rotor wake and the fuselage [78]. As computational hardware advanced
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however Reynolds Averaged NavierStokes (RANS) computational methods [79] were adopted

more widely.

Similarly, the development of computational grid generation techniques saw much attention in

studying other aspects of rotorcraft performance. As was noted by Ruffin et al. [80] in 2004, one

of the largest issues facing rotor craft CFD was the complex nature of their geometry, which carries

over to the rotor hub. The creation of structured computational grids for the exterior of a rotor craft

could take large amounts of time and require large amounts of resolution, i.e. large numbers of grid

points. Both issues are only exacerbated when attempting to model the rotor hub which is normally

omitted from blade/fuselagebased studies.

One of the earliest solutions to the complexity problem was the use of structured, overset

grids. Ruffin et al. [80] compared the performance of unstructured and structured solvers.

CFD predictions made using two unstructured grid generation methods, a tetrahedral based and

a Cartesian grid based, were compared to those made using a structured overset grid method. It

was found that all three tested methods provide good agreement with the experimental values. The

unstructured grids proved easier to construct but offered a lower grid efficiency than the structured

methods.

In 2010, as part of an exhaustive computational study of the HART II rotor [81, 82], Lim et

al. [1] studied the effects of the rotor hub on bladevortex interactions (BVI) and rotor wake.

The authors created three computational geometries, two of which included the hub modeled as

a basic cylinder which are shown in Fig. 2.16. OVERLOW 2 was coupled with CAMRAD II in

[83] to provide both CFD and computational structural dynamics (CSD) predictions, respectively.

Lim et al. found that the presents of the hub created strong turbulence due to interaction with its

surrounding components but this turbulence has little effect on the rotor airloads and trim.

Somewhat similar to the HART II campaign, the GOAHEAD project, initiated in 2005, was a

multipartner CFD/experimental data set generation and validation campaign. It was motivated by

a lack of comprehensive helicopter data sets for CFD validation in the European helicopter research.

The CFD and numerical portions of this project were presented by Antoniadis et al. [2], in 2012.

Several different CFD solvers were implemented, including FLOWer[84], HMB [85], ENSOLV

[86], ROSITA [87], and ElsA [88]. Several different techniques for modeling the relative motion

between the blades and the fuselage were also used. CHIMERA, using overset meshes, and sliding
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Fig. 2.16 HART II Grid Systems[1]
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grids [89] and disk techniques were used with the majority of the participants using CHIMERA. A

horizontal stabilizer was placed on the tail and used to gather information on the hub and fuselage

wake. The main finding of work in regard to rotor hubs was that in the area down stream of the hub

and fuselage back door, both the experiments and the CFD predictions captured irregular and highly

unsteady flow behavior however, this region also represented the principal area of disagreement

between each of the test cases. Shown in Fig. 2.17 are the flow separation visualizations for the top

of the horizontal stabilizer and the tail of the test fuselage, with red indicating regions of separated

flow.

In 2013, the results of one of themost comprehensive efforts in research focused on the hub drag

were published by Shenoy and Smith [11]. This was a twopart experimental and computational

effort focused on improving the understanding of the various contributors to hub drag and how

their effects scaled with Reynolds number or other flight parameters. The goal of the computational

aspects specifically were to reduce the then current amounts of uncertainty in numerical predictions

through the use of experimental hub drag scaling effort. The study made use of NASA’s VGRIDns

software for grid generation and paired SUGAR++ with DiRTlib to produce the overset grid

systems required to capture rotational movement relative to nonrotating elements. The FUN3D

unstructured solver was used to produce both hybrid URANS/LES predictions for different parts

of the flow. The experimentally aspects of this effort were discussed previously.

Several works were produced either while conducting this work or in affiliation with it [3, 11,

73, 90–92]. In 2011, Shenoy et al. [90] investigated the difference in CFD prediction for a 25

percent scale and full scale model hub geometry, using a representative 4bladed hub based on a

UH60A hub. It was found that components which were bluff bodies, such as the pitch links or

blade shanks, created nonlinear scaling of Reynolds number and interference drag effects. It was

also noted that determining interference drag for rotating components of the hub needed to include

shifted estimations in the wake shedding due to the Magnus effect. One of the largest findings

was that using the advanced rotation to scale the velocity rather than hub angular momentum more

accurately scaled the physics of the hub flow. This study is also notable as it was one of first to use

hybrid RANS and Large Eddy Simulation (LES) methodology.

In the same year Shenoy et al. [23] examined the different sources of hub drag with the aim

to reduce the error in empirical predictions of hub drag for conceptual designs. The complete hub
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Fig. 2.17 GOAHEAD Flow Separation Regions[2]
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as well as isolated individual components were tested, both statically and in rotation. It was found

that the hub plates and blade shanks accounted for approximately onethird of the hub drag at the

tested velocities and Reynolds numbers. What remained of the hub drag was found to be generated

by flow separation about the rotor shaft, pitch links, and swashplate. Minimal differences in the

predicted drag were also seen between rotating and static hub tests. An anisotropic grid adaptation

tool was tested and found to enhance the computational grids ability to capture the complex physical

interactions around the hub.

Raghav et al. [3], followed in 2012, with an investigation of the physics of hub drag. Using

the same geometry and methodology as the previous works, this study focused specifically on

the physics of the wake. The most pertinent finding of this work was that the rotating turbulent

spectra showed strong, high energy 4/rev and 8/rev frequency content which were absent in the

static turbulent spectra. The Power Spectrum Density (PSD) of the velocity fluctuations for the

CFD predictions and experimental results, as presented by Raghav et al. are shown in Fig. 2.18,

and the difference between the static and rotating hubs 4/rev and 8/rev content is clear to see.

Another work conducted by Shenoy et al. [91] built upon the earlier works and focused on

the effects of Reynolds number scaling. Four test cases were used, all of which added the NASA

ROBIN[93] fuselage beneath the hubs. The two static cases were conducted at the 0o and 45o

positions and the two rotating cases conducted with µ = 0.395 and µ = 0.152, which corresponded

to the wind tunnel experiments conducted in the previous works. Two Reynolds number were

used, Re = 0.29×106 and Re = 8.14×106, with an additional case being was run at the lower

Reynolds number without the fuselage beneath the hub. The findings for the static hubs showed

that bluff body components, such as the rotor mast or pitch links caused nonlinear scaling in drag

due to a combination of the Reynolds scaling and changes in interference drag. The rotating cases

were found to scale nonlinearly and showed clear influences from the angular velocity. Increased

angular velocities were sown to cause increased interference effects for the upper portion of the

hub which in turn caused significant changes in the drag andMagnus effects based on the Reynolds

scaling.

In 2014, Khier [4] used the findings from the previously discussed GOAHEAD project to study

hub drag reduction via streamlined hubs, using the DLRdeveloped unstructured finite volume

solver, TAU. The CENTAUR grid generation software was used, with the grids being combined
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(a) Static Hub (b) Rotating Hub (240rpm)

Fig. 2.18 Power Spectrum Density Of Velocity Fluctuation[3]
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via CHIMERA. The computational model was created based on the same model used in the

GOAHEAD experiments but with an altered horizontal stabilizer and the addition of sponsons,

this model was designated the GRC2. A second computational model was created by blending the

shaft fairing and engine cowl to study the aerodynamic interference between the hub and fuselage.

These two hubs were combined with two fairings designs to create four test cases. Two cases,

featuring the original and modified geometry with the same fairing, were tested over α = 15o to

15o, and the second two cases, being the original hub with two different fairings, were tested over

α = 5o to 5o. All cases were conducted using aM = 0.204. A breakdown of the predicted hub drag

for the three tests cases using the original configuration can be seen in Fig. 2.19. These results

showed that the blade attachments and stubs contributed around 70% of the hub drag for their

configurations, which amounted roughly 20% of the overall drag. It was found that streamlining

bluff body parts and implementing a fairing could reduced the hub contribution to total drag by

1719%. However, the effects of these fairings and hub configurations on the dynamics of the

vehicle were not considered, so the effects on interference phenomena such as the empennage are

unknown.

Similar to other long running experimental/CFD campaigns a broad test program examining

the air loads on the UH60A helicopter rotor system was initiated in 2010 [94]. This campaign

produced several works, with most focused on the blade/fuselage; however, the later works in the

project conducted by Potsdam et al. [95] in 2016 did take the hub into consideration. Building on a

detailed set of experimental tests on a fullscale UH60A rotor [96, 97], described in the last section

of this work. Potsdam et al. were interested in validating their CFD predictions and using them to

further the understanding of the high advanced ratio physics. The Helios software, developed by the

DOD’sHigh Performance ComputingModernizationOffice (HPCMO) andCREATEAir Vehicles,

and the US Army. Near body solutions are produced using the unstructured mesh, URANS solver

NSU3D.

It was that interactions with strong groups of vortices released from the blade roots, reversed

flow regions, and aft most blade caused sharp oscillations in the normal and chord force air loads

at all the tested advance ratios. Based on this finding it was concluded that accurate blade root

and hub modeling should be included as their interactional aerodynamics had a direct effect on

the force prediction for the rotor blades in certain azimuthal positions. Turbulence modeling for
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rotor hubs has also recently been examined with the work of Coder et al. [98] in 2017. The

authors noted that traditional RANS strategies used in modeling rotor hubs could accurately capture

the surfaces forces but possessed limited accuracy with respect to wake. As RANS methods

inherently treat the flow as fully turbulent it was also noted that these strategies neglected the

possible effects of laminarturbulent transition within the hub flow and wake. To investigate these

effects a comparison was conducted between two CFD cases. Both cases used the same flow

solver, OVERFLOW, and grids, but used two different turbulence modeling strategies. The first

of these two was delayed detached eddy simulation (DDES), which switches between RANS and

LES methodologies based a function of stance from surfaces. DDES uses RANS in areas where

the turbulent length scale is less than the local grid resolution or in locations near surfaces, but

otherwise uses the LES method. The second turbulence modeling strategy studied was HRLES.

This method combines the twoequation, k − ω SST RANS model, developed by Menter, and a

Smagorinskytype LES subgrid scale model. The HRLES methods switches between these two

models is determined by including them as operators on the NavierStokes equations and summing

then using a specified blending parameter.

Both strategies were used to model flow around a recreation of the Baseline hub geometry

and the surrounding water tunnel from the experimental tests conducted by Schmitz et al. [12].

The simulated flow conditions were set to match the experimental conditions and the experimental

results used for comparison. The DDES and HRLES were found to under and over predicted the

average drag from the experimental results respectively. In addition examinations of their unsteady

harmonic content showed the DDES to better match the 2/rev content from the experiments, with

the HRLES better matching the higher frequency content. In the wake HRLES was found to be less

diffusive, and even further down wake the DDES predicted strong 4/rev structures that the HRLES

did not.

Coder [99] further built on this work in 2019, examine the effects of laminarturbulent transition

on CFD prediction of hub drag. Two different modeling strategies were implemented in this work.

The first was made use of the SpalartAllmaras eddy viscosity model, with several modifications,

and DDES to allow for hybrid RANS/LES modeling in the wake. This strategy was used to model

a fully turbulent flow with no considerations for transition. The second modeling strategy made

use of the twoequation variant of the amplification factor transport (AFT), which was initially
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designed by Coder and Maughmer [100], and was further augmented by Coder [101] to create the

version used in this study, designated AFT2017b.

In this study the both the Baseline hub and Low Drag hub geometries from the experiments

conducted by Schmitz et al. [76] in 2019 used, with the Baseline hub once again being modeled

inside a simulated water tunnel. The Low Drag hub however was modeled in free air. CFD

predictions for both the surface forces and the wake were collected as before and compared to

the experimental results. Only negligible differences were found between the fully turbulent and

transitions CFD predictions for mean hub drag. The modeling techniques were found to have some

effects on the unsteady wake harmonics, with the content of different frequencies being increased

or decrease depending on the modeling strategy. Overall, it was concluded that the inclusion of

transitional modeling had little effect on hub flowmodeling and laminar flow showed little potential

as a means to reduced hub drag [99].

2.3 Reduced Order Modeling

As has been discussed earlier the complex interactions between the rotor hubs and the incoming

flow create a flow field which is chaotic in nature and hard to both experimentally capture and

computationally simulate. The computational difficulty stems from the extremely small scale of

structures within the rotor hubs wake. This means very fine computational meshes are required in

the near body grids and for a larger surrounding area than in other CFD applications. In addition,

small time steps are required to accurately capture the rapid changes within hub flows. These two

factors contribute to the generate large solution files. The data sets collected in this course were

each over 1 TB in size. Even though this set was conservatively collected it still represents a very

large amount of storage space on most machines.

Postprocessing of on data set of such size can prove quite difficult, especially is computational

resources are limited. Reducing the amount of data is not an option, as anything less would not

accurately capture the longterm evolution of a rotor hub wake. Reducedorder modeling (ROM)

represents one viable solution to this issue. ROM methods are mathematical tools by which

large amounts of data can be distilled down to lower order representation that still represents the
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most important traits of the original set. One of the most commonly used model order reduction

techniques is proper orthogonal decomposition (POD).

2.3.1 Historical Development of Proper Orthogonal Decomposition

One of the earliest and most prolific forms of reduced order model is Principal Component Analysis

(PCA). As with all forms of reduced order modeling the central aim of PCA is to reduce the

dimensionality of a large set of interrelated variables while retaining a majority of the variation

contained in the original set [102]. PCA is widely used, and also known as Singular Value

Decomposition (SVD), the Empirical Orthogonal Function (EOF) method, and the KarmanLoeve

or the Hotelling transform in various applications. PCA works by transforming the original data to

a new set of variables called the principal components (PC). The new variables are then arranged

such that the first several PCs contain the majority of the variation present in all of the original

variables [17].

Singular value decomposition (SVD), which is the underlying mechanism of PCA was devel

oped in the later portions of the 1800s by several different contributors, the works of which are

summarized by Stewart [103]. However, the development of principle component analysis are

largely accredited to two men, Karl Pearson in 1901 and Harold Hotelling in 1933 [17, 102, 104–

106]. While the independent methodologies differ, both arrive at the basic idea of principle

component analysis. Pearson’s work in 1901 [107] was focused on identifying a line or plane of best

fit through a set of one, two, or higher dimensional data sets. Hotelling formations of PCA focused

on the identification of independent variables within large set which determined the values of the

rest of the set. Hotelling’s method then selected variables which maximized their contributions to

the total total variance of the full variable set. Hotelling then arrived at the use of an eigenvalue

problem.

Principle Component Analysis at its core is a relatively simple process. Jolliffe [102] broke

the process down into several steps defined as follows. If presented with a vector x composed of p

random variables whose correlations and covariances are of interest looking directly at the variables

variances, correlations, or covariances. A new set of derived variables, which is much smaller than

p can then be developed. These derived variables are created such that they preserve the nature of

the original variances and correlations. The first step is to define the new Principle Components as
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the linear function α′
1x of the components of x.

α′
1x = α11x1 + α12x2 + · · ·+ α1pxp =

p∑
j=1

α1jxj (2.1)

This defines the first principle component, which would contain the largest fraction of the original

variance. Here α is a vector of constant that has a length p. Subsequently more PCs can be defined

as α′
2x, α′

3x . . . α
′
kx, with the criteria that each PC contain the maximum variance of the original

set while being uncorrelated with the previously defined PCs. Mathematically up to p number of

PCs can be derived from the original set and used to represent it; however, this defeats the purpose

of the PCA process. Should the variables in the original set display strong correlation, then the first

few PCs will generally capture a majority of the variation in that set.

It is generally agreed that the first instance of the application of PCA, under the guise of POD,

to the study of turbulent flow was proposed by Lumely in 1967, [108]. Lumely would go on to be

one of main contributors to the use of POD in application to aerodynamics and turbulence, working

with several other authors to publish a series of works on the topics Ref. [109, 109–114].

2.3.2 Variants of Proper Orthogonal Decomposition

A brief discussion of the classical formulation of the POD process and several variants is given

here to lend context to the history of its application to fluid flows and aerodynamics; however, in

depth discussion of the underlying mechanics and algorithm for the POD process is withheld until

Chapter 3. The classical formulation of POD applied to fluid flows as suggested by Lumely [108]

is at its core simple. Instantaneous realizations of a stochastic process, such as turbulent flows,

were captured at discrete times, and used to construct a stochastic ensembleX . This matrix is then

decomposed into a set of deterministic functions ϕ and expansion coefficients a, as seen in Eq.2.2.

X = Σaϕ (2.2)

In it classic formulations each realization of the stochastic process is treated as an independent

realizations of the process. In application to fluid flows this means every instance at which a flow

field is measured is used as an entry inX . An eigenvalue decomposition is then used to decompose

51



X into its eigenvalues and eigenvectors as in Eq.2.3

Xv = λv

X = V ΛV −1 (2.3)

HereX is a n× n data matrix, V is an x× n matrix whose columns are the eigenvectors, v, and Λ

is a n× n diagonal matrix, whose entries diagonal indices are the eigenvalues λ. The eigenvalues

indicate how well the eigenvectors represent the original data [115].

The main drawback of this method is that it requires that all of the matrices be square n × n.

If applied to computational fluid dynamics this immediately present a problem as each instance of

flow will be captured at every grid point, which will set the length of the vector representing that

instance as n is equal to the number of grid points. The eigenvalue decomposition then requires

the calculation of three n × n making it computational intractable for modest grid resolutions.

Fortunately, there exists a generalization of the eigenvalue decomposition which allows them to

be applied to rectangular matrices, the singular value decomposition. The SVD decomposition is

shown in Eq.2.4

X = UΣV ∗ (2.4)

Here, ∗ indicates the Hermitian transpose, X is a rectangularm× n matrix, U is am×m unitary

matrix, V is a n × n unitary matrix, and
∑

is a m × n diagonal matrix with nonnegative entries

that are provided in descending order. The columns of U and V are composed of the right and left

singular vectors, respectively, and the diagonal entries of
∑

called the singular values. The right

singular vectors are equal to the eigenvectors of the matrix XX∗ and the left singular values the

eigenvectors of the square matrices X∗X . The singular values are simply the square root of the

nonzero eigenvalues of XX∗ and X∗X . One of the most commonly used forms of POD used in

the modern era was introduced by Sirovich in 1987 [116–118]. Sirovich noted that even for crude

flow simulations the size of the of matrices required for classic POD would be prohibitively large.

This could make the POD process too computationally expensive for the computers of the era. As

a work around to this issue Sirovich suggested that using the SVD in conjunctions with a small set
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of ’snapshots’ at discrete instances in time, with the number of snapshots being far smaller than the

number of spatial degrees of freedom of the system, would greatly reduce the cost of the POD. For

this method to produce optimal results it must incorporate enough snapshots to accurately resolve

any important fluctuations within the flow and should capture a majority of the modal energy. Due

to its reduction is computational cost this method became intensely popular in the study of high

dimensional fluid flows [115].

However, this computational saving came with one major drawback. The treatment of every

individual flow field solution as a independent realization of the flowmean that timewas treated as a

stochastic variable. Thereby the modes produced from snapshot POD are only spatially correlated.

This disregards the temporal evolution of flow which means it cannot capture structures which

evolve over space and time.

The form of POD originally proposed in application to fluid flows by Lumely in 1967 actually

avoid the drawback of Sirovich’s snapshot method. This method was later given the name spectral

proper orthogonal decomposition by Picard and Delville [119] in 2000. This method functions by

building the stochastic ensemble X out of timedependent realization of the stochastic process.

For example, a flow simulation might be divided into equally sized time chunks with each chunk

being treated as an entry in the stochastic matrix. This matrix is then subjected to a Fast Fourier

Transform. Then the Fourier realizations are used in the singular value decomposition. This

identifies POD modes that oscillate at single frequency. The modes produced via this process are

both spatial and temporally coherent. When applied to fluid flows, this mean that the modes can

described structures that evolve in both space and time. The early 2000s also saw the creation of a

novel POD form called balanced POD by Willcox et al. [120]. Willcox et al. noted that the POD

methods of the time focused heavily on information relevant to the system inputs with little regard

for system outputs. Two major issues were connected to this oversight, the first being that a lack of

consideration for the relation between the outputs and states of a system would lead to the creation

of less efficient models. The second issue noted was that a model reduction procedure based only

on system inputs would potentially be highly inaccurate based on the scaling of the state variables.

To address these issues Willcox et al. proposed a novel decomposition which combined concepts

explored by Moore [121], Dowell and Hall [122], and Lall et al. [123]. Lall et al. had noted a

53



relation between the system grammians and the POD, and subsequently used a KarhunenLoeve

decompositions to obtain an approximate balanced truncation.

This could prove computational prohibitive however, so Willcox et al. instead used snapshot

POD to approximate the grammians of the system. This resulted in a more efficient approximation

of the grammians. However, it was noted by Rowely [124] that the method of Willcox et al. had

several drawbacks. These being that the reducing the rank of the system grammians ran the risk

of prematurely truncating poorly observed states and that the method becomes unusable when the

number of system outputs become large. By computing the balancing transformation directly from

the set of snapshots used, this removed the need for the individual reduction of each grammian

and the need for a separate eigenvector. A lowcost method of calculating the grammians with

few adjoint calculations even when large outputs were involved is also proposed in this work.

Rowely’s method is succinctly summarized in Ref. [124]. This work resulted in a more efficient

methodology for model reduction using balanced truncation in conjunction with POD and served to

highlight the relationship between POD and balanced truncation, showing that for a linear system

balanced truncation is simply a special case of POD.

In 2008 and 2010, Schmid et al. [125, 126] proposed a novel decomposition method which

was based on flow snapshots, like Sirovich’s method but would still yield fluid structures which

accurately encapsulated the flowmotion. The flow structures produced by this methodwere dubbed

’dynamic modes’ and the method itself ’dynamic mode decomposition’ (DMD).

Similar to the snapshot method, DMD begins by collecting a sequence of snapshots from a

flow field in a matrix V N
1 , with N denoting the last entry of the matrix and the ith snapshot in the

matrix being designated vi. This matrix is constructed as an ordered data sequence using a constant

time step ∆t between each snapshot. By assuming a linear mapping A between each snapshot the

collection can be rewritten as a Krylov sequence,

V N
1 = v1, Av1, A

2v1, ..., A
N−1v1 (2.5)

As with other methods of modal decomposition when the number of snapshots is increased the

better the dominant features of the flow are captures. After a certain point adding more snapshots

does not improve the vector space spanned by the vector V N
1 , so the addition of more snapshots
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after this point can be instead represented using a residual vector r. Using a matrix form and some

fundamental concepts in series representations Eq. 2.5 can be re written as in Eq. 2.6

AV N
1 = V N

2 = V N−1
1 S + reTN−1 (2.6)

where eN−1 ∈ RN−, and S is a companion matrix with the form seen in Eq. 2.7.

S =



0 a1

1 0 a2
. . . . . . ...

1 0 aN2

1 aN−1


(2.7)

However, attempting to use this formation of S in the decomposition can lead to problems,

especially when used on experimental data. To counter this Schmid et al. used a SVD on V N−1
q ,

and then using that decomposition in Eq. 2.6 and rearranging the results to the form seen in Eq.

2.8.

UHAU = UHV N
2 WΣ−1 ≡ S̃ (2.8)

In this form S̃ represents a transformed ’full’ version of S and the H superscript denotes a

Hessenberg matrix. In essence this process is the projection of A onto a POD basis. The dynamic

modes are solved for as ϕi = Uyi, with yi being the ith eigenvector of S̃ and U being the right

singular values of V N−1
1 .

2.3.3 Other Forms of ROMS

While POD is one of the most commonly used techniques for model order reduction and high

dimensionality data visualizations, a multitude of other methods exist. The development of several

POD variants drew heavily from a form of reduced order modeling called Balanced Truncation and

more specifically form the work of Moore [121]. Rowely [124] gives an excellent description of

balanced truncation which is summarized here for later context. Balanced truncation is a method
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for reduced order modeling of linear inputoutput systems. Unlike modal decompositions which

focus exclusively on the outputs of a process, balanced truncation was designed to examine both

the inputs and outputs of a system before determining which states to retain when constructing

the reducedorder model [120]. Balanced truncation revolved around defining two grammians, the

controllability and observability grammian. For a linear stable system such as

ẋ = Ax+Bu (2.9)

y = Cx

the two grammians are defined as

Wc =

∫ ∞

0

eAtBB∗eA
∗tdt (2.10)

Wo =

∫ ∞

0

eA
∗tC∗CeAtdt

Here the asterisk denotes the complex conjugate transpose. The degree to which each state is

excited by a specific input is captured in the controllability grammianWc while the observability

grammian, Wo measure the degree to which each state excites future outputs. If the system was

more easily driven to one state than another, that state was considered more ’controllable’ and if a

certain state excited a larger output signal than another that state was considered more ’observable’.

One of the most important aspects of the grammians is their dependence on the coordinates. Should

the coordinate system be shifted, for example as, x = Tz the grammians will transform as

Wc → T−1WcT
−1∗ (2.11)

Wo → T ∗WoT

a balanced truncation comes from a shift in coordinates which results in the transformed grammians

being equal and diagonal.

One of Moore’s primary contributions to this was the introduction of the empirical grammians,

i.e. grammians found from numerical simulation data. For this method system responses to inputs

are compiled into a vector B = [b1, .., bp], thus xp(t) = eAtbp. For the observability grammian the
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impulse response to the adjoint system ż = A∗z + C∗v, where C∗ is a vector with q number of

entries, equal to the number of responses. This yields the form żq(t) = eA
∗tcq. The grammians are

then found as follows

Wc =

∫ ∞

0

(x1(t)x1(t)
∗ + ...+ xp(t)xp(t)

∗)dt (2.12)

Wo =

∫ ∞

0

(z1(t)z1(t)
∗ + ...+ zq(t)zq(t)

∗)dt (2.13)

(2.14)

Several things should be noted about this process, the first being that it is intractable for high

numbers of outputs, as each output requires a unique adjoint system and second that the forms seen

in Eqn. 2.14 are very similar to the solutions for classic POD. This is because the POD modes for

the impulse responses are simply the most controllable modes. This connection is one of the key

factors in the development of Balanced POD.

2.3.4 Applications in Fluids Dynamics and Aerodynamics

While Lumely proposed the used of POD on experimental results in the field of fluid dynamics,

this method of post processing only began to gain traction in the 1980s. In its early application to

fluid flows POD, and its variants, were largely applied to the identification of coherent structures

in turbulent flow. In 1987 Glauser et al. [127] used SPOD to reveal the existence of a large

scale structure in the mixing layer of jet flow. A scalar, onedimensional version of orthogonal

decomposition that used a onedimensional crossspectra measurement based on the Fourier

transform of the streamwise velocity of the jet flow was implemented. A large structure which

contained approximately 40% of the turbulent energy was identified, with another 40% being

contained in second and third order structures, i.e. modes. The shot noise decomposition, another

decomposition technique proposed by Lumely [108], was used to extract the shape of this structure

and it was found that resembled a roller eddy similar to those found in other studies. Based

on their results it was suggested that large scale features in flow could be represented used a

direct decomposition of the NavierStokes equations, with smaller structures being modeled more
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traditionally. Across the late 1980s and 1990s snapshot POD and SPOD would see application to

a myriad to fluid flows such as channel flow [128] and mixing layers [129].

In 2000 Hall et al. [130], similar to other works at the time, moved from their previous

techniques reducing the complexity of unsteady models for aerodynamics to developing and

applying POD. Previously Hall et al. [18, 131–135] had used a form eigenanalysis to create reduced

order models for flows around airfoils, wings, and turbomachinery. In place of these techniques

Hall et al. [130] worked to develop a frequencydomain form of POD. Using CFD predictions for

airfoils vibrating at different frequencies in the frequency domain. POD was then used to extracted

the basis vectors from the frequencydomain, these basis vectors were then used in a cellcentered

Godunov scheme, as described in Ref. [136], to create the aerodynamic and aeroelastic ROMS. The

flow model was then paired with a structural dynamic model to create a model for airfoil fluttering.

The constructed ROMs showed good accuracy when applied to two dimensional models of a single

transonic airfoil and an airfoil cascade. It was also noted that, as in the case of this work, the largest

computational cost was accrued during the initial CFD prediction for the unsteady airfoil flow.

Beginning in 2002, Johansson et al. [137] began applying SPOD in the study of axisymmetric

turbulent wake behind a disk. SPOD was used on three fixed, downstream, crosssections of

the wake. Johansson et al. [138] followed this work with another in 2006. In these works,

the application of SPOD revealed a that energetic structure of the axisymmetric wake could be

efficiently described in terms of only a few of the SPOD modes. The first mode was found to

contain approximately 56% of the modal energy. Tutkun et al. [139] used SPOD to study the

axisymmetric turbulent far wake of a disk. The main objective of the study was to investigate the

effects of varying numbers of components used to compose the twopoint correlation tensor used

in the modal decomposition process. One component scalar and two and three component vector

velocities were used to build the crosscorrelation tensors which were then used in a SPOD process.

It was found that, at least in the case of axisymmetric wake, as long as the streamwise velocity was

included in decomposition very little variation was seen between the one, two, or threecomponent

implementations of SPOD.Mula et al. [140, 141] used SPOD to study the characteristics of a vortex

filament emanating from a singlebladed rotor. Gathering experimental data from single bladed

rotor the author’s main objective was to better understand the structure of tip vortices from a rotor

in hover. Two POD methodologies were applied. The first was the SPOD methodology, similar
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to that implemented by Glauser et al. [142]. The vortex was first decomposed in azimuth via a

Fourier transform, followed by a radial decomposition using POD. This generated PODmodes with

associated Fourier modes. In this work the first three Fourier modes were dubbed the axisymmetric,

helical and double helical and illustrated center aspects of the flow. For example, the first Fourier

of the first POD mode, the axisymmetric mode, described the radial profiles of axial vorticity and

circulation in the vortex filament. Snapshot POD was the second method applied and it was found

that the first snapshot POD mode captured 75% of the resolved energy from the turbulent motions

of the flow at all the studied vortex ages.

Also focusing on rotor blades series of works was published from 20172019 by Ramasamy et

al. [143, 144] and Sanayei et al. [145]. This set of studies set out to help investigate dynamic stall on

pitching airfoils representing helicopter rotor blades. The first of these studies [143] used POD on a

set of experimentally gathered, phaselocked velocity field measurements around pitching airfoils.

The application of POD showed that the first few POD modes were capable of capturing cycleto

cycle variations very efficiently. The authors suggested the use of POD modes in conjunction with

traditional phase averaging as ameans of CFD validation. A distinctive bifurcation of flow statistics

between pitching cycles was found, and it was shown that the traditional phase averaging and

lift/moment coefficients methods of post processing failed to accurately capture both the bifurcated

nature and a majority of the cycletocycle variation [145]. Using a novel clustering process the

cycle data was gathered into groups which displayed similar behaviors in certain characteristics,

POD was then used on the clustered data to find the average behaviors. This method proved

more accurate in capturing the flow variations and physical mechanisms of the flow but also yield

substantially different maximum lift/moment coefficient values [144]. This serves to highlight how

POD’s inherent abilities to identify mean behaviors can be used for improved post processing of

data.

The previously discussed work by Coder [99] implemented SPOD to study the wake of one

of the rotor hub geometries using the same code as utilized in this research. The SPOD modes

showed a high energy 1st mode with subsequently less energetic modes. It was found that the 2/rev

frequency contained the highest energy despite a lack of any 2/rev geometric forcing. While no

real spatial coherence was seen in the shapes of the 2/rev or 4/rev modes, distinct coherence was

seen in the 8/rev content.
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POD based investigations of the dynamic stall phenomena on rotor blades was also investigated

by Wen and Gross [146] in 2019. The authors gathered CFD prediction for an airfoil section in

isolation and then used a ensemble empirical mode decomposition (EEMD), a variation of the

empirical mode decomposition (EMD) first introduced by [147]. This method works by extracting

the local maxima and minima from a timedependent signal, x(t), interpolating between these

points to find upper and lower bounds for the data, and then subtracting the mean of the upper and

lower bound from signal. This is repeated until the result of the subtraction is minimal different,

with result begin considered converged and saved as a mode. This mode is then subtract from the

original signal and the process repeated. The results obtained from that method were then compared

to those obtained from applying a traditional POD to the same flow. It was concluded that while

POD was capable of identifying anomalous vortex shedding associated with dynamic stall, the

EEMDmethod was more efficient and the modes generated via this method easier to interpret than

POD modes.
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Fig. 2.19 Hub Drag Breakdown for GRC2 Model Variations[4]
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Chapter 3: Computational Methodology

3.1 Computational Solver and Governing Equations

All CFD prediction in this study were made using OVERFLOW2.2n[148]. Created and main

tained by NASA, OVERFLOW timemarching implicit solver for the Navier Stokes equations.

OVERFLOW uses structured overset grids and has six degreeoffreedom capabilities which allow

for the simulation of dynamic grid motion in multiple dimensions. OVERFLOW makes use of a

curvilinear transformation of the generalized NavierStokes Equations. The transformed Navier

Stokes equations can be written in nondimensional, conservation law form,

∂τ q̂ + ∂ξ(Ê − Êν) + ∂η(F̂ − F̂ν) + ∂ζ(Ĝ− Ĝν) = 0 (3.1)

q̂ = J−1



ρ

ρu

ρv

ρw

e


, e0 = CvT +

1

2
(u2 + v2 + w2), (3.2)

Ê = J−1



ρU

ρuU + ξxp

ρvU + ξyp

ρwU + ξzp

(e+ p)U − ξtp


, F̂ = J−1



ρV

ρuV + ηxp

ρvV + ηyp

ρwV + ηzp

(e+ p)V − ηtp


, Ĝ = J−1



ρW

ρuW + ζxp

ρvW + ζyp

ρwW + ζzp

(e+ p)W − ζtp


(3.3)
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In this form, q̂ represents the vector of conserved variables, within which u, v, and w are the

Cartesian velocities variables and e0 is the total energy, which is given by Eq. 3.2. Ê,F̂ , and Ĝ are

the inviscid fluxes. The viscous terms denoted by the subscript v are defined as follows.

Êv = J−1



0

ξxτxx + ξyτxy + ξzτxz

ξxτyx + ξyτyy + ξzτyz

ξxτzx + ξyτzy + ξzτzz

ξxβx + ξyβy + ξzβz


, F̂v = J−1



0

νxτxx + νyτxy + νzτxz

νxτyx + νyτyy + νzτyz

νxτzx + νyτzy + νzτzz

νxβx + νyβy + νzβz


, (3.4)

Ĝv = J−1



0

ζxτxx + ζyτxy + ζzτxz

ζxτyx + ζyτyy + ζzτyz

ζxτzx + ζyτzy + ζzτzz

ζxβx + ζyβy + ζzβz


, (3.5)

The quantities U , V , andW seen in Eq. 3.3, are the contravariant velocities and are defined as,

U = ξt + ξxu+ ξyv + ξzw

V = ηt + ηxu+ ηyv + ηzw

W = ζt + ζxu+ ζyv + ζzw (3.6)

The viscous terms of the preceding equations are defined as follows,

τxx = λ(ux + vy + wz) + 2µux

τxy = τyx = µ(uy + vx)

τxz = τzx = µ(uz + wx)

τyy = λ(ux + vy + wz) + 2µvy

τyz = τzy = µ(vz + wy)

τzz = λ(ux + vy + wz) + 2µxz

βx = γk
1
Pr
∂xeI + uτxx + vτxy + wτxz

βy = γk
1
Pr
∂yeI + uτyx + vτyy + wτyz

βz = γk
1
Pr
∂zeI + uτzz + vτzy + wτzz

eI = eρ−1 − 0.5(u2 + v2 + w2)

P = (γ − 1)[e− 0.5p(u2 + v2 + w2)]

(3.7)
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Pressure is defined using the ideal gas law, where γ is the ratio of specific heats, k is the coefficient

of thermal conductivity, µ is the dynamic viscosity, and λ is take from the Stokes’ hypothesis,

defined as −2
3
µ. The Jacobian, J , is defined as,

J−1 = xξyηzζ + xζyξzη + xηyζzξ − xξyζzη − xηyξzζ − xζyηzξ (3.8)

The transformed derivatives are then obtained by solving those expansions for the ξ, ν, and ζ

components. These terms are defined as

ξx = J(yηzζ − yζzη)

ξy = J(zηxζ − xηzζ)

ξz = J(xηyζ − yηxη)

ζx = J(yξzη − zξyη)

ζy = J(xηzξ − xξzη)

ζz = J(xξyη − yξxη)

ηx = J(zξyζ − yξzζ)

ηy = J(xξzζ − xζzξ)

ηz = J(yξxζ − xξyζ)

ξt = −xτξx − yτξy − ztξz

ηt = −xτηx − tτηy − zτηz

ζt = −xτζx − yτζy − zτζz

(3.9)

3.1.1 Implicit Form and Time Discretization

Eq. 3.1 can be written in a linearized, implicit form given by [149]

[I +
∆t

(1 + θ)∆τ
+

∆t

(1 + θ)
(∂ξA+ ∂ηB + ∂ζC)]∆q

n+1,m+1 =

−[(qn+1,m − qn)− θ

(1 + θ)
∆qn +

∆t

(1 + θ)
RHSn+1,m] (3.10)

Here ∆τ represents pseudotime, which can be changed locally in the field using local time steps.

This form also contains an artificial time term, ∆t
(1+θ)∆τ

, which contains the pseudo time and must

converge at each physical time step. This ensures time accuracy. The θ is set to zero for first order

time differencing and θ = 1
2
for second order time differencing. The viscous and inviscid flux

terms seen in Eq. 3.1 are contained withing the RHS term which is defined as follows

RHS =
∂E⃗

∂ξ
+
∂F⃗

∂η
+
∂G⃗

∂ζ
(3.11)
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Eq.3.10 may also be written in the general form Ax = b, where A contains the bracketed term

on the lefthand side of Eq. 3.10, and bracketed term on the right side is contained in the vector

b. The change in the solution vector in the most recent time step is contained in the ∆qn+1,m+1

term where (n + 1) and (m + 1) define the time step and the subiteration respectively and where

applicable. Depending on the usage of subiterations and pseudo time, Eq. 3.10 represents either a

Newton subiteration or a dualtime stepping algorithm. In either scenario every individual grid is

solved implicitly, and the overset boundary conditions are explicitly updated after each subiteration

completes. The use of subiteration allows information to be communicated on a global level at each

time step which can improve the global convergence [149].

OVERFLOW solves the problem presented in Eq. 3.10 by treating the left and righthand

sides on an individual basis. The lefthand side solution is detailed here and the right hand side

in the next section. The lefthand side can be inverted via a number of procedures. In this study

the D3ADI scheme [150] is used to approximately factor the left hand side in space. Exact spatial

factorization of the lefthand side of Eq. 3.10 is computationally expensive, the D3ADI scheme

reduces this cost by ignoring the factorization error, making it an approximate factorization. Based

on work by Pulliam and Chaussee [151], the inviscid flux Jacobians A, B, and C are factored into

their eigenvalue representations as

A = XAΛAX
−1
A

B = XBΛBX
−1
B

C = XCΛCX
−1
C (3.12)

The left hand side of Eq. 3.10 is then expanded and the eigenvector matrices extracted from the

individual terms leaving the following equation.

XA[I +
∆t

1 + θ
∂ξΛA]X

−1
A XB[I +

∆t

1 + θ
∂ηΛB]X

−1
B XC [I +

∆t

1 + θ
∂ζΛC ]X

−1
C ∆qn+1,m+1 =

−[(qn+1,m − qn)− θ

(1 + θ)
∆qn +

∆t

(1 + θ)
RHSn+1,m] (3.13)

This gives the Diagonal Alternating Direction Implicit scheme [151]. The Diagonalized Diagonal

Dominant Alternating Direction Implicit (D3ADI) scheme can then be obtained by diagonalizing
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the flux Jacobians and factoring Eq. 3.13, and is given as follows

XA[I +
∆t

1 + θ
∂uξΛA +X−1

A (Dη +Dζ)XA]X
−1
A D−1

XB[I +
∆t

1 + θ
∂uηΛB +X−1

B (Dξ +Dζ)XB]X
−1
B D−1

XC [I +
∆t

1 + θ
∂uζΛC +X−1

C (Dξ +Dη)XA]X
−1
C ∆qn+1,m+1

= −[(qn+1,m − qn)− θ

(1 + θ)
∆qn +

∆t

(1 + θ)
RHSn+1,m] (3.14)

Here D is a matrix which holds all the diagonal terms from the Eq. 3.13, and ∂u is a upwind

forward/backward differencing operator, the nature of which is determined by the sign of the

inviscid eigenvalues Λ.

3.1.2 Flux Calculations

In order to solve the viscous and inviscid flux terms held in theRHS term from the D3ADI scheme,

and ultimately the NavierStokes equation, OVERFLOW can use one of several approximate

Riemann solvers. These solvers are used to communicate the fluxes in the flow field across the

various cell interfaces which compose the computational domain. For this work, the Roe flux

differencing scheme [152] was used in conjunction with the WENO5M reconstruction scheme

[153]. Data are communicated through the computational domain by the propagation of left and

right running waves moving through the computational domain. Localized Riemann problems are

solved at each cell interface. The curvilinear NavierStokes equation, seen in Eq. 3.1, can be

reduced to a single dimension, ξ, and can be written in the form of a hyperbolic conservation law.

∂tq + Â∂ξq = 0 (3.15)

In this form Â is a matrix held constant between two adjacent cells. In the context of the Roe

flux differencing scheme specifically this matrix is defined as the Jacobian of the intercell fluxes

of the conserved variables q. This definition means that Â represents the local conditions of the

individual cell interfaces. The matrix must also satisfy several conditions to ensure it is generates a

valid solution to the hyperbolic problem. It must be diagonalizable with real eigenvalues, consistent
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with the exact flux Jacobian (since this is an approximate solution method), and it must conserve

change in the flow field variables across cell interfaces.

Â = QΛAQ
−1 (3.16)

These conditions allow Â to be defined from an eigenvalue problem perspective as seen in Eq.

3.16. In this formation ΛA is a diagonal matrix composed of the wave speeds of the left and right

running waves withing the domain. Q and Q−1 are calculated by using special weighted averages

of the states to the left and right of the cell interface. The formulae for these weighted averages are

shown below.

ρRL = (ρRρL)
1/2 uRL =

ρ
1
2
LuL + ρ

1
2
RuR

ρ
1
2
L + ρ

1
2
R

h0,RL =
ρ

1
2
Lh0,L + ρ

1
2
Rh0,R

ρ
1
2
L + ρ

1
2
R

(3.17)

The subscripts ’L’ and ’R’ denote the states just to the left and right sides of a cell interface

respectively, and the subscript ’RL’ denotes the roe averaged quantity. From these averages the

other conserved variables can be calculated using traditional state relations.

fRL =
1

2
[fR + fL]−

1

2
|Ã|[q̂R − q̂L] (3.18)

The Â calculated from the Roe averaged quantities are used conjunction with the left and right

states in Eq. 3.18, which is the formal definition of the Roe flux differencing scheme. The final

component of the scheme are the fluxes just to the left and right of the cell interface.

The flux reconstruction scheme is a major factor in the accuracy of the predicted solution. The

Weighted Essentially Nonoscillatory (WENO) scheme used in this study is of the form discussed

by Nichols et al. [153], but applies it to the cell fluxes based on the work by Jiang and Shu [154].

The scheme uses a 5thorder approximation built by combining 3rd order approximations with

weighting terms as,

fj+ 1
2
= w0f

0
j+ 1

2
+ w1f

1
j+ 1

2
+ w2f

2
j+ 1

2
(3.19)
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This calculation is done for both interfaces of each node, with the interfaces being denotes by

the subscript j + 1
2
. The third order approximations at the interface are defined as

fL0
j+ 1

2

= 1
3
fj−2 − 7

6
fj−1 +

11
6
fi

fL1
j+ 1

2

= −1
6
fj−1 − 5

6
fj +

1
3
fi+1

fL2
j+ 1

2

= 1
3
fj − 5

6
fj+1 − 1

6
fi+2

fR0
j+ 1

2

= 1
3
fj+3 − 7

6
fj+2 +

11
6
fi+1

fR1
j+ 1

2

= −1
6
fj+2 − 5

6
fj+1 +

1
3
fj

fR2
j+ 1

2

= 1
3
fj+1 − 5

6
fj − 1

6
fj−1

(3.20)

With the superscript denoting left or right side. The weights of each approximation are determined

by first calculating a ’smoothness indicator’ for the flow region in question. These indicators are

as follows for the left and right sides respectively

βL
0 = 13

12
(fj−2 − 2fj−1 + fj)

2 + 1
4
(fj−2 − 4fj−1 + 3fj)

2

βL
1 = 13

12
(fj−1 − 2fj + fj+1)

2 + 1
4
(fi−1 − fi+1)

2

βL
2 = 13

12
(qj − 2qj+1 + qj+2)

2 + 1
4
(3qj − 4qj+1 + fj+2)

2

βR
0 = 13

12
(fj+3 − 2fj−+2 + fj+1)

2 + 1
4
(fj+3 − 4fj+2 + 3fj+1)

2

βR
1 = 13

12
(fj+2 − 2fj+1 + fj)

2 + 1
4
(fi+2 − fi)

2

βR
2 = 13

12
(fj+1 − 2fj + fj−1)

2 + 1
4
(3qj+! − 4qj + fj−1)

2

(3.21)

The smoothness indicator is designed in such a way that if any of the third order approximation

produce large or spurious variation in the predicted flow, the contributions from that approximation

are minimized. The smoothness indicators are then Incorporated into a modified weight, calculated

shown in Eq. 3.22.

w̃k =
γk

(ϵ+ βk)2
(3.22)

In the Eq. 3.22, γk is the optimal weight value. These values are 0.1, 0.6, and 0.3 for γ0, γ1,

and γ2 respectively. They are the weights associated with a true fifth order approximation and in

regions of relatively smooth flow the modified weight will approach the optimal weight [153]. The

modified weight is then normalized to create the weighting used in the WENO scheme.

wk =
w̃k∑2
j=0 w̃j

(3.23)
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The right and left fluxes from two adjacent cells are then used as the fL and fR terms in Eq. 3.18.

The Roe averaged flux is then used to update the next cell along the direction of flow, and the

process is then repeated in all dimensions across the computational domain.

3.1.3 Turbulence Modeling

Turbulence modeling for this study was handled using a variant of the SpalartAllmaras eddy

viscosity model [155], the SAneg model [156]. If given positive initial conditions and boundary

conditions the original formulation of the SA model permits only positive solutions. However, in

cases of large changes in turbulent content over relatively short regions, discrete solutions can

sometimes produce negative undershoots. The SAneg model allows these negative values by

setting the eddy viscosity νt to zero whenever a negative solution is predicted and using an unaltered

SA model on the positive predictions. Both the SA and SAneg models use of the Boussinesq

approximation for eddy viscosity

νt = ν̃fv1, fv1 =
χ3

χ3 + c3v1
, χ ≡ ν̃

ν
(3.24)

Here ν is the kinematic viscosity, χ is the turbulent Reynolds number, and ν̃ is the working variable

of the SA model which is solved for using the following transport equation.

Dν̃

Dt
= cb1(1− ft2)S̃ν̃ − (cw1fw − cb1

κ2
ft2)

(
ν̃

d

)2

+
1

σ
[∇ · ((ν + ν̃)∇ν̃) + cb2(∇ν̃)2] (3.25)

Here the first two terms of the righthand side are the turbulence production and destruction

terms, respectively. S̃ is the modified vorticity

S̃ ≡ S +
ν

κ2d2
fν2, fν2 = 1− χ

1 + χfν1
(3.26)

S is vorticity magnitude, d the distance from the closest wall, and fw defined as the function

fw = g

(
1 + c6w3

g6 + c6w3

) 1
6

, g = r + cw2(r
6 − r), r = min

(
ν̃

S̃κ2d2
, rlim

)
(3.27)
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The ft2 function controls the laminarization of the boundary layer, and can be used to specify exact

transitions locations,

ft2 = ct3exp(−ct4χ2) (3.28)

The remaining undefined terms are constants and terms from the transport equation are defined as

follows,

cb1 = 0.1355 σ = 2
3

cb2 = 0.622 κ = 0.41

cw1 =
cb1
κ2 + (1+cb2)

σ
cw2 = 0.3

cw3 = 2 cv1 = 7.1

ct3 = 1.2 ct4 = 0.5

rlim = 10

(3.29)

The fact that the SA model is a linear eddy viscosity model means it does not accurately predict the

effects of system rotation on the shear turbulent flow. To correct this issue the rotation curvature

(RC) correction devised by Spalart and Shur [157] was also applied in this work. This correction

uses an empirical approach to track the principle axes of the strain tensor, which is both Galilean

invariant and relatively simple. The application of this correction to the SAneg model necessitates

only one change. The turbulence production term from the original SA model is multiplied by a

rotation function given as

fr1(r
∗, r̃) = (1 + cr1)

2r∗

1 + r∗
[1− cr3 tan−1(cr2r̃)]− cr1 (3.30)

where

r∗ =
S

ω
(3.31)

r̃ =
2ωikSjk

D4

(
DSij

Dt
+ (εimnSjn + εjmnSin)Ωm

)
(3.32)
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The tensors and calibration coefficients used here are defined as

Sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
, ωij =

1

2

((
∂ui
∂xj

− ∂uj
∂xi

)
+ 2εmjiΩm

)
(3.33)

S2 = 2SijSij, ω2 = 2ωijωij, D2 =
1

2
(S2 + ω2) (3.34)

cr1 = 1.0, cr2 = 12, cr3 = 1.0 (3.35)

3.1.4 Delayed Detached Eddy Simulation

The dominance of relatively small length scales in rotor hub flow fields required the use of the

Delayed Detached Eddy Simulation framework to solve the NavierStokes equation. A hybrid

RANS/LES system, DDES preserves the RANS solution behavior in attached boundarylayer

regions and switches to LES like treatment in regions of separated flow. The switch between

treatment model branches is determined by a modified distance function.

d̃ ≡ d− fdmax(0, d− CDES∆) (3.36)

fd ≡ 1− tanh([8rd]3) (3.37)

rd ≡
νt + ν√
Ui,jUi.jκ2d2

(3.38)

Here d is the length scale that appears in the unaltered SA model, CDES = 0.65 and∆ is the length

of the longest dimension of a specific grid cell. fd is a special function designed in such a way that

fd = 1 in LES regions and rd is the ratio of the turbulence model length scale to the wall distance.

This is altered from the quantity r in the original SAmodel. νt is the eddy viscosity, ν the kinematic

viscosity, Ui,j are velocity gradients, and κ the Karman constant.

3.2 Hub Geometries and Computational Grids

In this study four unique computational geometries were used. These included a computational

model of the full GTWT experimental setup and three free air rotor hub geometries each with

varying geometric complexity. All of the geometries used in this study are either recreating or

derived from the VLRCOE Phase III Hub, and its surrounding tunnel environment [12, 76]. The

Phase III hub is itself based on a reduced scale defeatured model of an industry standard hub
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originally provided to the VLRCOE efforts by the Sikorsky Aircraft Corporation [74], and is shown

in Fig. 3.1 the GTWT experimental installation. Simplifications from a realistic hub were made

to the Phase III hub to allow for the experiments to serve as a more canonical test case. The hub

model includes swash plate, drive shaft, scissor arms, upper and lower spider plates, and blade

shanks. The omitted components of the most significant at this level of geometric simplicity are

the pitching links. These components were found to significantly increased the 4/rev harmonic

content without affecting the other harmonic content. Additionally their removal was not found to

significantly affect the drag effects on the surrounding hub components [11, 74].

As was previously noted this hub geometry has been the subject of multiple experimental

and computational studies as part of VLRCOE’s Rotor Hub Workshop series. Experimental data

collected during this series by Schmitz et al. [76] are used in later parts of this work as validation

for the CFD predictions. The original experimental parameters are listed in Table 3.1.

The surface fitted grids and the near body grid systems used in this work were generated and

provide by PSUARL. These grids were then used to generate surrounding off body grid systems,

with several layers of overlap between the two grids systems. Predefined XRAY hole cutters [158]

and native OVERFLOW routines were used to facilitate the overset domain connectivity between

the near and off body grids in all grid systems. In the overlapping layers the near and off body

grids systems have relatively similar resolutions to reduce the overset grid interpolation errors.

Modifications to the provided grid systems were made using the Chimera Grid Tools software

package [14]. These modifications were limited to deleting certain features from the surface grids

and regenerating accompanying off body grids. No features were added to the provided surface

grids.

3.2.1 Hub Grid Systems

The first CFD test case used in this work recreated the GTWT setup and featured the tunnel

walls, mounting pylon, and full Phase III Baseline hub geometry. This case was used primarily

for validation against the experimental results. Unlike the proceeding geometries and simulations

the simulation within the modeled tunnel is not a free air simulation but rather and internal flow

simulation. There are several inherent traits of OVERFLOW, as a compressible flow solver, that

complicate internal flow simulations which will be further addressed in the next chapter. Shown in
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Fig. 3.1 Phase III VLRCOE Hub (Taken from [12])

Table 3.1 Phase III VLROCE hub Experimental Parameters

Hub Diameter 0.3408m
Reference Frontal Area 0.0039m2

Hub Rotational Speed 152 rpm
Flow Velocity 6.5 m/s
DiameterBased Reynolds number 4.6x106
Advanced Ratio 0.2
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Fig. 3.2a and Fig. 3.2b are is an xaxis view of the tunnel and hub surface grids and a yaxis view

of the internal off body grids, respectively.

The tunnel simulation used a nozzle inlet condition, in which the total conditions and flow

direction were specified, and a constant pressure outlet. These conditions were selected to most

approximate the experimental conditions as closely as possible. All of the solid surfaces were

specified as viscous, no slip walls with the tunnel walls and pylon carrying an additional wall

function condition as their near body grid spacing was coarser. The full tunnel geometry contained

142 volume grids and 61x106 vertices.

The full tunnel geometry was subjected to a defeaturing process. By removing and/or altering

certain features and aspects of the geometries their contributions harmonics and aerodynamic

characteristics of the hub system can be examined. The first free air hub, hereafter referred to

as the Baseline hub, was created by removing the tunnel walls, and mounting pylon. The Baseline

hub featured the swash plate, scissor arms, drive shaft, upper and lower spider plates, and blade

shanks. None of the geometries were created to feature control systems such as pitch links. The

surface grids and offbody grid systems for the Baseline is shown in Fig. 3.3.

The next hub, called the Defeatured Baseline Hub, was created by removing the swashplate,

scissor arms, and drive shaft. The removal of the spider arms will be the subject of investigation

later on, they represent the only 2fold rotational symmetry on the hub and thereby carry heavy

influence on the harmonic content of both the surface forces and wake. The surface grids for the

Defeatured Baseline Hub are shown in Fig. 3.4.

The Low Drag Hub is the final free air hub geometry used in this study. It represent a

dramatically different geometry than the previous two hub and was created to represent a next

generation, highspeed vehicle rotor hub. The Low Drag Hub features only a lower spider plate,

with the upper surface of the hub being altered to resemble a smoothed, faired design. The blade

shanks were replaced with the Sikorsky DBLN 526, reverse flow, airfoil, and the shank chord was

increased to maintain the same frontal area as the Defeatured Baseline Hub. Given the 5deg angle

angle of attack of the DBLN 526 airfoils were inverted so that the advancing blade shanks were at

a positive Angle of attack with the incoming flow. A more detailed discussion of this design and

the motivation behind it is given by Schmitz et al. [76]. The surface grids from the Low Drag Hub

can be seen in Fig. 3.5
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(a) xaxis view Surface Grids (b) yaxis view Offbody Grids

Fig. 3.2 Full Tunnel Grids

Fig. 3.3 Baseline Hub Grids
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Fig. 3.4 Defeatured Baseline Hub Grids
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Fig. 3.5 Low Drag Hub Grids
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While the surface geometries, and therefore grids, widely vary for each of the three free air hubs

the offbody grid generation process was kept the same for each geometry to ensure consistency.

For all the hub the nearest offbody grid uses a grid resolution of 0.25” and extends approximately

six hub diameters down stream. The number of vertices and total number of volume grids in each

hub grid system are compiled in Table 3.2

3.3 Modal Decomposition Methods

Two forms of modal decomposition are implemented in this work using a code base developed at

the University of Tennessee in Knoxville by previous members of the Revolutionary Aerodynamics

Innovations and Research (VolAIR) group. This was designed to run in parallel and works in three

stages. In the first stage individual Plot3d format solution files produced by OVERFLOW are

converted and concatenated into a single Hierarchical Data Format version 5 (HDF5) file. The

second stage of the code uses this file to carry out the POD or SPOD process, as specified by

the user. The user may also specify the numbers of modes, and frequencies if using the SPOD

function, which are written into a single HDF5 format output file. The final portion of the code

converts this output file into a single Plot3d files if the POD implementation was used. If the SPOD

implementation is used, then the output HDF5 file is converted into multiple Plot3d files equal to

the number of frequencies specified in the prior step, with each file contained the modes at that

frequency. The POD and SPOD functionalities of this code are described in the following section.

3.3.1 Classical POD

All of the methods used in this paper are derived from the classical formulation of POD, which

is summarized here based on Taira et al. [115]. The first step of POD in any application is too

collect series of instances from some process. In fluid dynamics this is traditionally a vector field,

q(ξ, t). Here ξ is any collection of one, two, or three dimensional discrete spatial points, and t the

instance in time they were captured at. The ensemble average, q̄(ξ), of this field is then calculated

and subtracted, creating a matrix of fluctuating components. This matrix can be decomposed in as

shown in Eq.3.39

x(t) = q(ξ, t)− q̄(ξ) =
∑
j

aj(t)ϕj(ξ) (3.39)
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Table 3.2 Flat Plate Lift and Drag Area

Hub Volume Grids Total Number of Grid Points
Full Tunnel Simulation 142 60.1x106
Baseline Hub 178 53.7x106
Defeatured Baseline Hub 137 35.7x106
Low Drag Hub 89 28.5x106
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In this formation, ϕ is a set of orthogonal modes and aj(t) the corresponding temporal coefficients.

The objective of the POD is to then find the vector set ϕj(ξ) that best represent q(ξ) in as few

modes as possible. This can be accomplished by first defining R as the covariance matrix of x(t)

which is defined as,

R =
m∑
i=1

x(ti)x
T (ti) = XXT ∈ Rn×n (3.40)

HereX is them number of realization collected into a n×mmatrix. The modes can then be solved

for by using an eigenvalue problem of the form

Rϕj = λjϕj (3.41)

This will produce a set of eigenvectors ϕj(ξ) and their associated eigenvalues, λj . The eigenvectors

correspond to the modes, and their associated eigenvalues indicate how well that mode represents

the original data.

The major draw back of this approach however it that R is tied to the number of degrees of

spatial freedom in the original data, n. The number of degrees of freedom is equal to the number

of grid points multiplied by the number of variables stored at each point, so for all but the coarsest

of CFD grids this number is large. This can make the calculation of R computationally expensive

for many fluids applications.

3.3.2 Snapshot POD algorithm

In this work the terminology of snapshot POD and POD are used interchangeably. The algorithm

used to calculate the POD modes used here is based on Sirovich’s method of snapshots and has

been described in other works such as Ref.[159], with the following being drawn from Taira et

al. [115]. As was previously noted Sirovich had pointed out that in application to fluid flows the

number of spatial grid points, n, was traditional quite large. Sirovich instead proposed the use of

the temporal correlation matrix instead of the spatial, as it would yield the same spatially dominant

modes but provide a much smaller eigenvalue problem. Sirovich’s method, [116] collects a series

of snapshots from discrete time levels ti = 1, ...,m where m is much smaller than the number of
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grid points n. This method then solves the much smaller eigenvalue problem shown in Eq.3.42

XTXψj = λjψj, ψj ∈ Rm, (3.42)

Here, XTX is an m × m matrix instead of a n × n matrix, greatly reducing the size of the

eigenvalue problem. This reduction in size of the eigenvalue problem is the main draw of the

snapshot method. It should be noted that solving the eigenvalue decomposition for XXT and

XTX produces eigenvectors which are the same as the singular vectors produced by singular value

decomposition (SVD), and the eigenvalues produced in this manner are the squares of the singular

values. Thus the singular vectors and values can be extracted from snapshot POD and taken as the

modes and their associated modal energies, which once again indicate how well the mode matches

the original data.

3.3.3 SPOD algorithm

The SPOD algorithm used in this work follows the description of Towne et al. [160]. The first step

is to construct a data set Q. This matrix is composed ofM vectors representing the instantaneous

states of a flow field q(x, t) at equally spaced time internals tk. These vectors are of lengthN which

is equal to the number of grids points times the number of stored variables. The data matrix is then

partitioned into a set of smaller, possibly overlapping blocks as shown in Eq.3.43.

Q(n) = [q
(n)
1 , q

(n)
2 , ..., q

(n)
Nf

] ∈ RN×Nf (3.43)

q
(n)
k = qk+(n−1)(Nf−No) (3.44)

In this form the kth entry in the nth block is Eq.3.44, where Nf is the number of snapshots in each

of the separated blocks, No is the number of overlapping snapshots between blocks, and Nb is the

total number of blocks the data set was separated into. Next the Discrete Fourier Transform (DFT)

of each block in the data set, Q̂(n) = [q̂
(n)
1 , q̂

(n)
2 , ..., q̂

(n)
Nj

] is computed as shown in Eq.3.48

q̂
(n)
k =

1√
Nf

Nf∑
j=1

wjq
(n)
j e−i2π(k−1)[(j−1)/Nf ] (3.45)
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Where k = 1,....,Nf and n = 1,...,Nb. wj are the modal values of the window function which is used

to minimize the spectral leakage caused by the nonperiodicity within the data. Here, q̂(n)k is the

Fourier component at the frequency fk in the nth block and the resolved frequencies are defined

by Eq.3.46

fk =

 k−1
Nf∆t

, for k ≤ Nj/2

k−1−Nf

Nf∆t
, for K > Nf/2

 (3.46)

The cross spectral density tensor S(x, x′, f) can then be estimated at fk by the using Eq.3.47

Sfk =
∆t

sNb

Nb∑
n=1

q̂(n)(q̂
(n)
k )∗

s =

Nf∑
j=1

w2
j (3.47)

A new, more compacted data matrix can then be constructed by rearranging the Fourier coefficients

at frequency fk as shown in Eq.3.48.

Q̂fk =
√
k[q̂1k, q̂

2
k, ..., q̂

(Nb)
k ] ∈ R×Nb (3.48)

This representation allows the crossspectral density tensor at frequency fk to be written as in

Eq.3.49

Sfk = Q̂fkQ̂
∗
fk

(3.49)

In applications the number of blocks, Nb is generally smaller than the discretized problem, the

eigenvalue problem maybe written using Eq.3.49, which results in the form shown in Eq.3.50

Q̂∗
fk
WQ̂fkΘ =

∆t

sNb

Nb∑
n=1

q̂(n)(q̂
(n)
k )∗

s =

Nf∑
j=1

w2
j (3.50)
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Ψ̄fk = Q̂fkΣΛ̄
−1/2
fk

(3.51)

The eigenvectors associated with nonzero eigenvalues can be recovered using equation Eq.3.51.

In application to the rotor hub flows the chosen ’time intervals’ corresponded to one full

revolutions, which included 24 flow fields solutions. A square windowing functions was used

in conjunction with an equal weighting coefficient. A 50% overlap was set between each of the

data block, which equated to 12 flow field snapshots. As a final note the SPOD code here was

implemented in a scalar fashion, i.e. only one variable from the flow filed is considered in the

decomposition. Accordingly, streamwise momentum was selected for the decomposition it is a

leading indicator of drag and still factors in the streamwise velocity which has been shown to be a

key factor in generating accurate modal decomposition results [139].

3.3.4 Space Time POD

The third form of POD applied in this work is called SpaceTime POD and is a novel form of POD

developed at the University of Tennessee in Knoxville. It is novel in its approach to generating

modes that, similar to SPOD are both spatial and temporally coherent, but does not rely on a

transformation to Fourier space, and therefor does not assume spectral. As in the other two forms

of POD the first step of the process is to gather a ensemble of data from a stochastic process. Like

SPOD, SpaceTime POD bins the collected data into temporal chunks, in this case full revolutions

were used as in SPOD. These data are used to compose a stochastic ensemble Q. As in the SPOD

method the ensemble average of Q is calculated and subtract from each entry to create mean

subtracted matrix x, as in Eq.3.39. As in the previous methods this matrix is then subject to a SVD

to produce the singular modes and values.

Since vectors of values are stored at each grid points the calculation of the covariance matrix

can then result in nonphysical units for certain indices. To combat this the matrix X must be pre

conditions with a weighted normalization. The code makes use of a entropy normalization of the

form shown in Eq.3.52.

Sww =
[
R
ρ
, ρ
T
, ρ
T
, ρ
T
, ρCv

T 2

]
(3.52)
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This normalization is a novel one recently developed at the University of Tennessee in Knoxville,

but in instances of small temperature fluctuations, such as this case, it is functionally no different

than the commonly implemented Chu normalization [161]. After this normalization is applied the

decomposition continues in the same manner as the snapshot POD.
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Chapter 4: Results

4.1 Results

Each hub case began four revolutions of nontime accurate simulation to advect the start up

transients. Then an additional five revolutions of time accurate simulation were conducted to allow

convergence, a physical time step corresponding to .25◦ of hub rotationwas selected. Data sampling

for all cases began with the tenth revolution. 15 full revolutions were collects for the Full Tunnel

case, 20 full revolutions were collected for the Baseline and Defeatured Baseline hubs, and 27 full

revolutions were collected for the Low Drag hub. As such all of the free air simulations were run

for at least 30 full revolutions of hub flow, with the Low Drag hub run for 37 full revolutions.

The surface forces predictions were saved ever 2.5◦ of azimuthal location and the full flow field

solutions every 15◦ azimuth. The Low Drag hub serves as a good example of the prohibitive size

of these hub data sets. Even though it was the least computationally expensive grid the Low Drag

hub case, when sampled as described above, yielded a data set over 1 TB in size.

4.1.1 Surface Forces

Due to the manner in which OVERFLOW calculates force coefficients for internal flows, directly

comparing the Full Tunnel CFD predictions and the associated experimental results is not directly

meaningful. As documented by several works [12, 76, 98] the experimental results make use of

measured changes in pressure and flow area to calculate quantities such as streamwise velocity

and mass flow rate. These quantities are in turn used to nondimensionalize the drag coefficient.

OVERFLOW relies on the use of nominal free stream conditions specified at the simulated flow

inlet to nondimensionalize the predicted drag coefficients. Since OVERFLOW is a compressible
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flow solver, the blockage created by the hub and mounting pylon create deviations in the flow

from the nominal flow conditions used in the nondimensionalization. To correct this error, the

predicted mass flow rate was used to calculate the effective velocity and dynamic pressure of the

simulation, which were then used to correct the predicted drag. This issue, as well as the correction

and inlet/outlet conditions used in this work were originally detailed by Coder et al. [98]. The

correction results in approximately a 12% increase in the D/q values. This correction need not be

applied to any of the freeair results.

The results of the ensemble averaging for each hub, and the experimental results from Schmitz

et al. [76] are plotted against azimuthal positions in Fig. 4.1. All the CFD cases, as well as

the experimental results showed maximums at the approximately the 0◦, 90◦, 180◦, 270◦, and 360◦

azimuthal positions with some variation between hubs. This is consistent with expectations as these

azimuthal positions would present to the larges frontal area to the incoming flow. The full tunnel

CFD predictions however showed a 2/rev fluctuation in the magnitude of the predicted drag. At

the first and second drag maxima, corresponding roughly to the 90◦ and 270◦ azimuths predicted

D/q ≈ 64 in2, while predicting D/q ≈ 58 in2 at the maxima near the 180◦ and 360◦ azimuths.

While the scissor arms provide a 2/rev physical feature, this fluctuation was not seen in the free

air simulation of the Baseline hub, which also featured the scissor arms. Based on this it sees

likely that the 2/rev fluctuation in the full tunnel simulation’s predicted drag was caused by some

interactional aerodynamics between the scissor arms, providing the 2/rev forcing, and the tunnel

walls and/or the mounting pylon. All the other CFD cases, showed selfsimilar drag maximums at

the and minimums with only small difference between each point.

The CFD predictions for the full tunnel show inconsistent agreement with the experimental

results. The full tunnel predictions can be seen in initial agreement with the experimental results

over the first approximately 30◦ of rotation. The full tunnel ensemble average can then be seen

overpredicting the experimental results from approximately 30◦ azimuth to the 150◦ azimuth. At

that points the CFD experimental results show agreement again, until approximately the 240◦

azimuth. The CFD predictions then return to overpredicting the experiments for the rest of the

rotation. The full tunnel CFD prediction ofD/q were on average 9% higher than the experimental

results. The amplitude of the fluctuations in D/q can also clearly be seen decreasing across the

ensemble averages of the various hubs. The amplitudes of the fluctuations inD/q of the Low Drag
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Fig. 4.1 Flat Plate Drag Area Comparison
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Hub were approximately 60% of those in the Defeatured Baseline Hub results and 37% of those in

the Baseline Hub results.

The change in drag caused by the removal of the tunnel walls and the various geometric

components is also of interest. The time averagedD/q and L/q values for each hub variant and the

average experimentalD/q are given in Table 4.1, and were used to calculate the percent difference

in mean D/q between for each hub. An ensemble average of theD/q was calculated for each hub

and plotted against azimuthal positions, along with experimental results, shown in Fig. 4.1. The

removal of the mounting pylon and tunnel walls for the Baseline Hub CFD predictions resulted in

a decrease of 13.85% mean D/q from the experimental results and a 21% decrease from the full

tunnel CFD predictions. While this is a relatively small reduction the flow around the mounting

pylon would only have interacted with the lower portions of the rotor mast, scissor arms, and swash

plate. The Defeatured Baseline and Low Drag hubs show 48.24% and 91.05% reductions in mean

D/q from the experimental results, respectively. The drag reduction caused by the removal of

the swashplate, rotor mast, and scissor arms was approximately equal to the reduction caused by

the streamlining of the blade arm and the removal of the upper spider plate. The Low Drag Hub

approximately 60% of the D/q of the Defeatured Baseline Hub, which provides the most similar

geometry.

Interestingly, While the Defeatured Baseline hub and Low Drag hub had matching frontal areas

the reduction in drag seen between these two hubs is also identical to the difference seen between the

Baseline and Defeatured Baseline hub. The removal of the swashplate, rotor mast, and scissor arms

caused a reduction of approximately 13.67 in2 to the flat plate drag area. With these components

removed the frontal surface area of the hub system is reduced which is expected to cause a drag

reduction given the previous statement. The streamlining and use of the DBLN airfoils caused

a reduction of approximately 12.51 in2. So even while the frontal area was unchanged a non

negligible drag reduction was seen. This indicates that while frontal area has been identified as the

leading parameter in hub drag, it is not the only parameter which can be used to reduce hub drag in

noticeable quantities.

As a final note, later portion of this work will separate, bin, data based on degrees of azimuthal

rotation. This separation can have some bearing on the results of processes such as FFTs or modal

decompositions. However, it has little effect ensemble averages. Shown in Fig. 4.2 are the
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Table 4.1 Time Averaged Flat Plate Lift and Drag Area

Hub D/q (in2) L/q (in2)
Experimental Phase III Hub 52.7960 
Full Tunnel Hub 57.7255 17.972
Baseline Hub 45.9607 3.5742
Defeautred Baseline Hub 32.2536 22.8525
Low Drag Hub 19.9473 27.4823

Fig. 4.2 Low Drag Hub D/q Binned Data Comparison
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ensemble averages of the flat plate drag area as predicted for the Low Drag Hub. The data were

separated into 90◦, 180◦, and 360◦ bins before the averaging. The binning process does alter the

number of outcomes, i.e. by using a 90◦ bin the data is separate into chunks each of which only

covers 90◦. As the Low Drag Hub is symmetric every 90◦ and 180◦ of rotation the results of those

averages are simply copied and concatenated to themselves here so they may be compared to the

360◦ binned data. The D/q measurements presented in Fig. 4.1 were calculated using the 360◦

bins.

4.1.2 Surface Force Harmonics

The harmonics of the CFD predicted surface forces of each hub were found conducting an FFT on

time histories of the flat plate areas for the lift and drag. The results of these can be seen in Fig. 4.3a

and Fig. 4.3b. At least twenty full revolutions of data were used for each hub, with each individual

revolution providing a window for the FFT. All of the hub flows are clearly dominated by 4/rev

content. Both the Defeatured Baseline Hub and Low Drag Hub have 4fold rotational symmetry

so a dominant 4/rev frequency in their surface forces is expected. In the case of the Baseline, the

scissor arms have a 2fold rotational symmetry; however both the collection of upper components

and the swash plate are still 4fold symmetric, and compose a large portion of the surface area of

that geometry. Given this mixture of symmetries the still dominant 4/rev content is not surprising,

and the increased 2/rev content in the Baseline Hub surface forces was expected. The Low Drag

hub also exhibited high 8/rev and 12/rev frequency content in the flat plate lift area statistics.

The results of the FFT of the Baseline Hub surface forces are similar in magnitude and behavior

to results obtained by Coder [99]. However, in that study the Baseline Hub was modeled so as to

include the mounting pylon. In that study it was theorized that either dynamical instabilities arising

at one half of the dominant flow frequency or the presence of the scissor arms as a 2/rev geometric

symmetry was the cause of the increase in the 2/rev content. As all of these hubs show the 4/rev

to be the clearly dominant frequency, it seems unlikely that dynamical instabilities could explain

this phenomenon. Any instabilities based on the dominant frequency which could have caused the

Baseline Hub’s high 2/rev content should also have manifested in the other hub’s harmonics.

Based on that the scissor arms seem a more probable cause of the 2/rev content. While the

scissor arms account for a relatively small amount of the Baseline Hub’s surface area, they were
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(a) Flat Plate Lift Area (b) Flat Plate Drag Area

Fig. 4.3 FFT of Hub Flat Plate Areas
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found to create strong aerodynamic interactions with the lower spider plate and blades arms. Shown

in Fig. 4.4 are Qcriterion isosurfaces colored vorticity magnitude around the advancing scissor arm

at the point where it is moving directly into the incoming flow. Thewake from the advancing scissor

arm, lower spider plate, and blade arms merge, creating a region of high vorticity in direct contact

with a sizeable area of the rotor hub. This interaction would peak in intensity twice a revolution

when the scissor arms reach their most forwardfacing position and could be strong enough to cause

the increase in 2/rev content. Considering the presences of this strong interaction between the flows

around each of the hub components it seems reasonable to conclude that scissor arms are the culprit

for the increase harmonic content.

It must be noted, however, that the strength of the 2/rev content was seen to decrease with

increased simulation time. This decrease was first noted when FFT results using the first 15

revolutions of data from the Baseline hub were compared to the results of an FFT incorporating the

full 20 revs. Shown in Fig. 4.5 are the results of FFTs of the lift and drag harmonics using 15 full

revolutions and 20 full revolutions. The FFT including 15 revolutions shows a 2/rev content that

is least half of the 4/rev content in both lift and drag. When 20 revolutions are included the 2/rev

content in both lift and drag drops to closer to a quarter of the 4/rev harmonics.

In examining the higher frequencies varying effects are seen. The lifting harmonics show a

greatly reduced 6/rev content between the two FFTs. The 8/rev, 10/rev, and 12/rev frequencies

also see reductions but are small when compared to the 2/rev and 6/rev reductions. In the drag

results, both the 6/rev and 10/rev frequencies experienced significant reduction between the 15 and

20 revolution FFTs. The 8/rev frequency saw a slight decrease, while the 12/rev content actually

saw a slight increase.

To further investigate this decrease FFTs were conducted using 8, 10, 12, 15, 17, and 20 full

revolutions. Plotted in Fig. 4.6 are the 2/rev frequency contents for each set of revolutions for both

lift and drag. In examining the drag harmonics, a small decrease can as the number of included

revolutions is increase from 8 to 12. As the number of included revolutions is increased from 12

to 20, the 2/rev content’s magnitude decrease more dramatically. The slope from 17 to 20 included

revolutions is slightly increased from the slope between 12 and 17 revolutions. Examining the lift

results the same dramatic decrease can be seen as the number of revolutions included is increased

from 12 to 20, with the same increase in slope from 17 to 20. However, the lift harmonics actually
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Fig. 4.4 Scissor Arm Interactional Aerodynamics

(a) Lift FFT (b) Drag FFT

Fig. 4.5 Baseline Hub Wake FFT Comparisons
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Fig. 4.6Magnitude of Baseline Hub 2/rev Content
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show an increased 2/rev content when the number of included revolutions is increased from 8 to

12.

This decreased 2/rev content can also be seen in the ensemble average of the flat plate drag areas

as the number of revolutions included in the ensemble process. Shown in Fig. 4.7 are the ensemble

averages using the same number of revolutions as the previous FFT comparisons. At approximately

the 0◦ and 180◦ azimuths, which correspond to the 2/rev frequency, average decreases as the number

of included revolutions is increased. This behavior is not seen in the peeks at the approximate 90◦

and 270◦ azimuth locations.

The Baseline hub data set is composed 20 full revolutions, the sampling of which began with

the 10th simulated revolutions. At 29 revolutions these CFD predictions are more extensive than

is traditionally considered in the case of rotor hubs. The decreasing 2/rev harmonics and the

inconsistent high frequency harmonics would seem to indicate that even at this extensive simulation

time the harmonics have not converged. The slight difference seen between the use of lower

numbers of revolutions in the drag harmonics may have served to obscure this nonconvergence

in previous studies where smaller sets of revolutions were considered. For example, Hill et al

[162] and Potsdam et al. [163] simulated only three hub revolutions for statistical convergence and

studies such as Ref. [23, 98, 99] considered only two or three full revolutions in post processing

analysis. The ensemble average reflected this however the magnitude of the predicted draft saw

small changes based on the included revolutions. This indicates that studies considering the wake

harmonics may need to consider data sets collected after 30 or more full revolutions, with lower

numbers of revolutions still suitable for force predictions.

4.1.3 Surface Force POD

While reduced order models for hub drag measurements already exist, such as the BEM/frontal

area model [76], POD was also applied to the collected hub surface forces. The motivation of this

application is not in creating a reduced order model for the surface forces but to investigate if any

coherent behavior exists in the perturbations about mean forces as predicted by CFD. To that end

mean subtracted POD was applied to the lift and drag force histories for the hubs.

The data for the Defeatured Baseline Hub and Low Drag Hub were placed into 90◦, 180◦, and

360◦ bins to examine if the noted harmonics effects the decomposition. The data for the Baseline
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Fig. 4.7 Baseline Hub Ensemble Average Comparison
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Hub however were only placed into 180 and 360 degree bins, since the scissor arms prevent it from

having 4fold rotational symmetry. Meansubtracted POD was then carried out across the bins of

each set in order to isolate and analyze any mean behavior.

The percent of modal energy contained in each mode was extracted from the binned drag data

and is shown in Fig. 4.8, for the three hubs. All the hubs show a relatively even decay in modal

energy as mode number increases. The different sized bins also seem to have a clear effect on the

distributions of modal energy, with the 360◦ bins displaying higher amounts of modal energy at all

mode numbers than the 180◦ or 90◦ bins. The Baseline Hub displays the highest first mode percent

energy of the three, followed by the Defeatured Baseline Hub, with the Low Drag Hub showing

the lowest first mode energy and the most even distributions of modal energy.

Even though all the hubs displayed 1st modes with a higher energy than the subsequent modes

the distribution is still comparatively even. The mode shapes for the first mode of each hub was

also examined to reveal if there were strong mean behaviors in the perturbations of the surface

forces. All of the mode shapes for each hub were erratic and showed little repetition or periodic

behavior. While this erratic behavior could be caused by poor convergence is the data that seems

unlikely. As a comparison nonmeansubtracted POD was conducted on the surface forces. The

1st mode energies of the nonmeansubtract POD are shown compared to the 1st mode energies of

the meansubtracted POD for the Low Drag Hub in Fig. 4.9a. The Low Drag hub first mode shapes

for the mean subtracted and nonmean subtracted POD of the flat plate drag area are shown in Fig.

4.9b. As the surface forces did show a strong average behavior, which is captured by the ensemble

averaging, the nonmean subtracted POD can identify that behavior results in a higher energy 1st

mode followed by relatively low energy successive modes. This clearly contrasts the modal energy

distributions seen in the mean subtracted POD of the same quantity. The 1st mode shape of the non

mean subtracted POD displays low frequency consistent shape resembling a reduced magnitude

version of the fluctuations in surface forces seen in the ensemble average. By contrast the shape

of the first mode from the mean subtracted POD shows a high frequency, erratically fluctuating

behavior. In light of their gradual modal energy distributions and lack of discernible coherence in

the mode shapes it can be concluded that there are simply no identifiable mean behaviors in the

perturbations about the mean surface forces as predicted by OVERFLOW.
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Fig. 4.8Modal Energy Distribution for the Flat Plate Drag Area of each Hub
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(a)Modal Energy Distribution (b) 1st Mode Shape

Fig. 4.9 NonMean Subtracted POD vs Mean Subtracted POD
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4.1.4 Flow Fields and Ensemble Averages

The hub flow wake formations which illustrated by the isosurfaces of vorticity magnitude colored

by velocity can be seen along with the ensemble average of the streamwise momentum for the

Baseline, Defeatured Baseline, and Low Drag Hubs Fig. 4.104.12, respectively. All of the hubs

are shown here in the zero degrees azimuthal position, with the zplane and yplane views of the

ensemble average shown at the Y = 0 andZ = 0 planes respectively. With regards to the ensemble

averaging process it should be noted that each azimuth was weighted equally and streamwise

momentum was selected as it is one of the primary indicators of drag. While only the ensemble

averages for the zero degree azimuth are presented here, ensemble averages were calculated for

each of the unique azimuths of each hub.

In examining the zplane and yplane views of the wake of the Baseline hub, shown in Fig.

4.10a and 4.10b, the vortical, separated nature of this flow is clear to see. A periodic shedding can

be seen in the wake behind the retreating blade arm and remains coherent for the approximately

four hub diameters of captured distance. At approximately the same downstream locations, 1 hub

diameter, slight deformation in the wake profile along the upper edge of the wake can be seen as

well. Similar fluctuations in the yplane ensemble average can be seen in the same location. These

eddies appear to be released at the frequency of the blade passage and then migrate downstream.

However, aside from that shedding very little is visually discernible in these wakes.

The Defeatured Baseline hub wake, shown in Fig. 4.11a & 4.11b, the zplane profile actually

appears quite similar to that of the Baseline Hub. This makes physical sense as the Defeatured

Baseline hub is simply the upper portion of the Baseline Hub. The same periodic shedding off of

the retreating arm can be seen but are diminished in size. The vortical content of the wake can also

be seen to begin thinning two to three hub diameters into the wake, which was not the case for the

Baseline Hub.

Dissimilar to the previous two hubs, the Low Drag hub wake, seen in Fig. 4.12a & 4.12b,

shows visibly more coherent behavior. Tip vortices can be seen forming and shedding off of both

the advancing and retreating blade arms. The same periodic vortex shedding off the retreating arms

in the other two hubs is present in the Low Drag hub as well be even more well defined. As another

note, a coherent column of vortical content can be seen just above the centerline of the zplane, at
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(a) Baseline Hub Wake Top (b) Baseline Hub Ensemble Average

(c) Baseline Hub Wake Side (d) Baseline Hub Ensemble Average

Fig. 4.10 Baseline Hub Wake and Ensemble Average of Streamwise Momentum
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(a) Defeatured Baseline Hub Wake (b) Defeatured Baseline Hub Wake

(c) Defeatured Baseline Hub Wake Ensemble Average (d) Defeatured Baseline Hub Ensemble Average

Fig. 4.11 Defeatured Baseline Hub Wake and Ensemble Average of Streamwise Momentum
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(a) Low Drag Hub Wake Top (b) Low Drag Hub Ensemble Average

(c) Low Drag Hub Wake Side (d) Low Drag Hub Ensemble Average

Fig. 4.12 Low Drag Hub Wake and Ensemble Average of Streamwise Momentum
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the root of the advancing arm. This structure seems unperturbed by the tip vortices or the blade

shank vortex shedding, and was seen in at all observed azimuthal positions for the Low Drag hub.

In looking at the yplane the upper edge of the wake is much flatter than in the prior two cases

which can be attributed to the removal of the upper spider plate and hub streamlining. Similar

to the Defeatured Baseline hub, visual inspection of lower edge of wake yields little in the way

of coherent structures, but the Low Drag hub demonstrates a stronger downwash, creating large

vertical eddies in its wake. The more coherent structures and stronger downwash present this wake

can no doubt be attributed to the aerodynamic optimization of the hub itself. This more coherent

wake should serve to further reinforce the findings of the surface force comparisons. Demonstrating

that while frontal area has been shown to be a leading parameter in hub drag it is not the only one

with the ability to strongly effect both hub drag and the structure of the hub wake.

The ensemble averages of the streamwise momentum presented in Fig. 4.10  4.12 serve to

reveal some of the underlying features of these wakes. For this process the ensemble average

of each unique azimuthal position for the three hubs was calculated with each azimuth weighted

equally. Using 15◦ steps to collect wake data means that the Defeatured Baseline and Low Drag

hub have six unique azimuths, and the Baseline hub has twelves unique azimuths. In examining

the ensemble averages of streamwise momentum for the Baseline Hub several large momentum

deficits are noticeable. In the topdown view of the ensemble average shown in Fig. 4.10c, regions

of large momentum deficits can be seen in the same location as the structures being shed off of the

retreating blade are. In addition, a small deficit in streamwise momentum can be seen at the tip if

the advancing blade arm. The largest momentum deficit can clearly be seen forming behind the

root and first half of the advancing arm, which the wake visuals showed to be areas dominated by

highly vortical separated content.

Shown in Fig. 4.11c is the zplane view of the ensemble average of streamwise momentum for

the Defeatured Baseline hub. As in the wake visualization the Defeatured Baseline hub showed

very similar behavior to the Baseline hubs. Momentum deficits can be seen in the wake of the

retreating arms, a small deficit can again be seen at the top of the advancing arm, and another large

deficit is seen in the wake of the advancing arm.

The ensemble average of streamwise momentum for the Low Drag hub is shown in Fig. 4.12c

& 4.12d. As was the case for the other two hubs large momentum deficits can be seen in the same
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spatial locations are the areas of high vortical content in the wake visuals. However, the large

deficit behind the root of the advancing blade arm was shifted closer to the center of the hub. This

hub also showed more substantial fluctuations in the Yaxis momentum deficits, with the yplane

view of the ensemble average of streamwise momentum for the Low Drag hub being show in Fig.

4.12d.

4.2 Orthogonal Decompositions

Three distinct forms of modal decompositions were applied to the CFD predictions for each

of the hubs, POD, meansubtracted Space Time POD, and meansubtracted SPOD. The main

goal of this application was to investigate the abilities of these decompositions for uncovering

underlying coherent or average behaviors which the wave visualizations and ensemble averages

fail to discover. The modal energy distributions are examined for one or few high percent modal

energies as these serve as one indicator of an strong average behavior captured in the decomposition.

The spatial shapes of the highest energymodes were then examined as well. The ensemble averages

streamwise momentum was used in the decomposition. As the most traditional form of the model

decomposition in the context of fluid dynamic the snapshot POD will be discussed first.

4.2.1 snapshot Proper Orthogonal Decomposition

The percent modal energies for each of the three hubs can be seen in Fig. 4.13. As each instance

of captured data was treated as one of the stochastic realizations for the POD the number of modes

corresponds to the number of instances, i.e. the 20revolution set were composed of 480 files so the

decompositions of those sets produced 480 modes. Since more revolutions of data were captured

for the Low Drag hub, it possesses more modes than the other two hubs. As only the first 8 or so

modes captured more than a 1% of the modal energy, the later modes are not shown in the figures

to reduce visual clutter. For each hub, the first mode is more energetic than the subsequent modes,

but not by a significant portion. In the case of the Baseline hub’s energy distribution the first mode

contains approximately 15.9% of the total modal energy with the next two most energetic modes

containing 2.9% and 2.8% respectively. The Defeatured Baseline hub’s first mode captured 17.2%

of the modal energy, with the second and third modes both capturing approximately 2.8%. In the
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(a) Baseline Hub (b) Defeatured Baseline Hub

(c) Low Drag Hub

Fig. 4.13 SpaceOnly Percent Modal Energy Distribution
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context of creating a reduced order model from these results, approximately 80% of the modes

would need to be incorporated to capture 90% of the total modal energy.

The energy distribution from the Low Drag hub is shown in Fig. 4.13c. The Low Drag

hub showed 25% modal energy in the most energetic mode, but then shows a relatively similar

distribution of energy in the subsequent modes with the second and third containing approximately

3% apiece. For the Low Drag Hub, approximately 75% of the modes would be needed to capture

90% of the modal energy.

To further examine the results of the decompositions the spatial shapes of the highest energy

snapshot POD mode for each hub can be seen in Fig. 4.14. In the case of the Baseline and

Defeatured Baseline hubs two distinctive structures can be seen forming in the wake of the hub.

These structures are spatial collocated with the large deficits in streamwise momentum observed in

the wake of the earlier ensemble average the same quantity. Similarly three distinctive structures

were seen in the wake of the Low Drag hub, which were again collocated with the large deficits in

streamwise momentum. This collocation with the ensemble average indicates that the 1st snapshot

POD mode is expected as the 1st mode of a nonmean subtracted snapshot POD is driven towards

the most average behavior of the data set.

The second most energetic snapshot POD mode for each hub shown in Fig. 4.15. This mode

would represent the next most average behavior of streamwise momentum in the hub wake flows.

As it can clearly be seen these modes do not possess any sort of coherence or pattern withing them.

This simply indicates that the ensemble average of the wake is the best representation of its mean

behavior with no other spatial coherent or repetitious behaviors being present.

4.2.2 Spectral Proper Orthogonal Decomposition

The SPOD methodology applied here is similar to the that applied by Coder [99], which was based

on Towne et al. [160]. As opposed to traditional snapshot POD which uses a series of temporal

snapshots as the basis for a Singular Value Decomposition (SVD), the SPOD methodology uses

a series of fixed width Fourier series windows as the basis for a SVD. Whereas traditional POD

is only spatially correlated, the SPOD process allows for the generation of modes that are both

spatially and temporally correlated. In this application, the FFT window width was specified as

one complete revolution, composed of twentyfour flow field realizations each separated by the
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(a) Baseline Hub (b) Baseline Hub

(c) Defeatured Baseline Hub (d) Defeatured Baseline Hub

(e) Low Drag Hub (f) Low Drag Hub

Fig. 4.14 Spatial Shape of the Highest Energy POD Mode
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(a) Baseline Hub (b) Baseline Hub

(c) Defeatured Baseline Hub (d) Defeatured Baseline Hub

(e) Low Drag Hub (f) Low Drag Hub

Fig. 4.15 Spatial Shape of the Highest Energy POD Mode
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same 15◦ of hub rotation. A uniform windowing function was used to reduce spectral leakage with

an equal weighting, and an overlap of 50%.

As with the previous forms of modal decomposition the modal energy distributions were

extracted and plotted in Fig. 4.16. Due to the nature of the SPOD process it produces a set of spatial

modes for each frequency. These results are given in the form of energy versus the per revolution

frequency with each line representing a specific mode number. Each of the three hubs showed a

high energy first mode with significantly higher energy content than the subsequent modes. In all

three of the hubs the 2/rev content was the most energetic, despite the lack of 2/rev forcing in the

Defeatured Baseline and Low Drag hubs. The energy distribution for the Baseline hub also showed

the 2nd most energetic mode possessed relatively more energy when compared to the next modes,

especially at the 2/rev and 4/rev frequencies.

The spatial shapes of the highest energy mode at the 2/rev frequency for each hub are shown

in Fig. 4.17. The results for the Baseline hub can be seen in both zplane, Fig. 4.17a, and yplane

view, Fig. 4.17b. The zplane view of the 2/rev content show an alternating pattern in high and

low intensity structures being shed into the wake. In the flow near the hub itself a high intensity

structure can be seen forming in the forward quadrant on the advancing side of the hubwhile another

high intensity structure is already being shed into the wake from the retreating side. Based on the

symmetry of the blade shanks and scissor arms, it is likely that these high intensity structures are the

result of the interaction between the scissor arm and the blade shanks in front of and behind it. The

wake visualizations via an isosurface of vorticity magnitude in Fig. 4.10a showed highly turbulent

separated flows forming on the advancing blade arm. This flow would be advected downstream

just as the following scissor, which also was seen to created highly separated turbulent flow, is

advancing into a fully perpendicular position. As the hub continues the blade stud behind the

scissor arm must also advance into this system adding its own turbulent content to the flow. This

compounding of separated flow is a likely cause for the high intensity structures. The lowintensity

structures then are formed as the flow over the second blade arm allowed to move downstream free

of interaction with a scissor arm. This further supports the earlier theory that the interactional

aerodynamics between the scissor arms and the surrounding components lead to the formation

coherent, high strength structures in the flow in the flow.
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(a) Baseline Hub (b) Defeatured Baseline Hub

(c) Low Drag Hub

Fig. 4.16 SPOD Percent Modal Energy Distribution
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(a) Baseline Hub (b) Baseline Hub

(c) Defeatured Baseline Hub (d) Defeatured Baseline Hub

(e) Low Drag Hub (f) Low Drag Hub

Fig. 4.17 Spatial Shape of the 2/rev content of the 1st SPOD Mode
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The yplane view similarly shows a coherent alternating pattern of high and low intensity

structures being shed into the wake. From the yplane view, an offset exists between the upper and

power portions of the wake. As the scissor arms are off set from the blade shanks by approximately

45◦, this offset is consistent with the initial flow separation and vortex formations from the blade

shank being compounded by interactions with the following scissor arm flow.

However, this coherence is not present in the 2/rev content of the most energetic mode for the

other two hubs, shown in Fig. 4.17c, 4.17d4.17f. While the modal energies of each of the hubs

showed the highest energy frequency to be the 2/rev frequency, neither the Defeatured Baseline

hub or the Low Drag hub showed comparable levels of coherence in the structure of their wake

compared to the Baseline hub at that frequency. While there are streaks of both high and low

intensity present in both the zplane and yplane views for both hubs they do not show the same

strong pattern or coherence as in the Defeatured Baseline.

As all the hubs possessed strong 4/rev geometric forcing based on their symmetries, the most

energetic 4/rev mode was also examined, despite its lower modal energy than the 2/rev content. The

spatial shapes for the 4/rev content of the highest energy mode for each hub are shown in Fig. 4.18.

In the instance of the 4/rev content all of hubs showed similar results in both their yplane and z

plane. Starting with the Defeatured Baseline hub, shown in Fig 4.18a & 4.18b, while the structures

are not of the same size as in the 2/rev content, coherent structures are present. A periodic formation

of high and low intensity structures can be seen in the zplane behind the retreating arm. The wake

behind the advancing side of the hub also shows somewhat coherent structures immediately behind

the hub. Interestingly, the wake seems to become more coherent one hub diameter downstream

of the actual hub. Before this point the structures in the wake behind the advancing and retreating

arms have two different patterns. As the high and low intensity structures are advected downstream

they shift, eventually aligning with one another forming into more stratified alternating high and

lower intensity structures approximately two hub diameters downstream.

In examining the spatial shape of the highest 4/rev energy mode for the Defeatured Baseline

hub, shown in Fig. 4.18c&4.18d for the zplane and yplane respectively, Similar behavior can be

observed. While the flow in the vicinity of the hub is less coherent in both planes as it moves

further downstream the high and low intensity structures resolve into a more coherent pattern

approximately three hub diameters downstream.

113



(a) Baseline Hub (b) Baseline Hub

(c) Defeatured Baseline Hub (d) Defeatured Baseline Hub

(e) Low Drag Hub (f) Low Drag Hub

Fig. 4.18 Spatial Shape of the 4/rev content of the 1st SPOD Mode
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The Low Drag hub showed results more similar to the Baseline hub than the Defeatured

Baseline hub in regard to the spatial shapes of its highest energy 4/rev mode. The zplane view

of the mode’s spatial shape, shown in Fig. 4.18e, the wake of the retreating arm quickly resolves

itself into a coherent pattern of higher and lower intensity structures after approximately 1 hub

radius of travel. The wake of the advancing arm also forms a fairly coherent pattern of high and

lower intensity structures that remain offset from the retreating arm pattern until approximately

three hub diameters downstream. The yplane view, Fig. 4.18f, also shows coherent patterning

with a high intensity structure forming on the tip of the aft most blade arm. Over the length of two

hub diameters downstream the high and low intensity structures separate across the plane at the

tip of the blade stub, but resolve into coherent structures again approximately four hub diameters

down stream.

In each of the three hubs, coherent shedding is seen in both the zplane and yplane, with the

wake actually showing increasing coherence with increased down stream distance. These high

and low intensity structures would optimally be capturing the presence of bodies of high and low

intensity variation in the streamwise momentum most likely caused by the existence eddies in the

wake being shed from the hub and advected downstream.

4.2.3 Space Time POD

As with the previous two forms of modal decomposition, the first step of examining the space time

POD results was to examine the distributions of modal energy from each hub. The spacetime POD

works by treating individual revolutions as entries in the stochastic ensemble, there by the number

of modes will be equal the number of revolutions used, i.e. 20 for the Baseline and Defeatured

Baseline hubs and 27 for the Low Drag hub.

Shown in Fig. 4.19b are the results for the modal energy distribution of the space time POD

modes. For the Baseline hub the first mode can be seen to hold just under 24% of the modal energy.

The second mode captured approximately 6% of the modal energy with every subsequent mode and

every mode capturing approximately 4%. The modal distribution for the Defeatured Baseline hub

and the Low Drag hub are shown in Fig. 4.19b and Fig. 4.19c, respectively. The first mode of both

these hubs can be seen capture significantly less modal energy then the Baseline hub, with their first

modes capturing approximately 5.5% for the Defeatured Baseline hub and approximately 4.5% for
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(a) Baseline Hub (b) Defeatured Baseline Hub

(c) Low Drag Hub

Fig. 4.19 SpaceOnly Percent Modal Energy Distribution
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the Low Drag hub. Both of these hub also displayed consistently even modal energy distributions

across their subsequent modes decreasing by less than a percent modal energy in both cases. The

last mode is an exception to this distribution however, the last mode of meansubtracted POD is

always zero. As before this even energy distribution indicates a lack of coherence in the wake.

The spatial contour of the mean subtracted space time POD modes for each hub are shown

in Fig. 4.20 for both zplane and yplane views. As before these planes are set at the Z=0 and

Y=0 positions respectively. In all the case of all three hubs very little coherence can be seen. The

Defeatured Baseline hub, which showed the highest modal energy, exhibits larger patches of high

and low energy regions within the wake, but these do not show any sort of coherent patterning

or behavior. The Defeatured Baseline and Low Drag Hubs showed high amounts of fluctuations

within their wake content with no coherent patterns or even regions of noticeable size. Based on

the low firsmode energies, relatively even distributions of modal energy, and erratic spatial shape

of the 1st mode, the spacetime POD method does no indicate coherent cycletocycle variations in

the results.
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(a) Baseline Hub (b) Baseline Hub

(c) Defeatured Baseline Hub (d) Defeatured Baseline Hub

(e) Low Drag Hub (f) Low Drag Hub

Fig. 4.20 Spatial Shape of the 2/rev content of the 1st SPOD Mode
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Chapter 5: Conclusions

Simulations were conducted for three rotor hub geometries in free air and one inside of a simulated

water tunnel. In every case the hubs were simulated an angle of attack of −5◦ to simulate forward

flight. These simulation were conducted with the structured, overset, ReynoldsAveraged Navier

Stokes equations solver OVERFLOW 2.2n, developed by NASA. The flow was modeled using a

hybrid RANS/LES methodology. The hub geometries used here were the subject of an extensive

serious of experimental investigations carried out at the Pennsylvania State University Applied

Research Laboratory in the 48”Garfield ThomasWater Tunnel. This series of experiments created a

data base of surface force measurements which were used as validation against the results predicted

by CFD. Bodyfitted grids systems for two of the hub geometries used in those experiments were

provided by PSUARL, and were used to derive the geometries used in his work.

The first CFD case simulated the Baseline hub geometry inside a representation of the GTWT

experimental installation and served as comparative baseline for the free air hub simulations. This

grid system was then modified by removing the tunnel walls and mounting pylon, leaving only

hub assembly. This constituted the first isolated hub geometry, dubbed the Baseline hub. The

Baseline hub grid system was further modified by removing the swashplate, scissor arms, and rotor

mast, leaving only the blade arms and spider plates. This grid system was dubbed the Defeatured

Baseline hub and constituted the second free air simulation. The final free air simulation was

conducted using a different hub geometry, referred to as the Low Drag hub. This geometry was

derived from the Baseline hub, and create in the course of the prior experimental studies at PSU

ARL. The upper spider plate was removed from the Baseline hub and the blade arms were replaced

with DBLN airfoils, which were inverted and featured an increased chord length. This hub was

also designed to preserve the same frontal area as the Baseline Hub, as frontal area is one of the

leading parameters tied to hub drag.
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Four revolutions of nontime accurate simulation were used to damp the startup transients

for each hub. An additional five revolutions of time accurate simulation were then conducted

to allow for statistical convergence before data collection began. Fifteen full revolutions of data

were collected for the Full Tunnel case, twenty for the Baseline and Defeatured Baseline Hubs, and

twentyseven revolutions were collected for the Low Drag Hub. In total each of the free air hubs

were simulated for at least 29 full revolutions, which is more than the current standard practice for

rotor hubs flows.

Surface force predictions were gathered every 2.5◦ of azimuthal rotation, and full flow field

solutions every 15◦ azimuth rotation. The CFDpredicted flat plate area statistics of the full time

series for each hub were used to calculate the ensemble average of each azimuth point where force

data was collected. These averages were then compared to the experimental data for the Baseline

hub geometry. Local maxima and minima for the hub drag were predicted at approximately the

expected azimuthal positions of 0◦, 90◦, 180◦, 270◦ and 360◦, with slight variations in the locations

for each hub. The full tunnel simulation showed a notable 2/rev fluctuation in predictions for the

local drag maxima, predictingD/q ≈ 64in2 at 90◦ and 270◦ rotation andD/q ≈ 58in2 at 180◦ and

the 360◦ rotation. At the latter two locations the CFD predictions agreed well with the experimental

results, while significantly over predicting them at the former azimuthal positions. The free air

predictions did not exhibit a strong 2/rev behavior in the drag force, predicting similar values at

each local maxima.

Fast Fourier Transforms were used on the predicted surface forces to examine the load

harmonics for each of the three free air simulations. All of the hubs were dominated by the 4/rev

frequency which was expected given their 4fold geometric symmetry. In addition, the Defeatured

Baseline hub displayed a much larger 2/rev content in both lift and drag than the other two hubs.

This 2/rev frequency was found to decrease as the number of revolutions included in the FFT was

increased. The magnitude of the 2/rev drag content was seen to decrease slightly as the number of

revolutions was increased from 8 to 12, and then to sharply decrease as the number of revolutions

was increased to 20. Similar results were seen for the lift harmonics between 12 and 20 revolutions,

but an increase in the 2/rev lift content was seen between 8 and 12 revolutions. The 4/rev content

convergedmore quickly, but the higher harmonics were seen to vary inconsistently when comparing

the results of the FFT process on 15 and 20 included revolutions. Based on these findings it is
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believed that the even after a minimum of 29 full revolutions the unsteady harmonics of the flow

have not reached convergence.

Several forms of modal decomposition were also applied to both the surface forces and hub

wake. The first form of modal decomposition, snapshot proper orthogonal decompositions, works

by build a matrix of flow realizations and subject it to a singular value decomposition, which

produces a set of data drivenmodes which represent the most average behaviors of the perturbations

in a specific quantity. A meansubtracted POD was applied to the predicted flat plate area statistics

of the three isolated hubs, it revealed no coherent behavior in the perturbations about the mean

behavior revealed by the ensemble average. A nonmeansubtracted snapshot POD was also

applied to the streamwise momentum of all thee hub wakes as well. This form of POD revealed

that the ensemble of the streamwise momentum was fairly steady with no significant perturbations.

The second form of decomposition was applied only to the hub wakes and is called spectral

proper orthogonal decomposition (SPOD). Unlike the snapshot POD, SPOD makes use of a FFT

and a modal decomposition to produce modes which are both spatially and temporally coherent.

The 1st SPOD mode for each of the three hub wakes contained a larger amount of modal energy

than higher modes, and all three showed the highest energy content at the 2/rev frequency. The

spatial shapes of both 1st and 2nd mode of both the 2/rev and 4/rev content for each hub were

shown. The Baseline hub wake showed coherent structures of alternating high and low intensity

within the wake at both the 2/rev and 4/rev frequency. The Defeatured Baseline hub and Low Drag

hub, however, showed coherent structures only at the 4/rev frequency. In addition the structures

in the wake of each hub coalesced into more strongly coherent patterns at approximately 3 hub

diameters downstream of the hubs.

Based on the results of the POD, SpaceTime POD, and SPOD processes, modal decomposi

tions appear to have inconsistent usefulness in application to rotor hub flows. The results of the

snapshot POD indicated that the ensemble average is a steadymean behavior, at least with respect to

streamwise momentum. The snapshot POD and meansubtracted Space time POD results showed

low first mode energy and even modal energy distributions. Neither method indicated the presence

of any other strongly average behavior or coherent perturbations.

However, the SPOD results showed a much higher energy first mode than the other decompo

sitions, with the highest energy content being captured at the 2/rev frequency. The spatial shapes
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of the 2/rev content showed coherence in the wake of the Baseline hub but not in the wake of the

other two hubs. The 4/rev wake content showed coherence in all hubs cases, with the structures in

the wake becoming more coherent as they moved further down stream. In the context of spectral

content these wakes do exhibit coherent behaviors. No coherent structures were observed in the

surface forces of the hubs so it is unlikely modal decompositions will be of high value in that regard.

In addition, it seems that key unsteady harmonics do not reach a converged state in the amount of

revolutions typically simulated in common practice, i.e. approximately 15 revolutions of data and

fewer for post processing.
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