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Abstract

Introduction: To facilitate rapid and effective diagnosis of COVID-19, effective screening can 

alleviate the challenges facing healthcare systems. We aimed to develop a machine learning-

based prediction of COVID-19 diagnosis and design a graphical user interface (GUI) to diagnose

COVID-19 cases by recording their symptoms and demographic features.

Methods: We implemented different classification models including support vector machine 

(SVM), Decision tree (DT), Naïve Bayes (NB) and K-nearest neighbor (KNN) to predict the 

result of COVID-19 test for individuals. We trained these models by data of 16973 individuals 

(90% of all individuals included in data gathering) and tested by 1885 individuals (10% of all 

individuals). Maximum relevance minimum redundancy (MRMR) algorithms used to score 
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features for prediction of result of COVID-19 test. A user-friendly GUI was designed to predict 

COVID-19 test results in individuals.

Results: Study results revealed that coughing had the highest positive correlation with the 

positive results of COVID-19 test followed by the duration of having COVID-19 signs and 

symptoms, exposure to infected individuals, age, muscle pain, recent infection by COVID-19 

virus, fever, respiratory distress, loss of smell or taste, nausea, anorexia, headache, vertigo, CT 

symptoms in lung scans, diabetes and hypertension. The values of accuracy, precision, recall, F1-

score, specificity and area under receiver operating curve (AUROC) of different classification 

models computed in different setting of features scored by MRMR algorithm. Finally, our 

designed GUI by receiving each of the 42 features and symptoms from the users and through 

selecting one of the SVM, KNN, Naïve Bayes and decision tree models, predict the result of 

COVID-19 test. The accuracy, AUROC and F1-score of SVM model as the best model for 

diagnosis of COVID-19 test were 0.7048 (95% CI: 0.6998, 0.7094), 0.7045 (95% CI: 0.7003, 

0.7104) and 0.7157 (95% CI: 0.7043, 0.7194), respectively.

Conclusion: In this study we implemented a machine learning approach to facilitate early 

clinical decision making during COVID-19 outbreak and provide a predictive model of COVID-

19 diagnosis capable of categorizing populations in to infected and non-infected individuals the 

same as an efficient screening tool.

Key words: COVID-19, diagnosis, machine learning, clinical features, demographic 

characteristics

Introduction

The novel coronavirus disease 2019 (COVID-19) caused a public health emergency and imposed

a significant threat to global health [1]. The first case of the coronavirus disease originated from 

the provincial capital of Hubei, China on December 2019 and it has since spread throughout the 

world [2]. In March 2020 World Health Organization (WHO) mentioned COVID-19 as a 

pandemic that could cause millions of deaths worldwide [3]. Since then, the number of new 

coronavirus cases has increased as it is extremely transmittable pathogenic viral infection. In 

addition, the presence of asymptomatic patients in the community increases the prevalence of the

disease on a larger scale [4].



This pandemic has also a deeper impact on healthcare services leading to significant 

challenges in many aspects, including hospital bed shortages, heavy workload, and personnel 

fatigue which consequently impose severe burden on health systems. Therefore, timely clinical 

decisions can greatly contribute to the effective and efficient use of available scarce resources. 

To facilitate rapid and effective diagnosis of COVID-19, effective screening can alleviate the 

challenges facing healthcare systems [5]. In order to realize this issue and help clinical staff in 

triaging patients, a number of prediction models have been developed to evaluate the risk of 

infection. These models use a combination of features including clinical symptoms, laboratory 

tests, computed tomography (CT) scans [6, 7]. However, most of the previous models have been 

constructed based on the data obtained from hospitalized patients, which makes it impossible to 

detect the disease in the community [5]. Furthermore, inadequate provision of screening services 

and validated tests for COVID-19 diagnosis as well as considerable costs imposed to the 

healthcare systems of developing countries pose some challenges to the rapid and effective 

disease diagnosis [8]. The length of time it takes to receive COVID-19 test is also a challenge in 

the way of rapid and accurate diagnosis of the disease [9].

In responding the issue, artificial intelligence (AI) and its potential use in medicine 

particularly during the COVID-19 pandemic has evolved to manage the disease effectively [10]. 

Researchers have used this method in various areas including provision of early warnings, 

tracking and forecasting, data analysis, diagnosis and prognosis, treatment, care and social 

controlling [11]. Machine learning, as one of the subsets of artificial intelligence science, has 

numerous applications in the diagnosis and prediction of various disease types [12].

The applicability of this method has been approved in similar studies conducted to 

distinguish COVID-19 from other pulmonary disorders [13]. In a study conducted by Mei et al. 

artificial intelligence algorithms were used to integrate CT scan findings with clinical symptoms,

disease history, and laboratory results in order to detect COVID-19 positive patients in a timely 

manner. The AI system was also able to correctly detect 68 percent of COVID-19 patients out of 

those who were clinically suspected or had normal CT scan results [14]. Another research by 

Pourhomayoun and Shakibi applied machine learning and AI algorithms to estimate the risk of 

mortality among COVID-19 patients based on their clinical symptoms [15].

In this study, we used machine learning method to develop a prediction algorithm to 

diagnose COVID-19 cases. The model was trained on data gathered from individuals in Qazvin, 



northwest city of Iran tested for COVID-19 infection during the first six months of the pandemic.

Through the use of machine learning algorithms, the designed model can be used as a diagnostic 

tool for early screening of infected population.

Materials and methods

A retrospective analysis was conducted on data obtained from 18859 individuals with any signs 

or symptoms of COVID-19 referred to Shahid Bolandian health center of Qazvin city, Iran to get

tested by RT-PCR for the COVID-19 disease between March and August, 2020. Ethical approval

of the study was obtained from the Medical Ethics Committee of Qazvin University of Medical 

Sciences (IR.QUMS.REC.1399.323).

Data collection

Based on the literature review and experts' opinions on the research questions, we selected 42 

variables (described in Table 1) to develop machine learning models. The variables incorporated 

demographic characteristics including age and gender; physical symptoms such as fever, cough, 

myalgia, respiratory distress, loss of consciousness, anosmia, ageusia, seizure, abdominal pain, 

nausea, vomiting, diarrhea, anorexia, headache, vertigo, limb paresis, limb plegia, chest pain, 

skin lesion; clinical symptoms including CT symptoms (symptoms of coronavirus infection in 

CT scan of chest), SPO2, intubation (whether an intubation was carried out for suspected 

individual), hypertension, oxygen therapy (whether oxygen therapy was done for suspected 

individual); history of diseases, and a history of close contact with a COVID-19 patient or 

previous COVID-19 diagnosis. The outcome variable was COVID-19 test result as a binary 

variable (1 if the test was positive, and 0 if otherwise) which was determined by RT-PCR test as 

a gold standard test.

Data set preparation

First, we removed individuals with missing data or incomplete data features. Our gathered data 

included 42 features with categorical and numeric type variables. We performed label-encoding 

method to convert categorical features into numeric type (Table S1 in supplementary file). The 

data set after removing missing values included 18859 individuals comprised of 8983 individuals



with negative test result of COVID-19 (FR: 47.63%) and 9876 infected patients with positive test

(FR: 52.37%).

Statistical analysis

We performed correlation analysis between data set features and between features and the target 

variable (risk of being infected by coronavirus) through the MATLAB 2019b software.

Machine learning models

In this study, we aimed to classify non-infected and infected individuals according to their 

features by machine learning algorithms. We implemented different classification models 

including support vector machine (SVM), decision tree (DT), Naïve Bayes (NB) and K-nearest 

neighbor (KNN) to predict the result of COVID-19 test for individuals. The SVM classification 

model is a supervised learning method that separates different classes in a hyperplane to find 

maximum marginal in multidimensional space. SVM algorithm uses different kernel functions to

transform an input feature space into a separable form through adding a space dimension [16]. 

DT classifier is a supervised algorithm as a predictive modelling framework which can be used 

in many areas. Tree establishes classification systems based on multiple covariates and splits the 

dataset into branch-like segments [17]. NB is a probabilistic model for constructing classifiers 

with independent assumptions between features. NB has a good performance in training even 

when there is limited amount of data [18]. KNN is a non-parametric learning algorithm uses 

‘feature similarity’ to predict the values of new samples by assessing similarity of new sample to 

the k nearest neighbors according to a specific distance metric or similarity function in the 

training data set. There is different distance metrics including Euclidean, Hamming or Manhattan

distance [19]. We trained these models by using the data of 16973 individuals (90% of all 

individuals included in data gathering) and tested the models' performance by 10% of the 

remaining data samples. We performed hyperparameter optimization by Bayesian algorithm 

through training data set and optimized classifiers were tested by test data set.  The values of 

model assessment metrics presented in next sections are assessed in the test data set. The 

minimum redundancy maximum relevance (MRMR) algorithm was used to assess the most 

influential features on the target (result of RT-PCR test for COVID-19 diagnosis). The model 

performance was measured by various assessment metrics including accuracy, precision, recall, 



F1-score, specificity, and area under the receiver operating curve (AUROC). As shown below, 

these model assessment metrics except for AUROC are computed using True Positive (TP); True 

Negative (TN); False Positive (FP) and False Negative (FN).

Accuracy=
TP+TN

TP+TN +FP+FN
)1(

Precision=
TP

TP+FP
)2(

Recall=
TP

TP+FN
)3(

F 1−Score=2×
Precision× Recall
Precision+Recall

)4(

Specificity=
TN

FP+TN
)5(

Finally, we included the trained SVM, NB, DT and KNN models into a user-friendly graphical 

user interface that allows users to predict the COVID-19 screening test result by recording 

various symptoms and features of the individuals. The GUI can be used as a primary screening 

tool to diagnosis COVID-19 in the shortest possible time and at the lowest possible cost.

Results

As shown in Figure 1, the correlations between different data set features (42 features) are 

calculated and significant correlations (p-value < 0.05) are shown as colored pixels. The black 

pixels in the figure indicated that there was no significant correlation between the features. The 

warm colors of heatmap of PRCCs represents the positive correlation between data set features 

and cold colors describes the negative correlations.

Figure 2 shows the significant correlations between 42 features and the output variable 

(result of the COVID-19 test). As it is depicted, coughing had the highest positive correlation 

with the output variable followed by the duration of having COVID-19 signs and symptoms. 

Exposure to infected individuals was found to be the third strongly correlated feature with a 

positive SARS-CoV-2 test. Other correlated characteristics included age, muscle pain, recent 

infection by COVID-19 virus, fever, respiratory distress, loss of smell or taste, nausea, anorexia, 

headache, vertigo, CT symptoms in lung scans, diabetes and hypertension. Characteristics that 

were inversely correlated with positive COVID-19 test result included lack of consciousness, 



seizures, diarrhea, vomiting, paresis and limb plagia, skin inflammation, SPO2 level, respiratory 

rate per minute, chronic blood and kidney disease, heart disease, asthma and lung diseases.

Ranking of the most important features of the model developed for classifying infected 

and non-infected patients are summarized in Figure 3. MRMR algorithm revealed that five 

features of great importance for predicting the result of COVID-19 test included age, chronic 

blood diseases, chest CT findings, exposure to COVID-19 patients, and anorexia.

In the following analyses, we assessed the predictive power of various classifiers. Figures

4 to 7 show the evaluation results of Naïve bayes, KNN, decision tree and support vector 

machine models, respectively. To achieve this aim, we tested the model performance in the 

validation data set and we evaluated different classifiers on hundred times. According to these 

figures, the accuracy, precision, recall, F1-score, specificity, and AUROC were computed by 

including the first to the 42nd feature scored by MRMR analysis as predictive features into the 

feature space. As it is shown, by increasing the number of top scored features inserted into the 

feature space, the various model assessment metrics expressing the predictive power of the 

model increased.

Finally, Figure 8 shows the designed user-friendly graphical user interface (GUI) as a tool

for in silico test of COVID-19. This GUI receives each of the 42 features and symptoms from the

users and through selecting one of the SVM, KNN, Naïve Bayes and decision tree models, the 

prediction for the result of COVID-19 test will be conducted.

Discussion

To the best of our knowledge this is the first study which went beyond the prediction of COVID-

19 cases with the aid of artificial intelligence. In fact, we developed a graphical user interface to 

diagnose COVID-19 by recording various symptoms and features. The developed model in this 

study can be used as a primary screening tool to predict an individual’s health or sickness in a 

cost-effective manner and at the earliest possible time. The application window contains a simple

and practicable interface showing the most likely outcome of an individual (1 = infected; 0 = 

non-infected) based on their demographic and clinical data.

The achievement of machine learning techniques in recognizing and diagnosing different 

types of pneumonia has been confirmed in the previous literature. For example, a study 

conducted by Li et al. generated a convolutional neural network (CNN) framework to 



differentiate between COVID-19 and pneumonia. Findings affirmed the successfulness of AI 

models in accurately diagnosis of pulmonary infections when combining with lung scan results 

and clinical data [13]. The same technique was applied in diagnosing COVID-19 patients by 

several countries during the epidemic. In a study conducted to predict individual COVID-19 

diagnosis using baseline demographics and laboratory data by Zhang et al. a single decision tree 

model was developed which used a machine learning-based framework to identify COVID-19 

positive diagnosis based on patient demographics, comorbidities, and laboratory test results. 

Results also affirmed that the prediction model could effectively resolve the screening and 

testing limitations and facilitate contact tracing procedures [20]. Following the review of existing

scientific literature on application of machine learning approaches in COVID-19 diagnosis we 

understand the significant potential of these models in helping healthcare policy makers and 

clinicians in accurate and timely diagnosis of the disease [21, 22].

Using correlation tests, we found significant relationships between positive COVID-19 

test result and demographic-clinical data including coughing, symptom duration, exposure to 

infected patients, age, muscle pain, previous infection with coronavirus, fever, respiratory 

distress, loss of smell or taste, nausea, anorexia, headache, vertigo, lung symptoms in CT scans, 

diabetes and hypertension variables. Most of these features have been confirmed as identifiers of 

COVID-19 infection in previous studies. Zhang et al. revealed that features such as age, 

comorbidities, oxygen saturation, fever, and some of the laboratory test results such as 

lymphocyte count, and hemoglobin levels were among important predictive factors of positive 

COVID-19 diagnosis [20]. Literature also mentioned that decreased white blood cell count, 

anemia, and hypocalcemia were significantly correlated with severe progression of COVID-19 

disease [23–26]. In a study using machine learning of clinical data to diagnose COVID-19, 

authors found that age was significantly correlated with the incidence rates of COVID-19 

probably due to the greater vulnerability of elderly population which disproportionally affected 

them [13]. A prediction model using the support vector machine (SVM) was developed to predict

the severe cases of COVID-19 patients by Sun et al. through the use of clinical data and 

laboratory results features. The authors found age, growth hormone secretagogues (GHSs) and 

total protein as the main features predicting patients in mild and severe conditions with 0.775 

accuracy [25].



Another study by Yao et al. used the SVM model to classify COVID-19 patients based on

the disease severity. Findings revealed that age and gender were the strongest classifying features

so that male patients above 65 years old were at a higher risk of severe COVID-19 infection. To 

differentiate people in terms of disease severity, blood test results had the more significant role in

compared with urine test result features [27]. Similarly, in a study conducted to predict the 

mortality of COVID-19 patients using machine learning algorithms by An et al. linear SVM got 

the highest performance with sensitivity of 0.92, and specificity of 0.91. They found that age, 

and comorbidities such as diabetes mellitus, and cancer were among important predictors of 

mortality and COVID-19 severity [28]. Zoabi et al. also predicted COVID-19 test results using 

machine learning technique based on eight features. Correspondingly the study findings affirmed

the predictive role of age above 60 years old, previous contact with an infected individual, and 

the appearance of cough, fever, sore throat, headache and shortness of breath on positive 

COVID-19 test result [29]. In another study conducted by Halasz et al. to predict mortality in 

COVID-19 pneumonia the naïve Bayes classifier was used and six features including age, 

gender, mean corpuscular hemoglobin concentration, PaO2/FiO2 ratio, temperature, and previous 

stroke were identified to develop a user-friendly website to enable an easy use of the tool by 

physicians [30].

Differences in the predictive performance of the machine learning models were observed;

the highest accuracy was achieved with Support Vector Machine (SVM) in classifying COVID-

19 patients from non-infected individuals, signifying the applicability of this model in an early 

screening of COVID-19 cases. As literature affirmed, scientists favored the SVM due to its 

acceptable performance in the generalization of data.31 Villavicencio et al. found that among 

different machine learning algorithms, SVM was one of the top performers with the highest 

value in most of the accuracy measures. According to the highest values in accuracy measures 

SVM was mentioned as the most reliable algorithm in terms of predicting COVID-19 cases 

based on the given symptoms [32].

In this study we trained different classification models according to data set gathered in Iran. The

diagnostic accuracy of COVID-19 PCR kits in Iran are very low (about 75%) [33], therefore the 

accuracy of our classification models trained by this data were close to this value (accuracy of 

SVM as the best model was 0.7048 (95% CI: 0.6998, 0.7094).



Strengths and limitations of study

In our study machine learning models benefited from large sample size which improved the 

accuracy of models. Moreover, the dataset contained data from general population with a small 

number of missing data. Additionally, an added advantage of our model is its potential to be 

integrated with electronic health records which consequently improves the possibility of 

generating real-time predictions based on dynamicity of clinical data and laboratory values. 

There are some limitations regarding the study. First, machine learning models have not 

addressed how diverse comorbidities affect the diagnosis of COVID-19. Categorizing data into 

different subgroups and developing models would properly facilitate the identification of 

associations between specific comorbidities and the disease prediction. Second, further studies 

should be done to add laboratory test results and additional symptoms including lactate 

dehydrogenase (LDH), neutrophils, lymphocyte, and C-reactive protein in to the findings. Third, 

the diagnostic accuracy of COVID-19 PCR kits in Iran are very low and our models are trained 

by gathered data set in Iran, therefore the accuracy of our models are close to the accuracy of 

PRC kits in Iran.

Conclusion

Early detection of COVID-19 infected people can help health authorities allocate the limited 

resources of healthcare systems to high-risk individuals needing urgent clinical care during the 

pandemic. Although patient characteristics, such as lung CT scan findings, exposure to COVID-

19 infected person, anorexia, chronic blood disease, age, symptoms duration, etc were proved to 

be associated with positive COVID-19 test, there is no available application that can reliably and 

easily be used by healthcare personnel in immediately diagnosis of COVID-19 patients based on 

their demographic and clinical characteristics. In this study we implemented a machine learning 

algorithm to facilitate early clinical decision making during COVID-19 outbreak and provide a 

predictive model of COVID-19 diagnosis capable of categorizing populations in to infected and 

non-infected individuals the same as an efficient screening tool.
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Table 1. Data set features 

 #FeatureFeaturecategories 
1Age―
2GenderMale (1), Female (0(
3Being exposed by coronavirusYes (1), No (0(
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4Previous COVID-19 diagnosisYes (1), No (0(
5FeverYes (1), No (0(
6CoughYes (1), No (0(
7Muscular painYes (1), No (0(
8Respiratory distressYes (1), No (0(
9Loss of consciousnessYes (1), No (0(

10AnosmiaYes (1), No (0(
11Lack of sense of tasteYes (1), No (0(
12ConvulsionYes (1), No (0(
13Abdominal painYes (1), No (0(
14NauseaYes (1), No (0(
15VomitingYes (1), No (0(
16DiarrheaYes (1), No (0(
17AnorexiaYes (1), No (0(
18HeadacheYes (1), No (0(
19VertigoYes (1), No (0(
20Limb paresisYes (1), No (0(
21Limb plegiaYes (1), No (0(
22Chest painYes (1), No (0(
23Skin inflammationYes (1), No (0(
24Time duration from symptoms on―
25IntubationYes (1), No (0(
26SPO2―
27Number of breaths per minutesLess than 5 (1(

Between 5–14 (2(

Between 14–18 (3(

Between 18–22 (4(

Between 22–28 (5(

Bigger than 28 (6(
28Body temperature―
29CT findingYes (1), No (0(
30Chronic liver diseasesYes (1), No (0(
31Diabetic diseasesYes (1), No (0(
32Chronic blood diseasesYes (1), No (0(
33HIV/AIDSYes (1), No (0(
34ImmunodeficiencyYes (1), No (0(
35PregnancyYes (1), No (0(
36Heart diseasesYes (1), No (0(
37Chronic kidney diseasesYes (1), No (0(
38Asthma patientYes (1), No (0(



39Lung diseases except asthmaYes (1), No (0(
40HypertensionYes (1), No (0(
41Oxygen therapyYes (1), No (0(
42Duration of hospitalization―



Figure 1. Statistically significant correlation between data set features



Figure 2. Statistically significant correlation between data set features and the target variable



Figure 3. The Maximum relevance-minimum redundancy algorithm scored data set features
according to their importance for classifying normal and infected patients



Figure 4. Naïve Bayes assessment metrics for classifying normal and infected individuals in
different settings of top scored features by MRMR algorithm



Figure 5. KNN assessment metrics for classifying normal and infected individuals in different
settings of top scored features by MRMR algorithm



Figure 6. Decision tree assessment metrics for classifying normal and infected individuals in
different settings of top scored features by MRMR algorithm



Figure 7. SVM assessment metrics for classifying normal and infected individuals in different
settings of top scored features by MRMR algorithm



Figure 8. Graphical user interface unit for silico test of COVID-19




