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Introduction

Due to the recent effects of COVID-19,
remote teleoperation has been increasingly
important to businesses and medical care.
However, current telepresence robots are
costly and only allow the operator to see the
environment on a 2D screen and move around
on a wheelbase. Therefore, they severely limit
the operator’s perception and lack the ability to
manipulate objects. Thus, to address these
gaps in capabilities, Gemini, a telepresence
humanoid robot and interface station was
developed to provide the operator with
increased perception, the ability to manipulate
objects, and utilize intuitive controls. In
addition, Gemini was designed to be a low-cost
open-source alternative to commercial
products to promote widespread use.
Furthermore, since mobile platform
telepresence devices commercially exist,
Gemini's design (shown in Figure 1) focuses on
the manipulation aspect of telepresence robots
and the mobile platform is abstracted.

One example of an existing first-person
perspective robot is the Bimanual Dexterous
Robotic Platform (BDRP) Explosive Ordnance
Device (EOD) disposal robot from John
Hopkin’s University1. BDRP is a two-armed
robot on a wheelbase that is controlled in first
person with a VR headset and serves as the
foundation for Gemini. However, BDRP was
designed for rugged outdoor environments and

Figure 1. Lower right quadrant of the mural. An
inscription on the cartouche dates the its competion
(1941-42)

Current telepresence robots are costly and only allow the operator to see the environment
on a 2D screen and move around on a wheelbase. Thus, these telepresence devices are severely
limited because of the high barrier of entry, and the operator is unable to manipulate objects
or easily perceive the world in 3D. Therefore, to address these gaps in capabilities, Gemini, an
open-source telepresence humanoid robot and interface station, was designed to grant the
operator the ability to manipulate objects, expand the human interface by putting the user in
the 3D world with the use of a virtual reality (VR) headset, and be low-cost. The simplistic,
low-cost, and intuitive controls of Gemini promote early adoption by businesses and medical
personnel to grant increased telepresence needs. In addition, this platform can be utilized by
robotics enthusiasts and university researchers studying humanoid robotics or human-robot
interaction. This paper presents an overview of the Gemini robot’s mechanical, electrical, and
programmatic systems. Upon completion of this study, it was found that Gemini was able to
grant the ability to manipulate objects, increase user perception with intuitive controls, in
addition to costing approximately 30% less than commercial telepresence robots.
Furthermore, the paper is concluded with remarks on future iterations of the project.
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utilizes high-cost components for EOD1. While
Gemini, is designed to be low cost and in
indoor environments for telepresence.

In addition, human machine
interfacing has also been extensively studied.
For example, the De Vito human mimicry
interface consists of a passive exoskeleton to
measure the operator’s pose2. The exoskeleton
is a backpack device that has two passive 7 DOF
arms that attach to the human operator. At the
joints of this device, potentiometers are used to
provide the joint angles that get sent to the
robot2.The main benefit of this design is the
increased information frequency and accuracy
that potentiometers have in comparison to
other sensors used to measure human pose.
Furthermore, J. Koenemann used a human
mimicry interface that consisted of a body suit
of straps that housed electronic sensors which
transmit data to the robot3. A major drawback
of these designs is that it is inconvenient and
awkward to have the operator wear a full body
suit when controlling the robot. Therefore, to
eliminate the body suit from the human
interface a depth camera was utilized to
perceive the human pose.
Furthermore, camera research has been

conducted to grant depth perception with
monoscopic cameras. Z. Kuang describes the
use of two cameras to create a stereoscopic
view of the world4. Stereoscopic vision has the
benefit of being able to discern distance based
on the angles of the camera. Furthermore, if
the human operator was to look through this
camera view it would feel more natural4 due to
humans naturally have stereoscopic vison. The
difficulty of this design is that the robot would
have to determine what the human operator is
looking at without tracking the operator’s eyes
due to the VR headset. Therefore, a single 360-
camera will greatly simplify the design.
Gemini consists of a humanoid robot with a

360° camera connected over the internet to an
interface station that utilizes a Red Green Blue
Depth (RGBD) Camera and a VR headset, as
shown in Figure 1. The interface station utilizes
the RGBD camera to discern the operator’s
pose and then transmit that information to the
humanoid robot. The robot then mirrors the

user and transmits the 360° video back to the
operator’s VR headset. This grants the operator
the robot’s perspective and effectively allows
the operator to become the robot. Furthermore,
Gemini was manufactured using a 3D printer
and common household products for a low-
cost solution. The advancements of
telepresence robots from this study are:
• Ability to manipulate objects
• Enhanced operator 3D environment

perception via 360 camera and VR headset
• Intuitive and unencumbering control

interface via Xbox One Kinect® camera
• 30% reduction in cost compared to

commercial telepresence devices
The author contributions to this paper are

TS mechanical, electrical, and programmatic
design, construction, and implementation.

Methods

Gemini consists of two main components:
the robot and the base station. The body was
built out of a salvaged steel rack to create a
high moment of inertia of the body promoting
a stable frame for mounting the dynamic
manipulators, electronics box, and the 360-
camera shown in Figure 1. While the base
station simply consists of a computer and Xbox
Kinect.
The manipulator of the Gemini robot,

shown in Figure 2, was designed to mimic the
motion capabilities of human arms to allow the
operator to use their natural movements to
control the robot. Therefore, each manipulator
is composed of six degrees of freedom
separated evenly into the shoulder, elbow, and
wrist. In addition to the arm of the
manipulator, the end-effector is a humanoid
hand composed of five individually controlled
fingers and an additional actuation on the
thumb is utilized to improve dexterity.
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The shoulder and elbow joints of the
manipulator are differential spherical joints to
mimic the ball-socket joint and the roll / pitch
motion of human shoulders and elbows,
respectively. Differential spherical joints as
shown in Figure 3 utilize a backwards driven
differential to control the roll and pitch of the
joint.
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Figure 2. Components of Manipulator. The
manipulator consists of a spherical shoulder, elbow,
and wrist joints. Connected to a hand with 5
individually controlled fingers with an additional
thumb actuator. The motors for the hand are housed
in the forearm.

Figure 3. Components of Manipulator. A and B
serve as the motor input angles to the joint, with the
output angles of Roll, on axis C, and Pitch angle
about the joint housing.

To control this type of joint, the forward
kinematics of differentials are described in
Equations (1 and 2).

Roll = (A-B)/2 (1)
Pitch = (A+B)/2 (2)

Where the output angle of middle shaft C
(Roll) is half the difference between motor
inputs A and B (shown in Figure 3). While the
pitch angle of the housing is the average of A
and B. Furthermore, the inverse spherical
kinematics are shown in Equations (3 and 4).

B = Pitch-Roll (3)
A = Pitch+Roll (4)

Combining both the shoulder and elbow
together an anthropomorphic spherical arm
workspace is generated with each major joint
(shoulder and elbow) consisting of local Roll-
Pitch spherical coordinate frame kinematics.
Counter to the shoulder and elbow joints

the wrist joint was simplified to a direct roll
and pitch motor configuration to fit the smaller
form factor required to accurately mimic the
geometry of humanoid arms and to provide
housing space for the electronics and hand
motors in the forearm (as shown in Figure 2).
In addition to this the humanoid hand is
actuated by a nylon line attached to the
fingertips and runs through the fingers and
hand to the motors in the forearm, similar to
tendons in a human hand5.
Gemini’s base station consists of an Xbox®

Kinect that interprets the pose of the operator
and transmits the data over a USB serial cable
to a computer. The computer then connects to
the robot over Wi-Fi to send commands. The
base station electronics diagram is shown in
Figure 4.
Gemini is initially powered by U.S. standard

120V 60Hz AC power so battery lifetime can be
abstracted from the design. Furthermore, the
AC power is first converted to a variety of DC
voltages to be supplied to the main
components as shown in Figure 5. Therefore, to
convert Gemini to a mobile platform simply
replace the wall power and AC/DC converters
with batteries and voltage regulators.
The power system then feeds into the body

electronics which consists of two computing
resources: a raspberry pi 4, an android phone,
and a 360 camera all of which receive 5V DC
power. The raspberry pi serves as the main
computer for the robot, while the android



phone solely serves to transmit the video from
the 360-camera by connecting to the camera
over Bluetooth. Furthermore, the raspberry pi
receives input from the base station computer
over Wi-Fi and transmits commands through a
USB serial cable to each Arduino Mega that
serve as the main computing resource of the
arms. In addition to receiving serial commands

Smith

Figure 4. Base Station Electronics Diagram. Consists of standard United States wall power that is supplied
to the Xbox one Kinect, windows computer andWi-Fi router. In addition, the communication links from the
Kinect to the computer then to the Wi-Fi Router are also shown.

the Arduino Mega also receives 9V power from
the power subsystem. The Arduino Mega then
sends PWM signals to the motors to specify
their rotational position. The shoulder, elbow,
and wrist motors all receive 7V DC power while
the hand motors receive 5V power from the
Arduino Mega. The full electronics diagram for
Gemini is shown in Figure 5.



commands to mimic the operator by first
transforming the cartesian xyz shoulder, wrist,
and elbow points to the local roll-pitch
spherical coordinates of the shoulder and
elbow joints. The transforms are computed
using homogeneous transformation matrices,
which are a mathematical tool used to convert
coordinates from one frame to another and
shown in Equation 5.

H12= R3x3 V3x1 0 0 0 1 (5)

Where H is the 4x4 homogeneous
transformation matrix from coordinate frame 1
to coordinated frame 2, R is the 3D rotation
matrix that describes the angular difference
between the coordinate frames and V is the 3D
displacement vector that describes the
difference of the position of the origins of the
frames. The next step is to define the elbow’s
position from the shoulder’s point of view. This
is done by transforming the elbow position
from the robot’s coordinate frame to the
shoulder’s coordinate frame using the
homogeneous transformation matrix and
elbow position vector, as shown in Equation 6.

ES=HRS-1*ER (6)

Where ES is the elbow’s xyz position
column vector in the shoulder frame and ER is
the elbow’s xyz position column vector in the
robot frame. Now that the elbow position is
defined with respect to the shoulder, the
cartesian xyz coordinates can be converted to
Roll-Pitch spherical coordinates of the
mechanical joint using Equations 7 and 8.

RollS=EsyEsx2+Esy2 (7)
PitchS=Esx2+Esy2Esx2+Esy2+Esz2 (8)

Where Esx, Esy, and Esz, are the elbow’s
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Programmatically, Gemini utilizes
distributed computing to separate the
computation power across multiple devices to
improve the modularity of the design and to
allow repurposing of different components.
One example is the manipulator can be
removed from the body and still have full
functionality if the proper signal and power is
supplied. Furthermore, Gemini can be
completely separated from the base station and
function autonomously. Thus, allowing it to be
a test platform for other humanoid robotic
studies. The full programming architecture is
shown in Figure 6.
Starting from the base station Windows

computer, the Xbox Kinect observes the pose of
the operator. It is important that the computer
is running Windows due to the Xbox Kinect
software development kit (SDK) only being
available on Windows. Next the skeleton of the
operator is extracted and published to a Robot
Operating System (ROS) topic, using M. Peng’s
skeleton tracking package6. ROS is an
opensource robotics library that aids users
sending information between software
processes called nodes via topics.
Furthermore, the software then transmits the
topic over local Wi-Fi (LAN) to Gemini, as
shown in Figure 6.

Gemini then receives the operator’s pose
on the raspberry pi 4 running Ubuntu 20.04
and ROS Debian on the Kinect bridge node. This
node then extracts the shoulder, elbow, and
wrist xyz coordinates of the left and right arm,
transforms them from the Xbox Kinect’s
coordinate frame to Gemini’s coordinate
frame, and publishes them to the left and right
Arduino bridge nodes that forward the topics to
Arduinos on each of the arms. This is done by
using the rosserial python package.
Each of the Arduinos then computes the

inverse kinematics and required motor

Figure 5. Gemini Robot Electronics Diagram. Starts with standard United States wall power supplied to
each of its main components. The Raspberry PI serves as the main computer that sends signals to left and
right Arduinos that control the left and right armmotors. In addition, an Android phone is used to control
and transmit the 360 video from the camera.



Figure 6. Gemini Programming Architecture. Starts with the operator, whose skeletal pose is measured by
the Kinect on the windows computer. THen transmitted to the robot's Ubuntu computer that sends the left
and right arm coordinates to eachmanipulator's Arduino. That then controls the motors positions.

xyz coordinates in the shoulder frame and
RollS and PitchS are the roll and pitch spherical
coordinates of the shoulder joint. Now that the
shoulder spherical coordinates (RollS and
PitchS) have been found the process is then
repeated for the elbow to calculate its spherical
coordinates. After the shoulder and elbow roll
and pitch values are found, they are input into
Equations 3 and 4 to calculate the motor
rotation angles A and B. Which in turn are

converted to motor control Pulse Width
Modulus (PWM) signals using a linear
empirical fit and sent to the motors in the Arm
Hardware Interface on the Arduino Mega as
shown in Figure 6.
Next to transmit the 360 video of the

camera the android phone runs the Samsung
Gear 360 app that live streams the video to a
private YouTube channel. The operator then
views the private live stream at the base station
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$1,000 which is at a minimum 30% cheaper
than current telepresence robots such as
PadBot P2 and BotEyes-Pad. The cost
breakdown of Gemini is displayed in Table 1.

through the VR headset.

Results

From this design the Gemini robot was able
to mimic the human operator from a first-
person perspective. Therefore, the Gemini
robot was able to allow the manipulation of
objects following the intuitive controls of the
human operator, via the Xbox Kinect. While
also providing enhanced perception to the
operator through the VR headset and 360-
camera. Figure 7 displays Gemini actively
grasping and holding on to a ball and Figure 8
displays Gemini being controlled by the
operator’s movements.
Furthermore, Gemini costs approximately

A

B

Figure 7. Gemini Grasping a Ball Front View (A)
Side View (B). Gravity is acting downwards in both
photos, as the hand grasps around the ball due to
the nylon strings pulled taught.

Figure 8. Gemini in Operation. Gemini mirrors the
operator's handmoving up, while the operator
views from the VR headset.

Table 1. Cost Breakdown of Gemini.Note that a
majority of these parts are common components
hobbyists would have on hand.
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Discussion

From this work, it is shown that Gemini
grants the operator the ability to remotely
manipulate objects in first person perspective
with advanced perception and control. Using a
VR headset and Xbox One Kinect, respectively.
Thus, solidifying Gemini as a 30% cheaper
opensource† alternative to commercial
telepresence robots. The current limitations of
Gemini are “jittering” and back driving servo
motors under heavy loadings. To further
improve this work, the shoulder and elbow
motors will be replaced with worm-gear driven
DC motors with encoders. This change will
prevent back driving of the joints under
loading, in addition to lowering the cost.
However, this will require an additional motor
control electronics board and more in-depth
controls programming. In addition, a passive
elastic support would be added to the joints
similar to tendons on the human body to
reduce the loading on the motors to allow the
operator to lift heavier objects. Furthermore,
lack of touch feedback, as seen in BDRP1,
presents a limitation in operator’s ease of
manipulation. Therefore, ergonomic gloves
with haptic touch feedback will be developed to
allow the operator touch perception and the
ability to have individual finger control over
the current open / close hand control. Gemini is
also currently limited to local Wi-Fi
connections, while commercial products can be
accessed globally. This limitation will be
mitigated by using a remote server to allow
global access.
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