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#### Abstract

We deal with the initial-boundary value problems with some restrictions at infinity for linear and nonlinear anisotropic parabolic second-order equations in unbounded domains with respect to the spatial variables. The weak solutions of our problem in Lebesgue and Sobolev spaces with variable exponents is considered. We prove theorems on the existence and uniqueness of the weak solutions using the method based on SaintVenant principle, and the monotonicity method. Moreover, we obtain estimate of the weak solutions.
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## 1. Introduction

Let $n$ be a natural number, and $\mathbb{R}^{n}$ be the linear space of ordered collections $x=\left(x_{1}, \ldots, x_{n}\right)$ of real numbers with a norm $|x|:=\left(\left|x_{1}\right|^{2}+\ldots+\left|x_{n}\right|^{2}\right)^{1 / 2}$. Suppose that $\Omega$ is an unbounded domain in $\mathbb{R}^{n}$, and $\partial \Omega$ (boundary of the domain $\Omega$ ) is a piecewise-smooth surface. Let $\nu=\left(\nu_{1}, \ldots, \nu_{n}\right)$ be a outward-pointing normal unit vector on $\partial \Omega$. Suppose $\partial \Omega=\Gamma_{0} \cup \Gamma_{1}$, where $\Gamma_{0}$ is a closure of an open set on $\partial \Omega$ (in particular, $\Gamma_{0}=\emptyset$ or $\Gamma_{0}=\partial \Omega$ ), $\Gamma_{1}:=\partial \Omega \backslash \Gamma_{0}$. Put $Q:=\Omega \times(0, T)$, $\Sigma_{0}:=\Gamma_{0} \times(0, T), \Sigma_{1}:=\Gamma_{1} \times(0, T)$, where $T>0$. Denote by $B d(\Omega)$ the set of all bounded subdomains of $\Omega$.

We consider the problem: to find the function $u: \bar{Q} \rightarrow \mathbb{R}$ that satisfies (in some sense) the parabolic equation

$$
\begin{equation*}
u_{t}-\sum_{i=1}^{n} \frac{d}{d x_{i}} a_{i}(x, t, u, \nabla u)+a_{0}(x, t, u, \nabla u)=f(x, t), \quad(x, t) \in Q, \tag{1.1}
\end{equation*}
$$

[^0]the boundary conditions
\[

$$
\begin{equation*}
\left.u\right|_{\Sigma_{0}}=0,\left.\quad \frac{\partial u}{\partial \nu_{a}}\right|_{\Sigma_{1}}=0 \tag{1.2}
\end{equation*}
$$

\]

and the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in \Omega \tag{1.3}
\end{equation*}
$$

where $a_{i}: Q \times \mathbb{R}^{1+n} \rightarrow \mathbb{R}, i=\overline{0, n}, f: Q \rightarrow \mathbb{R}, u_{0}: \Omega \rightarrow \mathbb{R}$ are given real-valued functions, $\frac{\partial u(x, t)}{\partial \nu_{a}}:=\sum_{i=1}^{n} a_{i}(x, t, u, \nabla u) \nu_{i}(x)$ is an exterior conormal derivative of $u$ in point $(x, t) \in \Sigma_{1}$.
Remark 1.1. An simpler example of the equations of type (1.1) considered here is

$$
\begin{equation*}
u_{t}-\sum_{i, j=1}^{n}\left(\widehat{a}_{i j}(x, t) u_{x_{j}}\right)_{x_{i}}+\sum_{j=1}^{n} \widehat{a}_{j}(x, t) u_{x_{j}}+\widehat{a}_{0}(x, t) u=f(x, t), \quad(x, t) \in Q \tag{1.4}
\end{equation*}
$$

where $\widehat{a}_{i j}=\widehat{a}_{j i} \in L_{\infty}(Q), i, j=\overline{1, n}$, are functions such that for a.e. $(x, t) \in Q$ we have

$$
\sum_{i, j=1}^{n} \widehat{a}_{i j}(x, t) \eta_{i} \eta_{j} \geqslant \omega \sum_{l=1}^{n}\left|\eta_{l}\right|^{2}, \quad\left(\eta_{1}, \ldots, \eta_{n}\right) \in \mathbb{R}^{n}, \quad \omega=\text { const }>0
$$

and $\widehat{a}_{j} \in L_{\infty}(Q), j=\overline{0, n}, f: Q \rightarrow \mathbb{R}$ is such that $f \in L_{2}\left(\Omega^{\prime} \times(0, T)\right)$ for all $\Omega^{\prime} \in B d(\Omega)$.

In Remark 3.4, we have given additional conditions for the coefficients of equation (1.4), which together with those indicated here guarantee the existence and uniqueness of a weak solution of problem (1.4), (1.2), (1.3) in some class of functions, which have corresponding behavior at infinity.
Remark 1.2. An more complex example of the equations of type (1.1) considered here is

$$
\begin{align*}
u_{t}-\sum_{i, j=1}^{k}\left(\widehat{a}_{i j}(x, t)\right. & \left.u_{x_{j}}\right)_{x_{i}} \\
& -\sum_{i=k+1}^{n}\left(\widehat{a}_{i}(x, t)\left|u_{x_{i}}\right|^{p_{i}(x)-2} u_{x_{i}}\right)_{x_{i}}+\widehat{a}_{0}(x, t) u=f(x, t) \tag{1.5}
\end{align*}
$$

$(x, t) \in Q$, where $k \in\{1, \ldots, n-1\}$ and $\Omega$ such that $\Omega \cap\left\{x=\left(x_{1}, \ldots, x_{k}, x_{k+1}, \ldots, x_{n}\right)\right.$ $\left.\left.\in \mathbb{R}^{n}| | x_{1}\right|^{2}+\ldots+\left|x_{k}\right|^{2}<\tau^{2}\right\}$ is bounded for each $\tau>0$, for example, $\Omega=\Omega_{1} \times \Omega_{2}$, $\Omega_{1}$ is an unbounded domain in space $\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{1}, \ldots, x_{k} \in \mathbb{R}\right\}$, and $\Omega_{2}$ is a bounded domain in space $\left\{\left(x_{k+1}, \ldots, x_{n}\right) \mid x_{k+1}, \ldots, x_{n} \in \mathbb{R}\right\}$. Also we suppose that 1) $\widehat{a}_{i j}=\widehat{a}_{j i} \in L_{\infty}(Q), i, j=\overline{1, k}$, are functions such that for a.e. $(x, t) \in Q$ a quadratic form $\sum_{i, j=1}^{k} \widehat{a}_{i j}(x, t) \eta_{i} \eta_{j}, \quad\left(\eta_{1}, \ldots, \eta_{k}\right) \in \mathbb{R}^{k}$, is positive, 2) for every $i \in$
$\{0, k+1, \ldots, n\}$ a function $\widehat{a}_{i}: Q \rightarrow \mathbb{R}$ is measurable, and $0<\operatorname{ess}_{\inf }^{\Omega^{\prime} \times(0, T)}, \widehat{a}_{i} \leqslant$ ess $\sup _{\Omega^{\prime} \times(0, T)} \widehat{a}_{i}<+\infty$ for all $\left.\Omega^{\prime} \in B d(\Omega), 3\right)$ for every $i \in\{k+1, \ldots, n\}$ a function $p_{i}: \Omega \rightarrow \mathbb{R}$ is measurable, and $1<\operatorname{essinf}_{\Omega^{\prime}} p_{i} \leqslant \operatorname{ess}_{\sup }^{\Omega^{\prime}} p_{i}<+\infty$ for all $\Omega^{\prime} \in B d(\Omega)$ (the functions $p_{i}, i=\overline{k+1, n}$, are called exponents of the nonlinearity).

In remark 3.5, we have given additional conditions for the coefficients of equation (1.5), which together with those indicated here guarantee the existence and uniqueness of a weak solution of problem (1.5), (1.2), (1.3) in some class of functions, which have corresponding behavior at infinity.

Initial-boundary value problems for parabolic equations in unbounded domains with respect to the spatial variables were studied by many authors. As is well known, to guarantee the uniqueness of the solution of the initial-boundary value problems for linear parabolic equations in unbounded domains (in particular, these problems can be described by (1.4), (1.2), (1.3)) we need some restrictions on solution's behavior as $|x| \rightarrow+\infty$ (for example, solution's growth restriction as $|x| \rightarrow+\infty$, or belonging of solution to some functional spaces). Since the uniqueness of solution is the determining condition to the well-posedness of problems for evolutionary equations, then it is naturally to formulate the initialboundary value problem for equation (1.1) in the following form: to find the solution of this equation that satisfies conditions (1.2), (1.3), and some restrictions on its behavior as $|x| \rightarrow+\infty$. Firstly this was obtained in [1]. There it was shown that the classical solution of the Cauchy problem for heat equation

$$
\begin{equation*}
u_{t}-\Delta u=0, \quad(x, t) \in \mathbb{R}^{n} \times(0, T],\left.\quad u\right|_{t=0}=u_{0}(x), x \in \mathbb{R}^{n} \tag{1.6}
\end{equation*}
$$

is a unique in the class of the functions such that

$$
\begin{equation*}
|u(x, t)| \leqslant A e^{a|x|^{2}} \quad \text { for all } \quad(x, t) \in \mathbb{R}^{n} \times[0, T] \tag{1.7}
\end{equation*}
$$

where constants $a, A$ are depending on $u$, while restriction (1.7) is an essential condition for the uniqueness of the solution of the problem. Or rather, in [1], [2] was proved that problem (1.6) with $u_{0} \equiv 0$ has a nontrivial solution with growth $A e^{a|x|^{2+\varepsilon}}$ as $|x| \rightarrow+\infty$ for $\varepsilon>0$. Remark that restriction (1.7) can be interpreted as an analog of the boundary condition at infinity. Similar results for weak solutions of linear parabolic equations from a wide class were obtained in [3], and to substantiate these results used an analogue of the principle of Saint-Venant known in mechanics. The similar situation is with nonlinear parabolic equations from certain classes (see [4-9], etc).

Note that we need some restrictions on the data-in behavior as $|x| \rightarrow+\infty$ to solvability of the initial-boundary value problems for parabolic equations considered above. In particular, in the paper [1] it was shown that a classical solution of a problem (1.6), (1.7) exists if $u_{0}$ satisfies the condition: $\left|u_{0}(x)\right| \leqslant B e^{b|x|^{2}}$ for all $x \in \mathbb{R}^{n}$, where $b, B$ are any constants.

However, there are nonlinear parabolic equations for which the corresponding initial-boundary value problems are unique solvable without any conditions at
infinity. First result was proved in [10] for equation (1.5) with $p_{0}=$ const $>2$, and $p_{k+1}=\ldots=p_{n}=2$. Similar results were obtained for nonlinear parabolic equations in $[10-20]$, etc.

Nonlinear differential equations with variable exponents of the nonlinearity (for example, equation (1.5)) appear as mathematical models in various physical processes. In particular, these equations describe electroreological substance flows, image recovering processes, electric current in the conductor with changing temperature field (see [21]). Nonlinear differential equations with variable exponents of the nonlinearity were intensively studied in [22-29], etc. The corresponding generalizations of Lebesgue and Sobolev spaces (see [30]) were used in these investigations.

In this work we consider a class of second order parabolic equations in unbounded domains with respect to the spatial variables, which require for the correct formulation of the initial-boundary value problems of setting conditions for the behavior of the solution at infinity. This class contains both linear (see, for example, (1.4)) and nonlinear equations with variable exponents of the nonlinearity (see, for example, (1.5))). Here we complement and generalize results for linear (see, for example, [3]), and nonlinear parabolic equations with constant exponents of the nonlinearity (see, for example, [6]). As we know from the available sources, nonlinear parabolic equations with variable exponents of the nonlinearity were not previously investigated in the context of the problem under consideration. In our researches, we use an analog of the well-known in mechanics Saint-Venant principle. It was developed in $[3,6,31,32]$, and others. Moreover, to prove the solvability of our problem we use the method of exhaustion for unbounded domains, and the monotonicity method [33].

The article is organized as follows. In Section 2, we describe functional spaces which are used in the sequel. In Section 3, we set the researched problem and formulate the main results. Section 4 contains auxiliary statements that are used in the next section. Finally, Section 5 is devoted to substantiation of the main results.

## 2. Main notation

Firstly, we introduce some functional spaces. Let $r: \Omega \rightarrow \mathbb{R}$ be a measurable function, $r(x) \geqslant 1$ for almost every (a.e.) $x \in \Omega$, and ess $\sup _{x \in \Omega^{\prime}} r(x)<\infty$ for any $\Omega^{\prime} \in B d(\Omega)$. For any $\Omega^{\prime} \in B d(\Omega)$ we denote by $L_{r(\cdot)}\left(\Omega^{\prime}\right)$ the linear space of (classes of) measurable functions $v: \Omega^{\prime} \rightarrow \mathbb{R}$ such that $\rho_{\Omega^{\prime}, r}(v):=\int_{\Omega^{\prime}}|v(x)|^{r(x)} d x<\infty$. This is the Banach space with a norm

$$
\|v\|_{L_{r(\cdot)}\left(\Omega^{\prime}\right)}:=\inf \left\{\lambda>0 \mid \rho_{\Omega^{\prime}, r}(v / \lambda) \leqslant 1\right\}
$$

Space $L_{r(\cdot)}\left(\Omega^{\prime}\right)$ is called the Lebesgue space with variable exponent or generalized Lebesgue space (see, for example, [30]). If $r(x)>1$ for a.e. $x \in \Omega$, put by definition $r^{\prime}(x):=r(x) /(r(x)-1)$ for a.e. $x \in \Omega$. As is well known, the dual space $\left(L_{r(\cdot)}\left(\Omega^{\prime}\right)\right)^{\prime}$ can be identified with $L_{r^{\prime}(\cdot)}\left(\Omega^{\prime}\right)$ under the condition ess $\inf _{x \in \Omega^{\prime}} r(x)>1$. Note
also that in the case $r(x)=r=$ const $\geqslant 1$ for a.e. $x \in \Omega^{\prime} \in B d(\Omega)$ we have $L_{r(\cdot)}\left(\Omega^{\prime}\right)=L_{r}\left(\Omega^{\prime}\right)$, and $\|\cdot\|_{L_{r(\cdot)}\left(\Omega^{\prime}\right)}=\|\cdot\|_{L_{r}\left(\Omega^{\prime}\right)}$.

Denote by $L_{r(\cdot), \text { loc }}(\bar{\Omega})$ the linear space of (classes of) measurable functions $v: \Omega \rightarrow \mathbb{R}$ such that their restrictions $\left.v\right|_{\Omega^{\prime}}$ belong to the space $L_{r(\cdot)}\left(\Omega^{\prime}\right)$ for any set $\Omega^{\prime} \in B d(\Omega)$. This space with a family of seminorms $\left\{\|\cdot\|_{L_{r(\cdot)}\left(\Omega^{\prime}\right)} \mid \Omega^{\prime} \in\right.$ $B d(\Omega)\}$ is complete locally convex. Then a sequence $\left\{v_{l}\right\}_{l=1}^{\infty}$ converges to $v$ in $L_{r(\cdot) \text {, loc }}(\bar{\Omega})$ strongly (correspondly, weakly), if for any domain $\Omega^{\prime} \in B d(\Omega)$ the sequence $\left\{\left.v_{l}\right|_{\Omega^{\prime}}\right\}_{l=1}^{\infty}$ converges to $\left.v\right|_{\Omega^{\prime}}$ in $L_{r(\cdot)}\left(\Omega^{\prime}\right)$ strongly (correspondly, weakly). As above, we introduce the space $L_{r(\cdot)}\left(Q^{\prime}\right)$, where $Q^{\prime}=\Omega^{\prime} \times(0, T), \Omega^{\prime} \in B d(\Omega)$, by using the functional $\rho_{Q^{\prime}, r}(w):=\iint_{Q^{\prime}}|w(x, t)|^{r(x)} d x d t$ instead of $\rho_{\Omega^{\prime}, r}(v)$. Then we define a complete locally convex space $L_{r(\cdot), \text { loc }}(\bar{Q})$ along with a family of seminorms $\left\{\|\cdot\|_{L_{r(\cdot)}\left(\Omega^{\prime} \times(0, T)\right)} \mid \Omega^{\prime} \in B d(\Omega)\right\}$.

Let the following condition holds:
$(\mathbf{P}) p=\left(p_{0}, p_{1}, \ldots, p_{n}\right): \Omega \rightarrow \mathbb{R}^{1+n}$ is a vector-valued function such that for every $i \in\{0,1, \ldots, n\}$ the function $p_{i}: \Omega \rightarrow \mathbb{R}$ is measurable, and for any $\Omega^{\prime} \in B d(\Omega)$


Let $p^{\prime}=\left(p_{0}^{\prime}, p_{1}^{\prime}, \ldots, p_{n}^{\prime}\right)$ be the vector-valued function such that $\frac{1}{p_{i}(x)}+\frac{1}{p_{i}^{\prime}(x)}=1$ for a.e. $x \in \Omega, i=\overline{0, n}$. Obviously, the function $p^{\prime}$ satisfies condition ( $\mathbf{P}$ ) with $p_{i}^{\prime}$ instead of $p_{i}, i=\overline{0, n}$.

For any domain $\Omega^{\prime} \in B d(\Omega)$ we define the space

$$
W_{p(\cdot)}^{1}\left(\Omega^{\prime}\right):=\left\{v \in L_{p_{0}(\cdot)}\left(\Omega^{\prime}\right) \mid v_{x_{i}} \in L_{p_{i}(\cdot)}\left(\Omega^{\prime}\right), i=\overline{1, n}\right\} .
$$

This is the Banach space with the norm

$$
\|v\|_{W_{p(\cdot)}^{1}\left(\Omega^{\prime}\right)}:=\|v\|_{L_{p_{0}(\cdot)}\left(\Omega^{\prime}\right)}+\sum_{i=1}^{n}\left\|v_{x_{i}}\right\|_{L_{p_{i}(\cdot)}\left(\Omega^{\prime}\right)} .
$$

Space $W_{p(\cdot)}^{1}\left(\Omega^{\prime}\right)$ is called the Sobolev space with variable exponent or generalized Sobolev space (see, for example, [30]). Denote by $W_{p(\cdot), \text { loc }}^{1}(\bar{\Omega})$ the complete locally convex space of (classes of) functions $v \in L_{p_{0}(\cdot), \text { loc }}(\bar{\Omega})$ such that $v_{x_{i}} \in L_{p_{i}(\cdot), \text { loc }}(\bar{\Omega})$, $i=\overline{1, n}$, along with a family of seminorms $\left\{\|v\|_{\left.W_{p(\cdot)}^{1}\left(\Omega^{\prime}\right)\right)} \mid \Omega^{\prime} \in B d(\Omega)\right\}$. Let $\widetilde{W}_{p(\cdot), \text { loc }}^{1}(\bar{\Omega})$ be the closure of the set $\widetilde{C}^{1}(\bar{\Omega}):=\left\{v \in C^{1}(\bar{\Omega})|v|_{\Gamma_{0}}=0\right\}$ in space $W_{p(\cdot) \text {, loc }}^{1}(\bar{\Omega})$. By $\widetilde{W}_{p(\cdot), \mathrm{c}}^{1}(\Omega)$ we denote a subspace of $\widetilde{W}_{p(\cdot), \text { loc }}^{1}(\bar{\Omega})$ consisting of functions with bounded supports.

For the domain $Q^{\prime}=\Omega^{\prime} \times(0, T)$, where $\Omega^{\prime} \in B d(\Omega)$, we put

$$
W_{p(\cdot)}^{1,0}\left(Q^{\prime}\right):=\left\{w \in L_{p_{0}(\cdot)}\left(Q^{\prime}\right) \mid w_{x_{i}} \in L_{p_{i}(\cdot)}\left(Q^{\prime}\right), \quad i=\overline{1, n}\right\} .
$$

This is the Banach space with the norm

$$
\|w\|_{W_{p(\cdot)}^{1,0}\left(Q^{\prime}\right)}:=\|w\|_{L_{p_{0}(\cdot)}\left(Q^{\prime}\right)}+\sum_{i=1}^{n}\left\|w_{x_{i}}\right\|_{L_{p_{i}(\cdot)}\left(Q^{\prime}\right)} .
$$

Denote by $W_{p(\cdot), \text { loc }}^{1,0}(\bar{Q})$ the complete locally convex space of (classes of) functions $w \in L_{p_{0}(\cdot), \operatorname{loc}}(\bar{Q})$ such that $w_{x_{i}} \in L_{p_{i}(\cdot), \operatorname{loc}}(\bar{Q}), i=\overline{1, n}$, along with a family of seminorms $\left\{\|w\|_{W_{p \cdot()}^{1,0}\left(\Omega^{\prime} \times(0, T)\right)} \mid \Omega^{\prime} \in B d(\Omega)\right\}$. By $\widetilde{W}_{p(\cdot), \text { loc }}^{1,0}(\bar{Q})$ we denote a subspace of functions $w \in W_{p(\cdot), \text { loc }}^{1,0}(\bar{Q})$ such that $w(\cdot, t)$ belongs to $\widetilde{W}_{p(\cdot), \text { loc }}^{1}(\bar{\Omega})$ for a.e. $t \in(0, T)$.

By definition, put
$C\left([0, T] ; L_{2, \mathrm{loc}}(\bar{\Omega})\right):=\left\{w:[0, T] \rightarrow L_{2, \mathrm{loc}}(\bar{\Omega}) \mid w \in C\left([0, T] ; L_{2}\left(\Omega^{\prime}\right)\right) \forall \Omega^{\prime} \in B d(\Omega)\right\}$.
This space with the family of seminorms

$$
\left\{\|w\|_{C\left([0, T] ; L_{2}\left(\Omega^{\prime}\right)\right)}:=\max _{t \in[0, T]}\|w(\cdot, t)\|_{L_{2}\left(\Omega^{\prime}\right)} \mid \Omega^{\prime} \in B d(\Omega)\right\}
$$

is complete locally convex.
Denote by

$$
\mathbb{U}_{p, \mathrm{loc}}(\bar{Q}):=\widetilde{W}_{p(\cdot), \mathrm{loc}}^{1,0}(\bar{Q}) \cap C\left([0, T] ; L_{2, \mathrm{loc}}(\bar{\Omega})\right)
$$

This space is complete locally convex along with a family of seminorms $\left\{\|w\|_{W_{p(\cdot)}^{1,0}\left(\Omega^{\prime} \times(0, T)\right)}+\|w\|_{C\left([0, T] ; L_{2}\left(\Omega^{\prime}\right)\right)} \mid \Omega^{\prime} \in B d(\Omega)\right\}$.

Finally, let $C_{c}^{1}(0, T) \subset C^{1}(0, T)$ be a set of functions with compact supports on $(0, T)$.

## 3. Statement of the problem and formulation of main results

We will consider weak solutions of the problem (1.1) - (1.3). To define them, we introduce corresponding data-in classes.

Let $p=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ be a vector-valued function that satisfies condition $(\mathbf{P})$. By $\mathbb{A}_{p}$ we denote all ordered collections $\left(a_{0}, a_{1}, \ldots, a_{n}\right)$ of the real functions satisfying the following conditions:
$\left(\mathbf{A}_{1}\right)$ for every $i \in\{0,1, \ldots, n\}$, function $a_{i}(x, t, \rho, \xi),(x, t, \rho, \xi) \in Q \times \mathbb{R}^{1+n}$, is a Carathéodory, i.e., function $a_{i}(x, t, \cdot, \cdot): \mathbb{R}^{1+n} \rightarrow \mathbb{R}$ is a continuous for a.e. $(x, t) \in Q$, and function $a_{i}(\cdot, \cdot, \rho, \xi): Q \rightarrow \mathbb{R}$ is a measurable for every $(\rho, \xi) \in \mathbb{R}^{1+n}$; in addition, $a_{i}(x, t, 0,0)=0$ for a.e. $(x, t) \in Q, i=\overline{0, n}$;
$\left(\mathbf{A}_{2}\right)$ for every $i \in\{0,1, \ldots, n\}$, for a.e. $(x, t) \in Q$, and for every $(\rho, \xi) \in \mathbb{R}^{1+n}$ the following inequality holds

$$
\left|a_{i}(x, t, \rho, \xi)\right| \leqslant h_{i, 1}(x, t)\left(|\rho|^{p_{0}(x) / p_{i}^{\prime}(x)}+\sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}(x) / p_{i}^{\prime}(x)}\right)+h_{i, 2}(x, t),
$$

where $h_{i, 1} \in L_{\infty, \operatorname{loc}}(\bar{Q}), h_{i, 2} \in L_{p_{i}^{\prime}(\cdot), \text { loc }}(\bar{Q})$.

Now we give a definition of a weak solution of problem (1.1) - (1.3). We assume that $p$ satisfies condition $(\mathbf{P}),\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in \mathbb{A}_{p}, f \in L_{2, \mathrm{loc}}(\bar{Q}), u_{0} \in L_{2, \text { loc }}(\bar{\Omega})$.

Definition 3.1. A weak solution of problem (1.1) - (1.3) is called a function $u \in \mathbb{U}_{p, \text { loc }}(\bar{Q})$ that satisfies (in the sense of space $C\left([0, T] ; L_{2, \text { loc }}(\bar{\Omega})\right)$ ) the initial condition

$$
\begin{equation*}
u(\cdot, 0)=u_{0}(\cdot) \quad \text { a.e. on } \quad \Omega, \tag{3.1}
\end{equation*}
$$

and the integral identity

$$
\begin{align*}
& \iint_{Q}\left[-u \psi \varphi^{\prime}+\sum_{i=1}^{n} a_{i}(x, t, u, \nabla u) \psi_{x_{i}} \varphi+a_{0}(x, t, u, \nabla u) \psi \varphi\right] d x d t \\
&=\iint_{Q} f \psi \varphi d x d t \quad \forall \psi \in \widetilde{W}_{p(\cdot), c}^{1}(\Omega), \forall \varphi \in C_{c}^{1}(0, T) . \tag{3.2}
\end{align*}
$$

Suppose $0 \in \Omega$. Let $k \in\{1, \ldots, n\}$ be a number such that for any $\tau>0$ the set $\widetilde{\Omega}_{\tau}:=\Omega \cap\left\{\left.x \in \mathbb{R}^{n}| | x_{1}\right|^{2}+\ldots+\left|x_{k}\right|^{2}<\tau^{2}\right\}$ is bounded. For any $\tau>0$ we denote by $\Omega_{\tau}$ a connected component of the set $\widetilde{\Omega}_{\tau}$ that contains 0 . For any $\tau>0$ put $Q_{\tau}:=\Omega_{\tau} \times(0, T)$. Obviously, $\Omega=\bigcup_{\tau>0} \Omega_{\tau}, Q=\bigcup_{\tau>0} Q_{\tau}$.

The choice of value $k$ depends on the geometry of the domain $\Omega$ (up to the numbering of variables $x_{1}, \ldots, x_{n}$ ). Obviously, in the general case we can take $k=n$, and, in this case, the class of equations considered below will consist of generalizations of equation (1.4), or rather, of almost linear equations. But in the case of $k<n$ the class of equations to which the following results apply is wider than in the case of $k=n$, and the smaller the value of $k$ the wider the class of these equations (to confirm this, see (1.5)).

Let us illustrate possibilities of the value's $k$ considered two examples.
Example 3.1. Assume $\Omega=\Omega_{1} \times \Omega_{2}$, where $\Omega_{1}$ is an unbounded domain in $\mathbb{R}^{l}:=$ $\left\{\left(x_{1}, \ldots, x_{l}\right) \mid x_{i} \in \mathbb{R}, i=\overline{1, l}\right\}$ for some $l \in\{1, \ldots, n-1\}, \Omega_{2}$ is a bounded domain in $\mathbb{R}^{n-l}:=\left\{\left(x_{l+1}, \ldots, x_{n}\right) \mid x_{i} \in \mathbb{R}, i=\overline{l+1, n}\right\}$, and $0 \in \Omega$. Then we can take arbitrary $k \in\{l, \ldots, n\}$. If $k=l$, then $\Omega_{\tau}=\Omega_{1, \tau} \times \Omega_{2}$ for any $\tau>0$, where $\Omega_{1, \tau}$ is a connected component of the set $\Omega_{1} \cap\left\{\left.\left(x_{1}, \ldots, x_{l}\right) \in \mathbb{R}^{l}| | x_{1}\right|^{2}+\ldots+\left|x_{l}\right|^{2}<\tau^{2}\right\}$ such that $0 \in \Omega_{1, R}$.
Example 3.2. Suppose

$$
\Omega:=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \mid-\infty<x_{1}<+\infty, \quad-\phi_{1}\left(x_{1}\right)<x_{2}<\phi_{2}\left(x_{1}\right)\right\},
$$

where for each $m \in\{1,2\}$ a function $\phi_{m}$ is continuous on $\mathbb{R}$, and $\phi_{m}(s)>0$ for all $s \in \mathbb{R}$. Then we can take either $k=1$ or $k=2$. In case $k=1$, we have $\Omega_{\tau}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}| | x_{1} \mid<\tau, \quad-\phi_{1}\left(x_{1}\right)<x_{2}<\phi_{2}\left(x_{1}\right)\right\}$ for any $\tau>0$. If $k=2$, then

$$
\begin{gathered}
\Omega_{\tau}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}| | x_{1} \mid<\tau,\right. \\
-\min \left\{\phi_{1}\left(x_{1}\right), \sqrt{\tau^{2}-\left|x_{1}\right|^{2}}\right\}<x_{2}<\min \left\{\phi_{2}\left(x_{1}\right), \sqrt{\tau^{2}-\left|x_{1}\right|^{2}}\right\}
\end{gathered}
$$

for any $\tau>0$.

By definition, put

$$
\begin{gathered}
\Gamma_{j, \tau}:=\Gamma_{j} \cap \partial \Omega_{\tau}, j=0,1, \quad \Gamma_{*, \tau}:=\Omega \cap \partial \Omega_{\tau} \\
\Sigma_{j, \tau}:=\Gamma_{j, \tau} \times(0, T), j=0,1, \quad \Sigma_{*, \tau}:=\Gamma_{*, \tau} \times(0, T), \quad \tau>0
\end{gathered}
$$

We will use a notation

$$
\nabla_{k} v:=\left(v_{x_{1}}, \ldots, v_{x_{k}}\right), \quad\left|\nabla_{k} v\right|:=\left(\left|v_{x_{1}}\right|^{2}+\ldots+\left|v_{x_{k}}\right|^{2}\right)^{1 / 2}
$$

Everywhere further we will consider that is carried out the following condition:
$\left(\mathbf{P}^{*}\right) p=\left(p_{0}, p_{1}, \ldots, p_{n}\right): \Omega \rightarrow \mathbb{R}^{1+n}$ satisfy condition $(\mathbf{P})$, and $p_{0}(x)=p_{1}(x)=$ $\ldots=p_{k}(x)=2$ for a.e. $x \in \Omega$.

Suppose $\mathbb{A}_{p}^{*}$ is a subset of $\mathbb{A}_{p}$, which every element satisfies conditions $\left(\mathbf{A}_{1}\right)$, $\left(\mathbf{A}_{2}\right)$, and the following condition:
$\left(\mathbf{A}_{3}\right)$ for a.e. $(x, t) \in Q$ and for every $\left(\rho_{1}, \xi^{1}\right),\left(\rho_{2}, \xi^{2}\right) \in \mathbb{R}^{1+n}$, we have

$$
\begin{align*}
& \sum_{i=1}^{k}\left|a_{i}\left(x, t, \rho_{1}, \xi^{1}\right)-a_{i}\left(x, t, \rho_{2}, \xi^{2}\right)\right| \leqslant g_{1}(x, t)\left|\xi^{\prime 1}-\xi^{\prime 2}\right|+g_{2}(x, t)\left|\rho_{1}-\rho_{2}\right| \\
& \sum_{i=1}^{n}\left(a_{i}\left(x, t, \rho_{1}, \xi^{1}\right)-a_{i}\left(x, t, \rho_{2}, \xi^{2}\right)\right)\left(\xi_{i}^{1}-\xi_{i}^{2}\right)+\left(a_{0}\left(x, t, \rho_{1}, \xi^{1}\right)\right.  \tag{3.3}\\
& \left.\quad-a_{0}\left(x, t, \rho_{2}, \xi^{2}\right)\right)\left(\rho_{1}-\rho_{2}\right) \geqslant q_{1}(x, t)\left|\xi^{\prime 1}-\xi^{\prime 2}\right|^{2}+q_{2}(x, t)\left|\rho_{1}-\rho_{2}\right|^{2} \tag{3.4}
\end{align*}
$$

where $\xi^{\prime j}:=\left(\xi_{1}^{j}, \ldots, \xi_{k}^{j}\right),\left|\xi^{\prime j}\right|:=\left(\left|\xi_{1}^{j}\right|^{2}+\ldots+\left|\xi_{k}^{j}\right|^{2}\right)^{1 / 2}, j \in\{1,2\}$, and $g_{1}$, $g_{2}, q_{1}, q_{2}: \bar{Q} \rightarrow \mathbb{R}$ are continuous functions on $\bar{Q}$ that satisfy the following conditions:

- $g_{1}(x, t)>0, g_{2}(x, t) \geqslant 0, q_{1}(x, t)>0$ for all $(x, t) \in \bar{Q}, \inf _{\bar{Q}} q_{2}>-\infty$;
- there exist a real number $\mu$, and continuous functions $d_{1}, d_{2}, \lambda$ defined on $[1,+\infty)$ such that

$$
\begin{gather*}
\qquad q_{2}(x, t)+\mu>0 \quad \text { for all }(x, t) \in \bar{Q}  \tag{3.5}\\
\text { for all } \tau \geqslant 1: \quad d_{1}(\tau) \geqslant \max _{\overline{\Sigma_{*, \tau}}} \frac{g_{1}}{\sqrt{q_{1}}}, \quad d_{2}(\tau) \geqslant \frac{\max }{\bar{\Sigma}_{*, \tau}} g_{2}  \tag{3.6}\\
\text { for all } \tau \geqslant 1: \quad-\mu<\lambda(\tau) \leqslant \inf _{t, v} \frac{\int_{\Gamma_{*, \tau}}\left[q_{1}\left|\nabla_{k} v\right|^{2}+q_{2}|v|^{2}\right] d \Gamma}{\int_{\Gamma_{*, \tau}}|v|^{2} d \Gamma}, \tag{3.7}
\end{gather*}
$$

where the infimum is taken over all numbers $t \in[0, T]$, and all functions $v$ that are continuously differentiable in the neighborhood of $\overline{\Gamma_{*, \tau}}$, and $v=0$
on $\partial \Gamma_{*, \tau} \cap \Gamma_{0}$ (in particular, $-\mu<\lambda(\tau) \leqslant \min _{\overline{\Sigma_{*, \tau}}} q_{2}$ ),
while

$$
\begin{equation*}
\int_{1}^{+\infty} \frac{d \tau}{A_{\mu}(\tau)}=+\infty \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\mu}(\tau):=\frac{d_{1}(\tau)}{\sqrt{\lambda(\tau)+\mu}}+\frac{d_{2}(\tau)}{\lambda(\tau)+\mu}, \quad \tau \geqslant 1 \tag{3.9}
\end{equation*}
$$

Remark 3.1. If $\sup _{\bar{Q}} \frac{g_{1}}{\sqrt{q_{1}}}<+\infty$, $\sup _{\bar{Q}} g_{2}<+\infty$, then functions $d_{1}, d_{2}, \lambda$ can be chosen as constants. Namely, $d_{1}(\tau):=d_{1,0}, d_{2}(\tau):=d_{2,0}, \lambda(\tau):=\lambda_{0}$ for all $\tau \geqslant 1$, where $d_{1,0}, d_{2,0}, \lambda_{0}$ are constants such that

$$
d_{1,0} \geqslant \sup _{\bar{Q}} \frac{g_{1}}{\sqrt{q_{1}}}, \quad d_{2,0} \geqslant \sup _{\bar{Q}} g_{2}, \quad \lambda_{0} \leqslant \inf _{\bar{Q}} q_{2}
$$

Then we can take $\mu$ such that $\lambda_{0}>-\mu$, and

$$
A_{\mu}(\tau)=A_{\mu, 0}:=\frac{d_{1,0}}{\sqrt{\lambda_{0}+\mu}}+\frac{d_{2,0}}{\lambda_{0}+\mu} \quad \text { for all } \tau \geqslant 1
$$

Suppose $\mathbb{A}_{p}^{* *}$, in the case of $k<n$, is a subset of $\mathbb{A}_{p}^{*}$, which arbitrary element satisfies the following condition:
$\left(\mathbf{A}_{4}\right)$ for a.e. $(x, t) \in Q$ and for every $(\rho, \xi) \in \mathbb{R}^{1+n}$, we have

$$
\begin{equation*}
\sum_{i=0}^{n} a_{i}(x, t, \rho, \xi) \xi_{i}+a_{0}(x, t, \rho, \xi) \rho \geqslant q_{3}(x, t) \sum_{i=k+1}^{n}\left|\xi_{i}\right|^{p_{i}(x)}-q_{4}(x, t)|\rho|^{2}-h(x, t) \tag{3.10}
\end{equation*}
$$

where $q_{3}, q_{4} \in C(\bar{Q}), q_{3}(x, t)>0$ for all $(x, t) \in \bar{Q}, 0 \leqslant \sup _{\bar{Q}} q_{4}<+\infty$, $h \in L_{1, \text { loc }}(\bar{Q}), h \geqslant 0$ a.e. on $Q$.

In the case of $k=n$ we will assume that $\mathbb{A}_{p}^{* *}:=\mathbb{A}_{p}^{*}$.
It is easy to prove that the initial problem

$$
\begin{equation*}
\frac{d \tau}{d \alpha}=A_{\mu}(\tau), \quad \tau(0)=1 \tag{3.11}
\end{equation*}
$$

has a unique solution $\tau(\alpha), \alpha \in[0,+\infty)$, and this solution is determined by the equality

$$
\begin{equation*}
\int_{1}^{\tau(\alpha)} \frac{d s}{A_{\mu}(s)}=\alpha, \quad \alpha \geqslant 0 \tag{3.12}
\end{equation*}
$$

From this and (3.8) it follows that

$$
\begin{equation*}
\tau(\alpha) \rightarrow+\infty \quad \text { as } \quad \alpha \rightarrow+\infty \tag{3.13}
\end{equation*}
$$

Suppose $\tau(\alpha), \alpha \in[0,+\infty)$, is a solution of problem (3.11), and put

$$
\begin{array}{lll}
\Omega^{\alpha}:=\Omega_{\tau(\alpha)}, & \Gamma_{j}^{\alpha}:=\Gamma_{j, \tau(\alpha)}, j=0,1, & \Gamma_{*}^{\alpha}:=\Gamma_{*, \tau(\alpha)}, \\
Q^{\alpha}:=Q_{\tau(\alpha)}, & \Sigma_{j}^{\alpha}:=\Sigma_{j, \tau(\alpha)}, j=0,1, & \Sigma_{*}^{\alpha}:=\Sigma_{*, \tau(\alpha)} .
\end{array}
$$

Note that in view of (3.13) we have $\Omega=\bigcup_{\alpha>0} \Omega^{\alpha}, Q=\bigcup_{\alpha>0} Q^{\alpha}$.
Let $\left\{\Lambda_{m}\right\}_{m=1}^{\infty}$ be a sequence of real numbers such that for all $m \in \mathbb{N}$ we have

$$
\begin{equation*}
-\mu<\Lambda_{m} \leqslant \inf _{t, v} \frac{\int_{\Omega^{m}}\left[q_{1}\left|\nabla_{k} v\right|^{2}+q_{2}|v|^{2}\right] d x}{\int_{\Omega^{m}}|v|^{2} d x}, \tag{3.14}
\end{equation*}
$$

where the infimum is taken over all numbers $t \in[0, T]$, and functions $v \in C^{1}\left(\overline{\Omega^{m}}\right)$ such that $v=0$ on $\partial \Omega^{m} \backslash \Gamma_{1}^{m}$ (in particular, $-\mu<\Lambda_{m} \leqslant \min _{\overline{Q^{m}}} q_{2}$ ).

Denote

$$
\begin{gather*}
E_{k, \mu}(w):=q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}, \\
\langle w\rangle_{\alpha}:=\left(\iint_{Q^{\alpha}} E_{k, \mu}(w) e^{-2 \mu t} d x d t\right)^{1 / 2}, \alpha \geqslant 0 . \tag{3.15}
\end{gather*}
$$

Now we formulate our main results.
Theorem 3.1 (a uniqueness of the solution). Let $p$ satisfies condition ( $\left.\mathbf{P}^{*}\right), f \in$ $L_{2, \text { loc }}(\bar{Q}), u_{0} \in L_{2, \operatorname{loc}}(\bar{\Omega}),\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in \mathbb{A}_{p}^{*}$. Then problem (1.1) - (1.3) has at most one weak solution such that

$$
\begin{equation*}
e^{-R / 2}\langle u\rangle_{R} \rightarrow 0 \quad \text { as } \quad R \rightarrow+\infty \tag{3.16}
\end{equation*}
$$

(an analog of the boundary condition at infinity), where $\langle\cdot\rangle_{R}$ defined in (3.15).
Remark 3.2. Assertion (3.16) is equivalent to the condition

$$
\begin{equation*}
e^{-\int_{1}^{r} \frac{d s}{A_{\mu}(s)}} \iint_{Q_{r}}\left[q_{1}\left|\nabla_{k} u\right|^{2}+\left(q_{2}+\mu\right)|u|^{2}\right] d x d t \rightarrow 0 \quad \text { as } \quad r \rightarrow+\infty . \tag{3.17}
\end{equation*}
$$

It follows from (3.12), if to remark that $Q^{R}=Q_{r}$, if $R=\int_{1}^{r} \frac{d s}{A_{\mu}(s)}$.
Theorem 3.2 (an existence of the solution). Let $p$ satisfies condition ( $\mathbf{P}^{*}$ ), $f \in$ $L_{2, \text { loc }}(\bar{Q}), u_{0} \in L_{2, \text { loc }}(\bar{\Omega}),\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in \mathbb{A}_{p}^{* *}$. Also suppose for some number $\varkappa \in(0,1)$ the following inequality holds

$$
\begin{equation*}
\left(\Lambda_{m}+\mu\right)^{-1} \iint_{Q^{m}}|f|^{2} e^{-2 \mu t} d x d t+\int_{\Omega^{m}}\left|u_{0}\right|^{2} d x \leqslant C_{1} e^{(1-\varkappa) m} \quad \forall m \in \mathbb{N}, \tag{3.18}
\end{equation*}
$$

where $C_{1}>0$ is a constant.
Then there exists a weak solution of problem (1.1) - (1.3) satisfying condition (3.16). Moreover, for this solution the following estimate is fulfilled:

$$
\begin{equation*}
\langle u\rangle_{m} \leqslant C_{2} e^{(1-\varkappa) m / 2} \quad \forall m \in \mathbb{N}, \tag{3.19}
\end{equation*}
$$

where $C_{2}:=\left[\left(2+e^{1 / 2}-e^{-\varkappa / 2}\right) /\left(1-e^{-\varkappa / 2}\right)\right] \sqrt{C_{1}},\langle\cdot\rangle_{m}$ defined in (3.15).

Remark 3.3. Estimate (3.19) is equivalent to the estimate

$$
\begin{equation*}
\iint_{Q_{r}}\left[q_{1}\left|\nabla_{k} u\right|^{2}+\left(q_{2}+\mu\right)|u|^{2}\right] e^{-2 \mu t} d x d t \leqslant C_{3} e^{(1-\varkappa) \int_{1}^{r} \frac{d s}{A_{\mu}(s)}} \quad \forall r \geqslant 1, \tag{3.20}
\end{equation*}
$$

where $C_{3}>0$ is a constant depending only on $\varkappa$ and $C_{1}$.
The statement is substantiated in the same way as (3.17).
Remark 3.4. For equation (1.4) the conditions of Theorems 1 and 2 are satisfied if functions $\widehat{a}_{i j}, i, j=\overline{1, n}, \widehat{a}_{i}, i=\overline{0, n}$, are as in Remark 1.1, and for a.e. $(x, t) \in Q$ following hold

$$
\begin{gathered}
g_{1}(x, t) \geqslant \sum_{i=1}^{n}\left(\sum_{j=1}^{n}\left|\widehat{a}_{i j}(x, t)\right|^{2}\right)^{1 / 2}, \quad g_{2}(x, t)=0, \\
q_{1}(x, t)=\omega / 2, \quad q_{2}(x, t) \leqslant\left(\widehat{a}_{0}(x, t)-\frac{1}{2 \omega} \sum_{i=1}^{n}\left|\widehat{a}_{i}(x, t)\right|^{2}\right),
\end{gathered}
$$

where $g_{1}, g_{2}, q_{1}, q_{2}$ are as in ( $\mathbf{A}_{3}$ ) with $\mu=0$, and $f, u_{0}$ satisfy (3.18).
Remark 3.5. For equation (1.5) the conditions of Theorems 1 and 2 are satisfied if functions $\widehat{a}_{i j}, i, j=\overline{1, k}, \widehat{a}_{i}, i=\overline{k+1, n}, \widehat{a}_{0}$ are as in Remark 1.2, and for a.e. $(x, t) \in Q$ following inequalities hold

$$
\begin{gathered}
\sqrt{k} \sum_{i=1}^{k} \max _{j \in\{1, \ldots, k\}}\left|\widehat{a}_{i j}(x, t)\right| \leqslant g_{1}(x, t), \\
\sum_{i, j=1}^{k} \widehat{a}_{i j}(x, t) \eta_{i} \eta_{j} \geqslant q_{1}(x, t) \sum_{i=1}^{k}\left|\eta_{i}\right|^{2} \quad \forall\left(\eta_{1}, \ldots, \eta_{k}\right) \in \mathbb{R}^{k}, \\
\widehat{a}_{0}(x, t) \geqslant q_{2}(x, t), \min _{i \in\{k+1, \ldots, n\}} \widehat{a}_{i}(x, t) \geqslant q_{3}(x, t),
\end{gathered}
$$

where $g_{1}, q_{1}, q_{2}, q_{3}$ are as in $\left(\mathbf{A}_{3}\right),\left(\mathbf{A}_{4}\right)$ together with $g_{2}=0, q_{4}=0, \mu=0$, and $f, u_{0}$ satisfy (3.18).

## 4. Auxiliary statements

Here we give some auxiliary results which will be used in Section 5. We denote

$$
\begin{gather*}
a_{i}(v)(x, t):=a_{i}(x, t, v(x, t), \nabla v(x, t)), \quad(x, t) \in Q, \quad i=\overline{0, n},  \tag{4.1}\\
\partial_{0} v=v, \quad \partial_{i} v=\partial_{i} v, \quad i=\overline{1, n} . \tag{4.2}
\end{gather*}
$$

Recall that $\operatorname{Lip}(\bar{\Omega})$ is the linear space of Lipschitz continuous functions on $\bar{\Omega}$.

Lemma 4.1 (Lemma 1, [24]). Suppose $p$ satisfies condition $(\mathbf{P}), R>0$ is an arbitrary fixed number, and a function $w \in \widetilde{W}_{p(\cdot), \text { loc }}^{1,0}(\bar{Q})$ satisfies the integral identity

$$
\begin{gather*}
\iint_{Q_{R}}\left[-w \psi \varphi^{\prime}+\sum_{i=0}^{n} g_{i} \partial_{i} \psi \varphi\right] d x d t=0  \tag{4.3}\\
\forall \psi \in \widetilde{W}_{p(\cdot), \mathrm{c}}^{1}(\Omega), \operatorname{supp} \psi \subset \overline{\Omega_{R}}, \forall \varphi \in C_{c}^{1}(0, T),
\end{gather*}
$$

where $g_{i} \in L_{p_{i}^{\prime}(\cdot), \operatorname{loc}}(\bar{Q}), i=\overline{0, n}$, are given functions.
Then for arbitrary function $\zeta \in \operatorname{Lip}(\bar{\Omega}), \operatorname{supp} \zeta \subset \overline{\Omega_{R}}, \zeta \geqslant 0$ we have $\sqrt{\zeta} w \in$ $C\left([0, T] ; L_{2}\left(\Omega_{R}\right)\right)$ (hence, $w \in C\left([0, T] ; L_{2}\left(\Omega_{R^{\prime}}\right)\right)$ for every $\left.R^{\prime} \in(0, R)\right)$. Moreover, for arbitrary functions $\theta \in C^{1}([0, T])$, and for any numbers $t_{1}, t_{2} \in[0, T]\left(t_{1}<t_{2}\right)$ the following equality holds

$$
\begin{align*}
\left.\frac{1}{2}\left[\theta(t) \int_{\Omega_{R}}|w(x, t)|^{2} \zeta(x) d x\right]\right|_{t=t_{1}} ^{t=t_{2}}-\frac{1}{2} & \int_{t_{1}}^{t_{2}} \int_{\Omega_{R}}|w|^{2} \zeta \theta^{\prime} d x d t \\
& +\int_{t_{1}}^{t_{2}} \int_{\Omega_{R}}\left[\sum_{i=0}^{n} g_{i} \partial_{i}(w \zeta)\right] \theta d x d t=0 \tag{4.4}
\end{align*}
$$

If, in addition, it is known that $\left.w\right|_{\Gamma_{*, R} \times(0, T)}=0$, then $w \in C\left([0, T] ; L_{2}\left(\Omega_{R}\right)\right)$, and we can take $\zeta(x)=1, x \in \bar{\Omega}$, in (4.4).

Lemma 4.2 (an analog of Saint-Venant principle). Assume p satisfies condition $\left(\mathbf{P}^{*}\right),\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in \mathbb{A}_{p}^{*}, f \in L_{2, \operatorname{loc}}(\bar{Q}), u_{0} \in L_{2, \mathrm{loc}}(\bar{\Omega})$. Suppose $R>0$ is an arbitrary number, and $u_{1}, u_{2} \in \mathbb{U}_{p, \text { loc }}(\bar{Q})$ such that for each $l \in\{1,2\}$ we have

$$
\begin{equation*}
u_{l}(\cdot, 0)=u_{0}(\cdot) \quad \text { a.e. on } \Omega^{R} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{align*}
\iint_{Q^{R}}\left[-u_{l} \psi \varphi^{\prime}+\sum_{i=0}^{n} a_{i}\left(u_{l}\right) \partial_{i} \psi \varphi\right] d x d t=\iint_{Q^{R}} f \psi \varphi d x d t \\
\forall \psi \in \widetilde{W}_{p(\cdot), c}^{1}(\Omega), \operatorname{supp} \psi \subset \overline{\Omega^{R}}, \quad \forall \varphi \in C_{c}^{1}(0, T) \tag{4.6}
\end{align*}
$$

Then for every $R_{1}, R_{2}, 0<R_{1}<R_{2} \leqslant R$, the following inequality holds

$$
\begin{equation*}
\left\langle u_{1}-u_{2}\right\rangle_{R_{1}} \leqslant e^{\left(R_{1}-R_{2}\right) / 2}\left\langle u_{1}-u_{2}\right\rangle_{R_{2}} \tag{4.7}
\end{equation*}
$$

Remark 4.1. The inequality of type (4.7) has been obtained in [3] for weak solutions from $W_{2, \text { loc }}^{1,1}$ to linear parabolic equations, and in [6], [31], [32] and other works for weak solutions from $W_{2, \text { loc }}^{1,0}$ to quasilinear parabolic equations with constant nonlinearty exponents. This inequality is an analog of the well-known in elasticity theory Saint-Venant principle.

The proof of Lemma 2. For an arbitrary $x \in \mathbb{R}^{n}$ we set $x=\left(x^{\prime}, x^{\prime \prime}\right)$, where $x^{\prime}=$ $\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}, x^{\prime \prime}=\left(x_{k+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-k}$. Let $\left|x^{\prime}\right|=\left(\left|x_{1}\right|^{2}+\ldots+\left|x_{k}\right|^{2}\right)^{1 / 2}$. For any $\delta \in(0,1), \tau \in[1,+\infty), x^{\prime} \in \mathbb{R}^{k}$ we denote

$$
\psi_{\delta}\left(x^{\prime}, \tau\right):= \begin{cases}1, & \text { if }\left|x^{\prime}\right| \leqslant \tau-\delta, \\ \left(\tau-\left|x^{\prime}\right|\right) / \delta, & \text { if } \tau-\delta<\left|x^{\prime}\right|<\tau, \\ 0, & \text { if }\left|x^{\prime}\right| \geqslant \tau\end{cases}
$$

Obviously, for every $i \in\{1, \ldots, k\}$ we have $\partial_{i} \psi_{\delta}\left(x^{\prime}, \tau\right):=0$ if $\left|x^{\prime}\right|<\tau-\delta$ or $\left|x^{\prime}\right|>\tau$, and

$$
\begin{equation*}
\partial_{i} \psi_{\delta}\left(x^{\prime}, \tau\right)=-\frac{x_{i}}{\delta\left|x^{\prime}\right|} \quad \text { if } \tau-\delta<\left|x^{\prime}\right|<\tau \tag{4.8}
\end{equation*}
$$

By definition, put $w:=u_{1}-u_{2}$. Let $\delta \in(0,1), \tau \in(1, \tau(R))$ be arbitrary fixed. We subtract the integral identity (4.6) for $l=2$ from this identity for $l=1$. Applying Lemma 1 to their difference with $t_{1}=0, t_{2}=T, \theta(t):=e^{-2 \mu t}, t \in \mathbb{R}$, $\zeta(x):=\psi_{\delta}\left(x^{\prime}, \tau\right), x=\left(x^{\prime}, x^{\prime \prime}\right) \in \bar{\Omega}$, we obtain

$$
\begin{array}{r}
\left.\frac{1}{2}\left[e^{-2 \mu t} \int_{\Omega_{\tau}}|w(x, t)|^{2} \psi_{\delta}\left(x^{\prime}, \tau\right) d x\right]\right|_{t=0} ^{t=T}+\mu \iint_{Q_{\tau}}|w|^{2} \psi_{\delta} e^{-2 \mu t} d x d t \\
+\iint_{Q_{\tau}}\left[\sum_{i=0}^{n}\left(a_{i}\left(u_{1}\right)-a_{i}\left(u_{2}\right)\right) \partial_{i} w \psi_{\delta}\right] e^{-2 \mu t} d x d t \\
=-\iint_{Q_{\tau}}\left[\sum_{i=1}^{k}\left(a_{i}\left(u_{1}\right)-a_{i}\left(u_{2}\right)\right) w \partial_{i} \psi_{\delta}\right] e^{-2 \mu t} d x d t . \tag{4.9}
\end{array}
$$

Let $\nabla_{k} w:=\left(\partial_{1} w, \ldots, \partial_{k} w\right),\left|\nabla_{k} w\right|:=\left(\sum_{i=1}^{k}\left|\partial_{i} w\right|^{2}\right)^{1 / 2}$. In view of (3.3) we have

$$
\begin{equation*}
\sum_{i=1}^{k}\left|a_{i}\left(u_{1}\right)-a_{i}\left(u_{2}\right)\right| \leqslant g_{1}\left|\nabla_{k} w\right|+g_{2}|w| \quad \text { a.e. on } Q . \tag{4.10}
\end{equation*}
$$

From (4.9), taking into account (3.4), (4.5), (4.8), and (4.10), we deduce

$$
\begin{align*}
& \iint_{Q_{\tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}\right] \psi_{\delta} e^{-2 \mu t} d x d t \\
& \leqslant \frac{1}{\delta} \iint_{Q_{\tau} \backslash Q_{\tau-\delta}}\left[g_{1}\left|\nabla_{k} w\right|+g_{2}|w|\right]|w| e^{-2 \mu t} d x d t . \tag{4.11}
\end{align*}
$$

Note that for an arbitrary function $P \in L_{1, \text { loc }}(\bar{Q})$ we have

$$
\iint_{Q_{\tau} \backslash Q_{\tau-\delta}} P(x, t) d x d t=\int_{\tau-\delta}^{\tau}\left(\iint_{\Sigma_{*, \sigma}} P(x, t) d \Gamma d t\right) d \sigma, \quad \tau>0 .
$$

Using the latter assertion, we pass to the limit in (4.11) as $\delta \rightarrow 0+$. So, we get

$$
\begin{align*}
& \iint_{Q_{\tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}\right] e^{-2 \mu t} d x d t \\
& \quad \leqslant \iint_{\Sigma_{*, \tau}}\left[g_{1}\left|\nabla_{k} w\right|+g_{2}|w|\right]|w| e^{-2 \mu t} d \Gamma d t \quad \text { for a.e. } \tau \in(0, \tau(R)) \tag{4.12}
\end{align*}
$$

From Cauchy-Bunyakovsky-Schvartz inequality it follows that for a.e. $\tau \in$ $(0, \tau(R))$

$$
\begin{align*}
\iint_{\Sigma_{*, \tau}}\left[g_{1}\left|\nabla_{k} w\right|\right. & \left.+g_{2}|w|\right]|w| e^{-2 \mu t} d \Gamma d t \leqslant\left(\iint_{\Sigma_{*, \tau}}\left|g_{1}\right|^{2}\left|\nabla_{k} w\right|^{2} e^{-2 \mu t} d \Gamma d t\right)^{1 / 2} \\
& \times\left(\iint_{\Sigma_{*, \tau}}|w|^{2} e^{-2 \mu t} d \Gamma d t\right)^{1 / 2}+\iint_{\Sigma_{*, \tau}} g_{2}|w|^{2} e^{-2 \mu t} d \Gamma d t \tag{4.13}
\end{align*}
$$

By virtue of (3.6) and (3.7), we obtain for a.e. $\tau \in(0, \tau(R))$ and for a.e. $t \in(0, T)$

$$
\left.\begin{array}{rl}
\int_{\Gamma_{*, \tau}}\left|g_{1}\right|^{2}\left|\nabla_{k} w\right|^{2} d \Gamma & \leqslant \int_{\Gamma_{*, \tau}}\left[\left|g_{1}\right|^{2} / q_{1}\right] q_{1}\left|\nabla_{k} w\right|^{2} d \Gamma \\
\leqslant & \left(d_{1}(\tau)\right)^{2} \int_{\Gamma_{*, \tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}\right] d \Gamma \\
\int_{\Gamma_{*, \tau}}|w|^{2} d \Gamma & \leqslant \int_{\Gamma_{*, \tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}\right] d \Gamma \\
& /\left[\int_{\Gamma_{*, \tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}\right] d \Gamma / \int_{\Gamma_{*, \tau}}|w|^{2} d \Gamma\right] \\
\leqslant & \leqslant(\lambda(\tau)+\mu)^{-1} \int_{\Gamma_{*, \tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}\right] d \Gamma
\end{array}\right\}
$$

From (4.12), taking into account (4.13) - (4.16), we infer

$$
\begin{align*}
& \iint_{Q_{\tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}\right.\left.+\left(q_{2}+\mu\right)|w|^{2}\right] e^{-2 \mu t} d x d t \\
& \leqslant\left[d_{1}(\tau)(\lambda(\tau)+\mu)^{-1 / 2}+d_{2}(\tau)(\lambda(\tau)+\mu)^{-1}\right] \\
& \times \iint_{\Sigma_{*, \tau}}\left[q_{1}\left|\nabla_{k} w\right|^{2}+\left(q_{2}+\mu\right)|w|^{2}\right] e^{-2 \mu t} d \Gamma d t \tag{4.17}
\end{align*}
$$

In view of (3.9), (3.15), and (4.17) we establish for a.e. $\tau \in(0, \tau(R))$

$$
\begin{equation*}
\iint_{Q_{\tau}} E_{k, \mu}(w) e^{-2 \mu t} d x d t \leqslant A_{\mu}(\tau) \iint_{\Sigma_{*, \tau}} E_{k, \mu}(w) e^{-2 \mu t} d \Gamma d t . \tag{4.18}
\end{equation*}
$$

Denote

$$
\begin{equation*}
F(\tau):=\iint_{Q_{\tau}} E_{k, \mu}(w) e^{-2 \mu t} d x d t \equiv \int_{0}^{\tau}\left(\int_{\Sigma_{*, \sigma}} E_{k, \mu}(w) e^{-2 \mu t} d \Gamma d t\right) d \sigma \tag{4.19}
\end{equation*}
$$

for all $\tau \in[1, \tau(R)]$. Then for a.e. $\tau \in(1, \tau(R))$

$$
\begin{equation*}
\iint_{\Sigma_{*, \tau}} E_{k, \mu}(w) e^{-2 \mu t} d \Gamma d t=\frac{d}{d \tau} \int_{0}^{\tau}\left(\int_{\Sigma_{*, \sigma}} E_{k, \mu}(w) e^{-2 \mu t} d \Gamma d t\right) d \sigma=\frac{d F(\tau)}{d \tau} . \tag{4.20}
\end{equation*}
$$

From (4.18), using (4.19), and (4.20), we obtain

$$
\begin{equation*}
F(\tau) \leqslant A_{\mu}(\tau) \frac{d F(\tau)}{d \tau} \quad \text { for a.e. } \tau \in[1, \tau(R)] . \tag{4.21}
\end{equation*}
$$

Suppose $\tau=\tau(\alpha), \alpha \in[0,+\infty)$, is a solution of problem (3.11), and $R_{1}, R_{2}$ are arbitrary real numbers such that $0<R_{1}<R_{2} \leqslant R$. In view of (3.11) and (4.21) we get

$$
F(\tau(\alpha)) \leqslant \frac{d F(\tau(\alpha))}{d \tau} \frac{d \tau(\alpha)}{d \alpha}, \quad \alpha \in\left[R_{1}, R_{2}\right] .
$$

It follows that

$$
\begin{equation*}
0 \leqslant \frac{d F(\tau(\alpha))}{d \alpha}-F(\tau(\alpha)), \quad \alpha \in\left[R_{1}, R_{2}\right] . \tag{4.22}
\end{equation*}
$$

Multiplying (4.22) by $e^{-\alpha}$, we deduce $0 \leqslant \frac{d}{d \alpha}\left(e^{-\alpha} F(\tau(\alpha))\right)$, $\alpha \in\left[R_{1}, R_{2}\right]$. Integrating the latter inequality in $\alpha$ from $R_{1}$ to $R_{2}$, we infer

$$
\begin{equation*}
F\left(\tau\left(R_{1}\right)\right) \leqslant e^{R_{1}-R_{2}} F\left(\tau\left(R_{2}\right)\right) . \tag{4.23}
\end{equation*}
$$

From (4.23), taking into account $\langle w\rangle_{\alpha}=\sqrt{F(\tau(\alpha))}$, we imply (4.7).

## 5. Proofs of the main results

The proof of Theorem 1. Let us show that problem (1.1) - (1.3) has no more than one weak solution. Assume the opposite. Let $u_{1}$ and $u_{2}$ be different weak solutions of problem (1.1) - (1.3), which satisfy condition (3.16). It is clear that for arbitrary $R>0$ a functional $\langle\cdot\rangle_{R}$ is a seminorm in space $\mathbb{U}_{p, \text { loc }}(\bar{Q})$. From this fact and (3.16) we deduce

$$
e^{-R / 2}\left\langle u_{1}-u_{2}\right\rangle_{R} \leqslant e^{-R / 2}\left(\left\langle u_{1}\right\rangle_{R}+\left\langle u_{2}\right\rangle_{R}\right)=e^{-R / 2}\left\langle u_{1}\right\rangle_{R}+e^{-R / 2}\left\langle u_{2}\right\rangle_{R}=\beta(R),
$$

where $\beta(R) \rightarrow 0$ as $R \rightarrow+\infty$. Using this assertion and Lemma 2 (see (4.7)) for arbitrary $R_{1}, R_{2}$ such that $R_{1}<R_{2}$, we obtain the estimate

$$
\begin{equation*}
\left\langle u_{1}-u_{2}\right\rangle_{R_{1}} \leqslant e^{\left(R_{1}-R_{2}\right) / 2}\left\langle u_{1}-u_{2}\right\rangle_{R_{2}}=e^{R_{1} / 2} \beta\left(R_{2}\right) \tag{5.1}
\end{equation*}
$$

We fix $R_{1}$, and tend $R_{2}$ to $+\infty$. From (5.1) it follows that $\left\langle u_{1}-u_{2}\right\rangle_{R_{1}}=0$. Thus $u_{1}=u_{2}$ almost everywhere on $Q^{R_{1}}$. As $R_{1}$ is arbitrary, we get $u_{1}=u_{2}$ almost everywhere on $Q$. This contradiction proves Theorem 1 .

The proof of Theorem 2. The proof is in four steps.
Step 1 (the solution's approximations). Let $\alpha>0$ be an arbitrary number. By $\widehat{W}_{p(\cdot)}^{1}\left(\Omega^{\alpha}\right)$ define the closure of space $\left\{v \in C^{1}\left(\overline{\Omega^{\alpha}}\right)|v|_{\partial \Omega^{\alpha} \backslash \Gamma_{1}^{\alpha}}=0\right\}$ in $W_{p(\cdot)}^{1}\left(\Omega^{\alpha}\right)$. By $\widehat{W}_{p(\cdot)}^{1,0}\left(Q^{\alpha}\right)$ denote a space of functions $w \in W_{p(\cdot)}^{1,0}\left(Q^{\alpha}\right)$ such that, for a.e. $t \in$ $(0, T), w(\cdot, t)$ belongs to $\widehat{W}_{p(\cdot)}^{1}\left(\Omega^{\alpha}\right)$. We set $\widehat{\mathbb{U}}_{p}\left(Q^{\alpha}\right):=\widehat{W}_{p(\cdot)}^{1,0}\left(Q^{\alpha}\right) \cap C\left([0, T] ; L_{2}\left(\Omega^{\alpha}\right)\right)$.

For every $l \in \mathbb{N}$ we consider the problem: to find the function $u_{l} \in \widehat{\mathbb{U}}_{p}\left(Q^{l}\right)$ that satisfies (in the sense of space $C\left([0, T] ; L_{2}\left(\Omega^{l}\right)\right)$ ) the initial condition

$$
\begin{equation*}
u_{l}(\cdot, 0)=u_{0}(\cdot) \quad \text { almost everywhere in } \Omega^{l} \tag{5.2}
\end{equation*}
$$

and the integral identity

$$
\begin{align*}
\iint_{Q^{l}}\left\{-u_{l} \psi \varphi^{\prime}+\sum_{i=0}^{n} a_{i}\left(u_{l}\right) \partial_{i} \psi \varphi\right\} d x d t=\iint_{Q^{l}} f \psi \varphi d x d t \\
\forall \psi \in \widetilde{W}_{p(\cdot), c}^{1}(\Omega), \operatorname{supp} \psi \subset \overline{\Omega^{l}}, \forall \varphi \in C_{c}^{1}(0, T) \tag{5.3}
\end{align*}
$$

To prove the existence of the function $u_{l} \in \widehat{\mathbb{U}}_{p}\left(Q^{l}\right)$ we use Faedo-Galerkin method (see, for example, [22]). In view of $\left(\mathbf{A}_{3}\right)$ it is easy to show that the function $u_{l}$ is a unique.

For every $l \in \mathbb{N}$ the function $u_{l}$ is extended by zero to $Q$, and the extension denote by $u_{l}$ again. Obviously, that $u_{l} \in \mathbb{U}_{p, \operatorname{loc}}(\bar{Q})$. Now we show that there exists a subsequence of the sequence $\left\{u_{l}\right\}_{l=1}^{\infty}$ converging to the weak solution of problem $(1.1)-(1.3),(3.16)$ in some sense. We use an approach from [3], [6], and [33].

Step 2 (the convergence of the sequence of solution's approximations). First we estimate $\left\langle u_{l}\right\rangle_{l}$ for an arbitrary fixed $l \in \mathbb{N}$. From Lemma 1, putting $w=u_{l}, R=l$, $t_{1}=0, t_{2}=T, \theta(t)=e^{-2 \mu t}, t \in \mathbb{R}, \zeta(x)=1, x \in \bar{\Omega}$, and using (5.3) instead of (4.3), we obtain (see (4.1))

$$
\begin{align*}
\frac{1}{2} e^{-2 \mu T} \int_{\Omega^{l}}\left|u_{l}(x, T)\right|^{2} d x+\iint_{Q^{l}}[ & \left.\sum_{i=0}^{n} a_{i}\left(u_{l}\right) \partial_{i} u_{l}+\mu\left|u_{l}\right|^{2}\right] e^{-2 \mu t} d x d t \\
& =\iint_{Q^{l}} f u_{l} e^{-2 \mu t} d x d t+\frac{1}{2} \int_{\Omega^{l}}\left|u_{0}\right|^{2} d x \tag{5.4}
\end{align*}
$$

From this assertion, taking into account $\left(\mathbf{A}_{1}\right)$ (or rather, the condition $a_{i}(0)=$ $0, i=\overline{0, n}),\left(\mathbf{A}_{3}\right)$ (see (3.4)), and Cauchy inequality:

$$
\begin{equation*}
a b \leqslant \frac{\varepsilon}{2} a^{2}+\frac{1}{2 \varepsilon} b^{2}, \quad a, b \in \mathbb{R}, \varepsilon>0 \tag{5.5}
\end{equation*}
$$

we infer

$$
\begin{align*}
& \iint_{Q^{l}}\left[q_{1}\left|\nabla_{k} u_{l}\right|^{2}+\left(q_{2}+\mu\right)\left|u_{l}\right|^{2}\right] e^{-2 \mu t} d x d t \\
& \quad \leqslant \frac{\varepsilon_{1}}{2} \iint_{Q^{l}}\left|u_{l}\right|^{2} e^{-2 \mu t} d x d t+\frac{1}{2 \varepsilon_{1}} \iint_{Q^{l}}|f|^{2} e^{-2 \mu t} d x d t+\frac{1}{2} \int_{\Omega^{l}}\left|u_{0}\right|^{2} d x d t \tag{5.6}
\end{align*}
$$

where $\varepsilon_{1}>0$ is an arbitrary constant.
We have

$$
\begin{align*}
\iint_{Q^{l}}\left|u_{l}\right|^{2} e^{-2 \mu t} d x d t= & \int_{0}^{T} e^{-2 \mu t}\left(\int_{\Omega^{l}}\left|u_{l}\right|^{2} d x\right) d t \\
= & \int_{0}^{T} e^{-2 \mu t}\left(\int_{\Omega^{l}}\left[q_{1}\left|\nabla_{k} u_{l}\right|^{2}+\left(q_{2}+\mu\right)\left|u_{l}\right|^{2}\right] d x /\left[\int _ { \Omega ^ { l } } \left[q_{1}\left|\nabla_{k} u_{l}\right|^{2}\right.\right.\right. \\
& \left.\left.\left.+\left(q_{2}+\mu\right)\left|u_{l}\right|^{2}\right] d x / \int_{\Omega^{l}}\left|u_{l}\right|^{2} d x\right]\right) d t \\
\leqslant & \frac{1}{\Lambda_{l}+\mu} \iint_{Q^{l}}\left[q_{1}\left|\nabla_{k} u_{l}\right|^{2}+\left(q_{2}+\mu\right)\left|u_{l}\right|^{2}\right] e^{-2 \mu t} d x d t \tag{5.7}
\end{align*}
$$

where $\Lambda_{l}$ is defined in (3.14).
From (5.6) and (5.7), putting $\varepsilon_{1}=\Lambda_{l}+\mu$, we get

$$
\iint_{Q^{l}} E_{k, \mu}\left(u_{l}\right) e^{-2 \mu t} d x d t \leqslant\left(\Lambda_{l}+\mu\right)^{-1} \iint_{Q^{l}}|f|^{2} e^{-2 \mu t} d x d t+\int_{\Omega^{l}}\left|u_{0}\right|^{2} d x
$$

The latter inequality and (3.18) imply the estimate

$$
\begin{equation*}
\left\langle u_{l}\right\rangle_{l} \leqslant \sqrt{C_{1}} e^{(1-x) l / 2}, \quad l \in \mathbb{N} \tag{5.8}
\end{equation*}
$$

Let $m \in \mathbb{N}$ be an arbitrary fixed number, and let $l, r \in \mathbb{N}$ be arbitrary numbers, while $l \geqslant m$. We have

$$
\begin{equation*}
\left\langle u_{l+r}-u_{l}\right\rangle_{m} \leqslant \sum_{i=0}^{r-1}\left\langle u_{l+i+1}-u_{l+i}\right\rangle_{m} \tag{5.9}
\end{equation*}
$$

For each $i \in\{0, \ldots, r-1\}$ and the functions $u_{l+i+1}, u_{l+i}$, using Lemma 2 with $R=l+i$, we obtain

$$
\begin{align*}
& \left\langle u_{l+i+1}-u_{l+i}\right\rangle_{m} \leqslant e^{-1 / 2}\left\langle u_{l+i+1}-u_{l+i}\right\rangle_{m+1} \leqslant \ldots \\
& \leqslant e^{-(l+i-m) / 2}\left\langle u_{l+i+1}-u_{l+i}\right\rangle_{l+i} \tag{5.10}
\end{align*}
$$

In view of (5.8), we have

$$
\begin{align*}
\left\langle u_{l+i+1}-u_{l+i}\right\rangle_{l+i} & \leqslant\left\langle u_{l+i+1}\right\rangle_{l+i+1}+\left\langle u_{l+i}\right\rangle_{l+i} \\
& \leqslant \sqrt{C_{1}}\left[e^{(1-\varkappa)(l+i+1) / 2}+e^{(1-\varkappa)(l+i) / 2}\right] \\
& \leqslant \sqrt{C_{1}}\left[e^{1 / 2}+1\right] e^{(1-\varkappa)(l+i) / 2}=C_{4} e^{(1-\varkappa)(l+i) / 2}, \tag{5.11}
\end{align*}
$$

where $C_{4}:=\sqrt{C_{1}}\left(e^{1 / 2}+1\right)$.
Using (5.9) - (5.11), we find

$$
\begin{align*}
\left\langle u_{l+r}-u_{l}\right\rangle_{m} & \leqslant C_{4} \sum_{i=0}^{r-1} e^{-(l+i-m) / 2} e^{(1-\varkappa)(l+i) / 2} \\
& \leqslant C_{4} e^{(m-\varkappa l) / 2} \sum_{i=0}^{\infty}\left(e^{-\varkappa / 2}\right)^{i} \leqslant C_{5} e^{(m-\varkappa l) / 2} \tag{5.12}
\end{align*}
$$

where

$$
\begin{equation*}
C_{5}:=C_{4} /\left(1-e^{-\varkappa / 2}\right)=\sqrt{C_{1}}\left(e^{1 / 2}+1\right) /\left(1-e^{-\varkappa / 2}\right) . \tag{5.13}
\end{equation*}
$$

From (5.12) it follows that $\left\langle u_{l+r}-u_{l}\right\rangle_{m} \rightarrow 0$ as $l \rightarrow+\infty$ uniformly by $r \in \mathbb{N}$, that is, $\left\{\partial_{i} u_{l}\right\}, i=\overline{0, k}$, are Cauchy sequences in space $L_{2}\left(Q^{m}\right)$, where $m \in \mathbb{N}$ is an arbitrary fixed. Hence, there exists a function $u \in L_{2, \operatorname{loc}(\bar{Q}) \text { such that }}$ $\partial_{i} u \in L_{2, \text { loc }}(\bar{Q}), i=\overline{1, k}$, and

$$
\begin{equation*}
\partial_{i} u_{l} \underset{\rightarrow \infty}{\longrightarrow} \partial_{i} u \quad \text { strongly in } \quad L_{2, \operatorname{loc}}(\bar{Q}), \quad i=\overline{0, k} \tag{5.14}
\end{equation*}
$$

Taking into account ( $\mathbf{A}_{3}$ ) (see (3.3)), from (5.14) we get

$$
\begin{equation*}
a_{i}\left(u_{l}\right) \underset{l \rightarrow \infty}{\longrightarrow} a_{i}(u) \quad \text { strongly in } \quad L_{2, \operatorname{loc}}(\bar{Q}), \quad i=\overline{1, k} . \tag{5.15}
\end{equation*}
$$

Suppose $m \in \mathbb{N}$ is an arbitrary fixed number, and $l, r \in \mathbb{N}$ are arbitrary numbers such that $l \geqslant m, r \geqslant m$. Under the condition $\operatorname{supp} \psi \subset \overline{\Omega^{m}}$, we subtract the integral identity (5.3) for $l=r$ from this identity for $l$. Applying Lemma 1 to their difference with $t_{1}=0, t_{2}=s \in(0, T], \theta(t):=e^{-2 \mu t}, t \in \mathbb{R}, \zeta(x):=$ $\psi_{1 / 2}\left(x^{\prime}, \tau(m)\right), x=\left(x^{\prime}, x^{\prime \prime}\right) \in \bar{\Omega}$, we obtain

$$
\begin{align*}
\frac{1}{2}\left[e^{-2 \mu t}\right. & \left.\int_{\Omega^{m}}\left|u_{l r}(x, t)\right|^{2} \psi_{1 / 2}\left(x^{\prime}, \tau(m)\right) d x\right]\left.\right|_{t=0} ^{t=s} \\
& +\int_{0}^{s} \int_{\Omega^{m}}\left[\sum_{i=0}^{n}\left(a_{i}\left(u_{l}\right)-a_{i}\left(u_{r}\right)\right) \partial_{i} u_{l r}+\mu\left|u_{l r}\right|^{2}\right] \psi_{1 / 2} e^{-2 \mu t} d x d t \\
= & -\int_{0}^{s} \int_{\Omega^{m}}\left[\sum_{i=1}^{k}\left(a_{i}\left(u_{l}\right)-a_{i}\left(u_{r}\right)\right) u_{l r} \partial_{i} \psi_{1 / 2}\right] e^{-2 \mu t} d x d t \tag{5.16}
\end{align*}
$$

where $u_{l r}:=u_{l}-u_{r}$.

By virtue of $\left(\mathbf{A}_{3}\right)$ and (4.8), (5.2), from (5.16) for all $s \in[0, T]$ we deduce

$$
\begin{align*}
\int_{\Omega^{m}}\left|u_{l r}(x, s)\right|^{2} \psi_{1 / 2}\left(x^{\prime}\right. & , \tau(m)) d x \\
& \leqslant 4 e^{2|\mu| T} \int_{0}^{s} \int_{\Omega^{m}}\left[\sum_{i=1}^{k}\left|a_{i}\left(u_{l}\right)-a_{i}\left(u_{r}\right)\right|\left|u_{l r}\right|\right] d x d t \tag{5.17}
\end{align*}
$$

From (5.17), in view of Cauchy-Bunyakovsky-Schvartz inequality, it implies that

$$
\begin{align*}
& \max _{t \in[0, T]} \int_{\Omega_{\tau(m)-1 / 2}}\left|u_{l}(x, t)-u_{r}(x, t)\right|^{2} d x \\
& \leqslant 4 e^{2|\mu| T} \sum_{i=1}^{k}\left(\iint_{Q^{m}}\left|a_{i}\left(u_{l}\right)-a_{i}\left(u_{r}\right)\right|^{2} d x d t\right)^{1 / 2} \\
& \quad \times\left(\iint_{Q^{m}}\left|u_{l}-u_{r}\right|^{2} d x d t\right)^{1 / 2} \tag{5.18}
\end{align*}
$$

Using (5.14) and (5.15), from (5.18) we infer that $\left\{u_{l}\right\}$ is the Cauchy sequence in space $C\left([0, T] ; L_{2, \operatorname{loc}}(\bar{\Omega})\right)$. Hence,

$$
\begin{equation*}
u \in C\left([0, T] ; L_{2, \operatorname{loc}}(\bar{\Omega})\right) \quad \text { and } \quad u_{l} \underset{l \rightarrow \infty}{\longrightarrow} u \quad \text { in } \quad C\left([0, T] ; L_{2, \mathrm{loc}}(\bar{\Omega})\right) \tag{5.19}
\end{equation*}
$$

Assume $m \in \mathbb{N}$ is an arbitrary fixed number, and $l \in \mathbb{N}$ is an arbitrary number such that $l \geqslant m$. Putting $w=u_{l}, R=\tau(m), t_{1}=0, t_{2}=T, \zeta(x):=$ $\psi_{1 / 2}\left(x^{\prime}, \tau(m)\right), x=\left(x^{\prime}, x^{\prime \prime}\right) \in \bar{\Omega}, \theta(t):=e^{-2 q t}, t \in \mathbb{R}$, where $q:=\sup _{\bar{Q}} q_{4}\left(q_{4}\right.$ from condition $\left(\mathbf{A}_{4}\right)$ ), and using (5.3) instead of (4.3), from Lemma 1 we obtain

$$
\begin{align*}
& \frac{1}{2} e^{-2 q T} \int_{\Omega^{m}}\left|u_{l}(x, T)\right|^{2} \psi_{1 / 2}\left(x^{\prime}, \tau(m)\right) d x \\
&+\iint_{Q^{m}}\left[\sum_{i=0}^{n} a_{i}\left(u_{l}\right) \partial_{i} u_{l}+q\left|u_{l}\right|^{2}\right] \psi_{1 / 2} e^{-2 q t} d x d t \\
&=-\iint_{Q^{m}} \sum_{i=1}^{k} a_{i}\left(u_{l}\right) u_{l} \partial_{i} \psi_{1 / 2} e^{-2 q t} d x d t+\iint_{Q^{m}} f u_{l} \psi_{1 / 2} e^{-2 q t} d x d t \\
&+\frac{1}{2} \int_{\Omega^{m}}\left|u_{0}\right|^{2} \psi_{1 / 2}\left(x^{\prime}, \tau(m)\right) d x \tag{5.20}
\end{align*}
$$

Estimating the terms of (5.20) with conditions $\left(\mathbf{A}_{1}\right),\left(\mathbf{A}_{3}\right)$ (see (3.3)), ( $\left.\mathbf{A}_{4}\right)$, (4.8) and Cauchy-Bunyakovsky-Schvartz inequality, we get

$$
\begin{align*}
& \iint_{Q_{\tau(m)-1 / 2}}\left[q_{3} \sum_{i=k+1}^{n}\left|\partial_{i} u_{l}\right|^{p_{i}(x)}+\left(q-q_{4}\right)\left|u_{l}\right|^{2}\right] e^{-2 q t} d x d t \\
\leqslant & C_{7}\left(\iint_{Q^{m}}\left[\sum_{i=0}^{k}\left|\partial_{i} u_{l}\right|^{2}\right] e^{-2 q t} d x d t+\iint_{Q^{m}}\left[|f|^{2}+h\right] e^{-2 q t} d x d t+\int_{\Omega^{m}}\left|u_{0}\right|^{2} d x\right), \tag{5.21}
\end{align*}
$$

where constant $C_{7}>0$ is independent of $l$, but it may be depended on $m$.
Using (5.14), from (5.21) we obtain

$$
\begin{equation*}
\iint_{Q_{\tau(m)-1 / 2}} \sum_{i=0}^{n}\left|\partial_{i} u_{l}\right|^{p_{i}(x)} d x d t \leqslant C_{8}, \quad m, l \in \mathbb{N}, l \geqslant m \tag{5.22}
\end{equation*}
$$

where constant $C_{8}>0$ is independent of $l$, but it may be depended on $m$.
By virtue of $\left(\mathbf{A}_{2}\right),(5.14),(5.22)$, and discrete Hölder inequality we deduce that for every $i \in\{0, k+1, \ldots, n\}$ and arbitrary $m, l \in \mathbb{N}, l \geqslant m$,

$$
\begin{equation*}
\iint_{Q_{\tau(m)-1 / 2}}\left|a_{i}\left(u_{l}\right)\right|^{p_{i}^{\prime}(x)} d x d t \leqslant C_{9} \iint_{Q_{\tau(m)-1 / 2}}\left[\sum_{j=0}^{n}\left|\partial_{j} u_{l}\right|^{p_{j}(x)}\right] d x d t+C_{10} \leqslant C_{11} \tag{5.23}
\end{equation*}
$$

where positive constants $C_{9}, C_{10}, C_{11}$ are independent of $l$, but they may be depended on $m$.

In view of (5.22), (5.23), and the reflexivity of spaces $L_{p_{i}(\cdot)}\left(Q_{\tau}\right), L_{p_{i}^{\prime}(\cdot)}\left(Q_{\tau}\right)$, $i=\overline{k+1, n}, \tau>0$, it follows that there exists a subsequence of the sequence $\left\{u_{l}\right\}_{l=1}^{\infty}$ (without loss of generality we use the notation $\left\{u_{l}\right\}_{l=1}^{\infty}$ for this subsequence), and functions $\chi_{0} \in L_{2, \operatorname{loc}}(\bar{Q}), \chi_{i} \in L_{p_{i}^{\prime}(\cdot), \operatorname{loc}}(\bar{Q}), i=\overline{k+1, n}$, such that

$$
\begin{gather*}
\partial_{i} u_{l} \underset{l \rightarrow \infty}{\longrightarrow} \partial_{i} u \quad \text { weakly in } L_{p_{i}(\cdot), \operatorname{loc}}(\bar{Q}), \quad i=\overline{k+1, n},  \tag{5.24}\\
a_{0}\left(u_{l}\right) \underset{l \rightarrow \infty}{\longrightarrow} \chi_{0} \quad \text { weakly in } L_{2, \operatorname{loc}}(\bar{Q}),  \tag{5.25}\\
a_{i}\left(u_{l}\right) \underset{l \rightarrow \infty}{\longrightarrow} \chi_{i} \quad \text { weakly in } L_{p_{i}^{\prime}(\cdot), \operatorname{loc}}(\bar{Q}), \quad i=\overline{k+1, n} \tag{5.26}
\end{gather*}
$$

Put

$$
\begin{equation*}
\chi_{i}:=a_{i}(u), \quad i=\overline{1, k} \tag{5.27}
\end{equation*}
$$

Remark that for every $l \in \mathbb{N}$ (see (5.3)) we have the identity

$$
\begin{align*}
& \iint_{Q}\left[-u_{l} \psi \varphi^{\prime}+\sum_{i=0}^{n} a_{i}\left(u_{l}\right) \partial_{i} \psi \varphi-f \psi \varphi\right] d x d t=0 \\
& \forall \psi \in \widetilde{W}_{p(\cdot), \mathrm{c}}^{1}(\Omega), \operatorname{supp} \psi \subset \overline{\Omega^{l}}, \forall \varphi \in C_{c}^{1}(0, T) \tag{5.28}
\end{align*}
$$

In (5.28) we fix an arbitrary $\psi \in \widetilde{W}_{p(\cdot), \mathrm{c}}^{1}(\Omega), \varphi \in C_{c}^{1}(0, T)$, and pass to the limit as $l \rightarrow \infty$, taking into account (5.14), (5.15), (5.25) - (5.27). So, we get

$$
\begin{equation*}
\iint_{Q}\left[-u \psi \varphi^{\prime}+\sum_{i=0}^{n} \chi_{i} \partial_{i} \psi \varphi-f \psi \varphi\right] d x d t=0 \tag{5.29}
\end{equation*}
$$

To conclude that $u$ is a weak solution of problem (1.1) - (1.3). It remains to show that the following identity holds

$$
\begin{equation*}
\iint_{Q} \sum_{i=0}^{n} \chi_{i} \partial_{i} \psi \varphi d x d t=\iint_{Q} \sum_{i=0}^{n} a_{i}(u) \partial_{i} \psi \varphi d x d t \quad \forall \psi \in \widetilde{W}_{p(\cdot), \mathrm{c}}^{1}(\Omega), \forall \varphi \in C_{c}^{1}(0, T) \tag{5.30}
\end{equation*}
$$

Indeed, if (5.30) is true, then from this and (5.29) we obtain the integral identity (3.2). In view of $(5.14),(5.24)$ we have $u \in \widetilde{W}_{p(\cdot), \text { loc }}^{1,0}(\bar{Q})$. From (5.2), (5.19) we deduce $u \in C\left([0, T] ; L_{2, \mathrm{loc}}(\bar{\Omega})\right.$ ) (it means that $u \in \mathbb{U}_{p, \text { loc }}^{b}(\bar{Q})$ ) and the initial condition (1.3) is true. Hence, the function $u$ is a weak solution of problem (1.1) - (1.3).

Step 3 (the correctness of identity (5.30)). To verify the correctness of identity (5.30) we use the monotonicity method [33].

Let $v \in L_{2, \text { loc }}(\bar{Q})$ be an arbitrary function such that $\partial_{i} v \in L_{p_{i}(\cdot), \text { loc }}(\bar{Q}), i=$ $\overline{1, n}$, let $\zeta\left(x^{\prime}\right), x^{\prime}=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$, be a nonnegative continuously differentiable function with bounded support, and let $\theta \in C_{c}^{1}(0, T), \theta \geqslant 0$. By virtue of condition $\left(\mathbf{A}_{3}\right)($ see $(3.4))$, for every $l \in \mathbb{N}$ we have

$$
\begin{equation*}
\iint_{Q}\left[\sum_{i=0}^{n}\left(a_{i}\left(u_{l}\right)-a_{i}(v)\right)\left(\partial_{i} u_{l}-\partial_{i} v\right)+\mu\left(u_{l}-v\right)^{2}\right] \zeta \theta e^{-2 \mu t} d x d t \geqslant 0 \tag{5.31}
\end{equation*}
$$

We rewrite inequality (5.31) as

$$
\begin{align*}
& \iint_{Q}\left[\sum_{i=0}^{n} a_{i}\left(u_{l}\right) \partial_{i} u_{l}\right] \zeta \theta e^{-2 \mu t} d x d t-\iint_{Q}\left[\sum_{i=0}^{n}\left(a_{i}\left(u_{l}\right) \partial_{i} v+a_{i}(v)\left(\partial_{i} u_{l}-\partial_{i} v\right)\right)\right. \\
&\left.+\mu\left(u_{l}-v\right)^{2}\right] \zeta \theta e^{-2 \mu t} d x d t \geqslant 0 \quad \forall l \in \mathbb{N} . \tag{5.32}
\end{align*}
$$

Assume $m \in \mathbb{N}$ such that $\operatorname{supp} \zeta \subset\left\{x^{\prime}| | x^{\prime} \mid \leqslant \tau(m)\right\}$. Using Lemma 1, we obtain from identity (5.28) as $l \geqslant m$

$$
\begin{align*}
& \iint_{Q}\left[\sum_{i=0}^{n} a_{i}\left(u_{l}\right) \partial_{i} u_{l}\right] \zeta \theta e^{-2 \mu t} d x d t=\iint_{Q}\left|u_{l}\right|^{2} \zeta\left(\theta^{\prime} / 2-\mu \theta\right) e^{-2 \mu t} d x d t \\
&-\iint_{Q}\left[\sum_{i=1}^{k} a_{i}\left(u_{l}\right) u_{l} \partial_{i} \zeta-f u_{l} \zeta\right] \theta e^{-2 \mu t} d x d t \tag{5.33}
\end{align*}
$$

From (5.32) and (5.33) we get

$$
\begin{align*}
& \iint_{Q}\left|u_{l}\right|^{2} \zeta\left(\theta^{\prime} / 2-\mu \theta\right) e^{-2 \mu t} d x d t-\iint_{Q}\left[\sum_{i=1}^{k} a_{i}\left(u_{l}\right) u_{l} \partial_{i} \zeta-f u_{l} \zeta\right] \theta e^{-2 \mu t} d x d t \\
- & \iint_{Q}\left[\sum_{i=0}^{n}\left(a_{i}\left(u_{l}\right) \partial_{i} v+a_{i}(v)\left(\partial_{i} u_{l}-\partial_{i} v\right)\right)+\mu\left(u_{l}-v\right)^{2}\right] \zeta \theta e^{-2 \mu t} d x d t \geqslant 0 \tag{5.34}
\end{align*}
$$

In (5.34) we pass to the limit as $l \rightarrow \infty$, and by virtue of (5.14), (5.15), (5.25) (5.27) we infer

$$
\begin{align*}
& \iint_{Q}|u|^{2} \zeta\left(\theta^{\prime} / 2-\mu \theta\right) e^{-2 \mu t} d x d t-\iint_{Q}\left[\sum_{i=1}^{k} \chi_{i} u \partial_{i} \zeta-f u \zeta\right] \theta e^{-2 \mu t} d x d t \\
& \quad-\iint_{Q}\left[\sum_{i=0}^{n}\left(\chi_{i} \partial_{i} v+a_{i}(v)\left(\partial_{i} u-\partial_{i} v\right)\right)+\mu(u-v)^{2}\right] \zeta \theta e^{-2 \mu t} d x d t \geqslant 0 \tag{5.35}
\end{align*}
$$

In view of Lemma 1 it follows from (5.29) next equality

$$
\begin{align*}
& \iint_{Q}\left[\sum_{i=0}^{n} \chi_{i} \partial_{i} u\right] \zeta \theta e^{-2 \mu t} d x d t=\iint_{Q}|u|^{2} \zeta\left(\theta^{\prime} / 2-\mu \theta\right) e^{-2 \mu t} d x d t \\
&-\iint_{Q}\left[\sum_{i=1}^{k} \chi_{i} u \partial_{i} \zeta-f u \zeta\right] \theta e^{-2 \mu t} d x d t \tag{5.36}
\end{align*}
$$

Assertions (5.35) and (5.36) imply

$$
\begin{aligned}
\iint_{Q}\left[\sum_{i=0}^{n} \chi_{i} \partial_{i} u\right] w \theta e^{-2 \mu t} d x d t-\iint_{Q}\left[\sum _ { i = 0 } ^ { n } \left(\chi_{i} \partial_{i} v\right.\right. & \left.+a_{i}(v)\left(\partial_{i} u-\partial_{i} v\right)\right) \\
& \left.+\mu(u-v)^{2}\right] \zeta \theta e^{-2 \mu t} d x d t \geqslant 0
\end{aligned}
$$

that is,

$$
\begin{equation*}
\iint_{Q}\left[\sum_{i=0}^{n}\left(\chi_{i}-a_{i}(v)\right)\left(\partial_{i} u-\partial_{i} v\right)+\mu(u-v)^{2}\right] \zeta \theta e^{-2 \mu t} d x d t \geqslant 0 \tag{5.37}
\end{equation*}
$$

In (5.37) we put $v=u-\lambda \psi \varphi$, where $\lambda$ is an arbitrary number, and $\psi \in$ $\widetilde{W}_{p(\cdot), \mathrm{c}}^{1}(\Omega), \varphi \in C_{c}^{1}(0, T)$ are arbitrary functions. So, taking into account the arbitrariness of $\lambda$, we obtain the equality

$$
\iint_{Q}\left[\sum_{i=0}^{n}\left(\chi_{i}-a_{i}(u-\lambda \psi \varphi)\right) \partial_{i} \psi \varphi+\lambda \mu(\psi \varphi)^{2}\right] \zeta \theta e^{-2 \mu t} d x d t=0
$$

Here we tend $\lambda$ to 0 , using conditions $\left(\mathbf{A}_{1}\right),\left(\mathbf{A}_{2}\right)$, and Lebesgue dominated convergence theorem. Thus, taking into account the arbitrariness of $\zeta$ and $\theta$, we deduce

$$
\begin{equation*}
\iint_{Q}\left[\sum_{i=0}^{n}\left(\chi_{i}-a_{i}(u)\right) \partial_{i} \psi\right] \varphi d x d t=0, \quad \psi \in \widetilde{W}_{p(\cdot), \mathrm{c}}^{1}(\Omega), \varphi \in C_{c}^{1}(0, T) \tag{5.38}
\end{equation*}
$$

From (5.38) it follows (5.30).
Step 4 (the solution's estimate). Estimate (3.19) is obtained from (5.8), (5.12) and (5.13) by this way: $\langle u\rangle_{m} \leqslant\left\langle u-u_{m}\right\rangle_{m}+\left\langle u_{m}\right\rangle_{m}=\lim _{l \rightarrow \infty}\left\langle u_{l}-u_{m}\right\rangle_{m}+\left\langle u_{m}\right\rangle_{m}$ $\leqslant C_{2} e^{(1-\varkappa) m / 2}$, where $C_{2}:=\sqrt{C_{1}}+C_{5}=\sqrt{C_{1}}\left(2+e^{1 / 2}-e^{-\varkappa / 2}\right) /\left(1-e^{-\varkappa / 2}\right)$.

Now it is easy to see that the function $u$ satisfies (3.16). Indeed, let $R>0$ be an arbitrary number, and $m$ be a natural number such that $m-1<R \leqslant m$. Using (3.19), we get

$$
\begin{aligned}
\langle u\rangle_{R} & \leqslant\langle u\rangle_{m} \leqslant C_{2} e^{(1-\varkappa) m / 2}=C_{2} e^{(1-\varkappa)(m-R) / 2} e^{(1-\varkappa) R / 2} \\
& \leqslant C_{2} e^{(1-\varkappa) / 2} e^{-\varkappa R / 2} e^{R / 2}=\beta(R) e^{R / 2}, \quad R \geqslant 1
\end{aligned}
$$

where $\beta(R):=C_{2} e^{(1-\varkappa) / 2} e^{-\varkappa R / 2}$. Since $\beta(R) \rightarrow 0$ as $R \rightarrow+\infty$, then we have (3.16).

So, we have shown that $u$ is a weak solution of problem (1.1) - (1.3) that satisfies (3.16) and (3.19). Theorem 2 is proved.
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