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ABSTRACT 

Recently, with the development of connected vehicles and mobile sensing technologies, vehicle-

based data become much easier to obtain. However, only few studies have investigated the 

application of this kind of novel data to real-time traffic safety evaluation. This dissertation aims 

to conduct a series of real-time traffic safety studies by integrating all kinds of available vehicle-

based data sources. First, this dissertation developed a deep learning model for identifying 

vehicle maneuvers using data from smartphone sensors (i.e., accelerometer and gyroscope). The 

proposed model was robust and suitable for real-time application as it required less processing of 

smartphone sensor data compared with the existing studies. Besides, a semi-supervised learning 

algorithm was proposed to make use of the massive unlabeled sensor data. The proposed 

algorithm could alleviate the cost of data preparation and improve model transferability. Second, 

trajectory data from 300 buses were used to develop a real-time crash likelihood prediction 

model for urban arterials. Results from extensive experiments illustrated the feasibility of using 

novel vehicle trajectory data to predict real-time crash likelihood. Moreover, to improve the 

model’s performance, data fusion techniques were proposed to integrated trajectory data from 

various vehicle types. The proposed data fusion techniques significantly improved the accuracy 

of crash likelihood prediction in terms of sensitivity and false alarm rate. Third, to improve 

pedestrian and bicycle safety, different vehicle-based surrogate safety measures, such as hard 

acceleration, hard deceleration, and long stop, were proposed for evaluating pedestrian and 

bicycle safety using vehicle trajectory data. In summary, the results from this dissertation can be 

further applied to real-time safety applications (e.g., real-time crash likelihood prediction and 

visualization system) in the context of proactive traffic management. 
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CHAPTER 1: INTRODUCTION 

1.1 Background 

In 2018, 6,734,000 traffic crashes have occurred in the USA, a 4.3% increase from the 

6,453,000 crashes in 2017 (NHTSA, 2020c). To enhance traffic safety, various real-time traffic 

safety studies have been conducted to facilitate the development of proactive traffic safety 

management systems. While infrastructure-based data were widely used in the existing studies, 

such as data from loop detectors, Bluetooth detectors, cameras, AVIs, etc. These devices were 

usually installed at fixed positions to detect vehicles within certain ranges. However, there are 

several limitations of using these devices. First, these devices usually require additional 

installation and regular maintenance, which increase the cost of obtaining data. Second, data 

coverage is limited by the location of devices. For example, a Bluetooth detector installed at an 

intersection can only detect the vehicles driving through the intersection. Third, some devices are 

not reliable enough. For example, cameras are sensitive to light and weather conditions, while 

loop detectors are sensitive to pavement conditions. 

Recently, with the development of Connected Vehicles (CV) and mobile sensing 

techniques, massive vehicle-based data can be efficiently obtained, such as the vehicle’s speed, 

location, acceleration, and other information. Vehicle-based data can be collected through 

various devices without requiring additional installation, such as OBDs, smartphones, tablets, 

etc. Using vehicles as data collectors, vehicle-based data provide rich information on the entire 

trip of each vehicle. In addition, since each vehicle could be connected wirelessly, vehicle-based 

data can be transferred between vehicles, roadside units, and central servers. This novel type of 

vehicle-based data has brought new potential for traffic safety evaluation, such as vehicle 
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maneuvers detection, crash likelihood prediction, surrogate safety analysis, etc. Although the real 

deployment of the CV system still needs more time, it is currently possible to obtain CV 

emulated data, such as vehicle trajectory data, mobile sensor data, etc.  

Mobile sensor data are usually obtained from mobile devices, such as smartphones, 

tablets, etc. Nowadays, a common smartphone is already equipped with various sensors, such as 

the accelerometer, gyroscope, GPS, etc. Sensor data from a smartphone can be used to identify 

vehicle maneuvers (Bhoraskar et al., 2012; Ferreira et al., 2017; Johnson and Trivedi, 2011; 

Singh et al., 2017), which can then be applied in traffic safety applications (Stipancic et al., 

2018a; Tselentis et al., 2017). Vehicle maneuvers detection is a multi-class classification 

problem, which aims to detect different vehicle maneuvers (e.g., left turn, right turn, U-turn, etc.) 

using data from smartphone sensors. Most existing studies usually fixed the positions of 

smartphones for simplicity. However, in real-life, smartphones are usually in arbitrary positions. 

The coordinate systems of the smartphone and vehicle need to be aligned before further analysis. 

In addition, sliding window techniques were widely used to generate statistical features from the 

raw sensor data, such as mean, standard deviation, median, etc. This process may improve the 

accuracy but with the price of efficiency and computation cost, which is not favorable for real-

time applications. Moreover, almost existing studies developed their models using supervised 

learning, which required sensor data to be labeled based on vehicle maneuvers. Nevertheless, 

preparing sensor data is extremely time-consuming due to the amount of data. New algorithms 

need to be proposed in order to make use of the unlabeled data.  

Trajectory data can be used for predicting real-time crash likelihood. However, most 

existing studies only used this data for aggregated safety analysis, such as crash frequency 
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prediction (Wang et al., 2015b; Xie et al., 2013). Wang et al. (2019b) developed a Support 

Vector Machine (SVM) model for predicting crash likelihood on freeways using trajectory data 

from taxis. The authors considered vehicle platoon characteristics and generated several new 

features, such as average speed difference and speed difference ratio. Existing studies illustrated 

the feasibility of using taxi trajectory data for traffic safety research. However, trajectory data 

from other vehicles (e.g., buses, trucks, etc.,) still require additional research. It is also 

worthwhile to investigate the application of trajectory data fusion on real-time crash prediction 

(Basso et al., 2020). Moreover, trajectory data can also be used for extracting novel surrogate 

safety measures, which provides a convenient way to assess traffic safety status when crash 

events are rare or unavailable. 

In terms of methodologies, statistical (Shi and Abdel-Aty, 2015; Xu et al., 2014; Yu and 

Abdel-Aty, 2014a; Yu et al., 2017b) and machine learning (Lin et al., 2015; Sun et al., 2014; Yu 

and Abdel-Aty, 2013) methodologies were the two methodologies primarily used in the previous 

studies. Recently, with the availability of massive transportation data and the development of 

computer hardware, deep learning, as one type of machine learning methodologies, is becoming 

a very powerful tool in transportation studies. Existing studies illustrated the superiority of deep 

learning methods over other methodologies. For example, Yuan et al. (2019) indicated that Long 

Short-term Memory (LSTM) outperformed conditional logistics regression for real-time crash 

likelihood prediction in terms of sensitivity and false alarm rate. Bao et al. (2019) proposed a 

Spatiotemporal Convolutional LSTM Network (STCL-Net), which accurately predicted citywide 

short-term crash risk compared with other benchmark methods, such as autoregressive integrated 

moving average, gradient boosting regression tree, Convolutional Neural Network (CNN), etc. In 
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addition, Li et al. (2020c) indicated that the performance of LSTM could be improved by 

augmenting it with a CNN component. The proposed LSTM-CNN achieved the highest accuracy 

for predicting real-time crash likelihood compared with LSTM, CNN, Bayesian Logistics 

Regression, and XGBoost.  

In summary, with the availability of novel data in the transportation field, it is promising 

to investigate their performance on real-time traffic safety analysis. New data sources provide 

different insights to depict vehicle motion, including speed, acceleration, maneuvers, etc. Deep 

learning methods have been widely applied in the transportation area. However, additional 

studies need to be done for traffic safety analysis. The detailed objectives of this dissertation are 

presented in the following section. 

1.2 Research Objectives 

The primary objective of this dissertation is to propose novel and applicable methods for 

vehicle maneuvers detection, crash likelihood prediction, and surrogate safety analysis by using 

vehicle-based data and deep learning techniques. Current research gaps were mitigated by 

addressing the research objectives as below: 

Objective 1: The design of a robust and accurate model for detecting vehicle 

maneuvers using smartphone sensors. 

Objective 2: Proposing an algorithm to use the unlabeled sensor data for identifying 

vehicle maneuvers. 

Objective 3: Developing a model for predicting real-time crash likelihood based on 

CV emulated data. 
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Objective 4: Proposing new surrogate safety measures based on trajectory data. 

Objective 5: Investigating the application of trajectory fusion to crash likelihood 

prediction.  

The first objective has been achieved in Chapter 3. A deep learning model was built to 

detect vehicle maneuvers with smartphone sensor data. Results indicated the proposed method 

could accurately detect various vehicle maneuvers compared with other existing studies and 

methods. Moreover, the computation cost and the transferability of the proposed model were also 

investigated. The proposed model could be easily transfer to new drivers/locations with a small 

portion of the new data. In addition, smartphones have the potential to be used as communication 

devices for CV systems in the future. The results from this chapter can be implemented to 

improve traffic safety. 

The second objective has been achieved in Chapter 4. A semi-supervised learning 

algorithm was proposed to learn from the unlabeled sensor data. Six driving maneuvers were 

detected, including driving straight, left turn, right turn, U-turn, left lane change, and right lane 

change. Data from the smartphone’s accelerometer and gyroscope were collected with a variety 

of smartphones, vehicles, and locations. Three LSTM models were developed with the proposed 

semi-supervised learning algorithm. Experimental results indicated that the proposed semi-

supervised LSTM could efficiently learn from the unlabeled data and achieve excellent accuracy 

on detecting vehicle maneuvers. The proposed algorithm can significantly reduce the cost of 

sensor data preparation while implementing in a vehicle maneuvers detection system. 

The third objective has been achieved in Chapter 5. A novel CV emulated data was used 

to predict the real-time crash likelihood on urban arterials. Trajectory data from three hundred 
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LYNX® buses were obtained with a high frequency. A series of data cleaning and preparation 

was proposed to transform the vehicle-level data into segment-level data. Several speed-related 

features were generated, including average speed, the standard deviation of speed, etc. An LSTM 

model was developed to use the generated features for predicting crash likelihood. The proposed 

model outperformed other models with higher sensitivity and Area under the ROC Curve (AUC) 

values. This chapter proved the feasibility of using trajectory data from buses as a new data 

source for real-time crash likelihood prediction. The developed model is expected to be applied 

into a proactive traffic safety management system and predict crash likelihood in real-time. 

The fourth objective has been achieved in Chapter 6. Three critical driving events were 

generated using the trajectory data for pedestrian/bicycle crashes, including hard acceleration, 

hard deceleration, and long stop. Spearman’s rank correlation coefficients were used to examine 

the relationships between critical driving events and the pedestrian/bicycle crashes at the bus 

stops. Results suggested that these three events could be used as surrogate safety measures for 

pedestrian/bicycle crashes. A Bayesian negative binomial model incorporating spatial correlation 

was developed to estimate the frequency of pedestrian/bicycle crashes using the critical events. 

The models’ results are consistent with the results from correlation estimation. Hard acceleration, 

long stop events, and the number of buses (exposure) were found to be positively related to the 

crash frequency. The proposed surrogate safety measures could be used to evaluate the safety 

condition of pedestrian/bicycle at individual bus stops. 

The fifth objective has been achieved in Chapter 7. Data fusion technique was used to 

integrate two real-world trajectory datasets with a variety of vehicle types. The traffic conditions 

of urban arterials were described with various speed-related features (e.g. average speed, 
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standard deviation of speed, etc.). To improve the performance of LSTM on predicting crash 

likelihood, a new deep learning architecture (TA-LSTM-CNN) was developed which containing 

an LSTM component with temporal attention and a CNN component. Experimental results 

indicated that the proposed method could achieve outstanding performance (e.g. high sensitivity 

and low false alarm rate) for the real-time crash likelihood prediction with the help of trajectory 

data fusion. Further, model comparison results suggested that the proposed model outperformed 

other state-of-the-art models in terms of various metrics. The proposed methods could be used 

for integrating different trajectory datasets for real-time crash likelihood prediction. 

1.3 Thesis Structure 

The rest of the thesis is organized as follows:  

In Chapter 2, a detailed literature review was conducted on the data sources and 

methodologies in the existing real-time traffic safety analysis.  

Chapter 3 presented a deep learning method to detect vehicle maneuvers based on 

smartphone sensors. The constraints on the smartphone’s position were released using a 

coordination system reorientation method. Then, simply filtered sensor data were directly used 

rather than complicated statistical features. A stacked-LSTM model was proposed to identify the 

vehicle maneuvers considering the time-dependency of the sensor data. Extensive experimental 

results indicated that the proposed method can accurately identify different vehicle maneuvers 

with an average F1-score of 0.98, precision of 0.97, and recall of 0.99, which outperformed the 

counterparts.  
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Chapter 4 proposed a semi-supervised learning algorithm to learn from the massive 

unlabeled sensor data. Three LSTM models were trained with the proposed semi-supervised 

learning algorithm. Experimental results indicated that semi-supervised LSTM could achieve 

similar results compared with the supervised method using much less labeled data. Moreover, the 

proposed method outperformed other machine learning methods (e.g., CNN, XGBoost, and 

random forest) in terms of precision, recall, F1-score, and AUC value. 

Chapter 5 explored the possibility of using novel CV emulated data to predict real-time 

crash likelihood on urban arterials. The CV emulated data are more cost-friendly and flexible 

compared with the infrastructure-based data. Crash and CV emulated data were collected from 

two urban arterials in Orlando, USA. Different data cleaning and preparation techniques were 

implemented, while various speed-related variables were generated from the CV emulated data. 

An LSTM model was developed to predict the crash potential for the next 5-10 minutes. The 

results illustrated the feasibility of using a novel CV emulated data to predict real-time crash 

likelihood. The average and 50th percentile speed were the two most important variables for the 

crash likelihood prediction. 

Chapter 6 proposed three novel surrogate safety measures based on bus trajectory data. 

Specifically, three critical driving events were identified based on the bus’s acceleration rate and 

stop time, hard acceleration, hard deceleration, and long stop. The relationships between critical 

driving events and crashes were examined using Spearman’s rank correlation coefficient. All 

three events were positively correlated with pedestrian and bicycle crashes. Long stop event had 

the highest correlation coefficient, followed by hard acceleration and hard deceleration. A 

Bayesian negative binomial model incorporating spatial correlation (Bayesian NB-CAR) was 
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built to estimate the pedestrian and bicycle crash frequency using the generated events. The 

results were consistent with the correlation estimation. For example, hard acceleration and long 

stop events were both positively related to pedestrian and bicycle crashes.  

Chapter 7 proposed a Temporal Attention-based LSTM-CNN (TA-LSTM-CNN) for 

predicting real-time crash likelihood with trajectory data. Two real-world trajectory data were 

prepared with a series of steps, including trip generation, speed estimation, and data fusion. 

Extensive experimental results showed that the data fusion scenario achieved better results 

compared with the single data scenario. Besides, the temporal attention also improved the 

performance of the LSTM-CNN with higher sensitivity, AUC, and lower false alarm rate. The 

results from model comparisons indicated that the proposed TA-LSTM-CNN outperformed other 

benchmark models (e.g., logistics regression, XGBoost, etc.) with various evaluation metrics. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Data Sources for Traffic Safety Analysis 

2.1.1 Infrastructure-based Data  

Most existing traffic safety studies used infrastructure-based data from various devices, 

which were usually installed in fixed positions to probe certain traffic conditions. Loop detectors 

were widely utilized to collect traffic flow conditions for traffic safety analysis (Abdel-Aty and 

Abdalla, 2004; Abdel-Aty and Pande, 2005; Lee et al., 2002; Oh et al., 2005). Lee et al. (2002) 

used the data from 38 loop detector stations to examine crash precursors on freeways. Results 

suggested the variation of speed and traffic density were statistically significant predictors of 

crash frequency. Similarly, Abdel-Aty and Abdalla (2004) obtained average speed, volume, and 

occupancy rate from the loop detectors for safety analysis on freeways. The authors indicated 

that high variability and low variability in volume could increase the likelihood of crashes. 

However, the major issue for loop detectors is the reliability. Loop detectors tend to fail due to 

the very hard environment of pavement and temperature variation (Ahmed and Abdel-Aty, 

2012). Therefore, several new nonintrusive devices were introduced, such as the AVI, Bluetooth, 

camera, etc. For example, the AVI system could capture and calculate the travel time for the 

vehicles passing through the electronic toll collection. Space Mean Speed (SMS) can then be 

estimated accordingly. SMS is the average speed of all vehicles occupying a given stretch of the 

road over some specified period (Shi et al., 2016; Yu and Abdel-Aty, 2014b). Yu and Abdel-Aty 

(2014b) used the SMS data from the AVI system to analyze crash injury severity. Modeling 

results demonstrated that large variations of speed before the crash occurrence would increase 
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the likelihood of severe crashes. Similarly, Bluetooth detectors were used to collect vehicle SMS 

data (Yuan et al., 2018). Bluetooth detectors can detect the vehicles equipped with Bluetooth 

devices while the devices are working at discoverable modes. The SMS on a specific segment is 

calculated as the segment length divided by the travel time of each detected vehicle on the 

segment based on the detection data of two Bluetooth detectors located at the two contiguous 

intersections. Yuan et al. (2018) used Bluetooth and other types of data for real-time safety 

analysis on urban arterials. The results revealed that the average speed had significant effects on 

the occurrence of crashes. Besides, cameras were also used to obtain data for traffic safety 

analysis (Zhang et al., 2020a; Zhang et al., 2021). Using object detection and tracking 

techniques, road users’ trajectory information can be extracted from the cameras. This 

information can then be used for traffic conflicts analysis.  

Infrastructure-based data were popular among the existing traffic safety studies since they 

could depict traffic conditions from different aspects. However, there are several limitations of 

using this type of data. First, these devices require installation and regular maintenance, which 

increase the cost of obtaining data. It also takes a long time to deploy these devices in a new area 

due to the same reason. Second, infrastructure-based data are usually archived first and then 

extracted. It is hard to obtain the data for real-time traffic safety analysis, which has a high 

requirement for the data update frequency. Third, the coverage of the infrastructure-based data is 

limited. For example, the Bluetooth detector at an intersection can only detect the vehicles near it 

rather than the vehicles on the whole segment. In addition, some devices are not reliable enough. 

For example, cameras are sensitive to lighting and weather conditions. Loop detectors are 

sensitive to the surrounding environment as mentioned before. 
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2.1.2 Vehicle-based Data 

Using individual vehicle as the data collector, vehicle-based data are more flexible than 

infrastructure-based data. This data can be collected through various devices, such as OBDs, 

smartphones, tablets, etc. Two types of vehicle-based data were reviewed in this section, 

trajectory and mobile sensor data.  

• Trajectory Data 

Trajectory data were widely applied in transportation management fields. Herring et al. 

(2010) used taxi trajectory data to estimate and predict arterial travel time distributions in San 

Francisco. Similarly, Rahmani et al. (2015) utilized the low-frequency taxi trajectory data to 

estimate the mean and other statistics of the travel time distribution, such as the median and 

various percentiles. Liu et al. (2013) applied taxi trajectory data to estimate the turn delays at the 

intersections in Beijing. Kuang et al. (2015) used taxi trajectory data to identify traffic anomalies 

in urban arterials. Several abnormal traffic events, such as road construction and large 

exhibitions, were successfully detected by the proposed methods.  

However, the application of vehicle trajectory data to traffic safety is still limited, while 

most studies focused on aggregated safety analysis. Xie et al. (2013) used taxi data to calculate 

arterial-level travel speed and introduced it as a new explanatory variable for the occurrence of 

crashes. The authors found that higher average speed along arterials was associated with an 

increasing of crashes. Similarly, Wang et al. (2015b) examined the relationships between 

different variables from taxi trajectory data and the occurrence of crashes on urban arterials 

during peak and off-peak hours. Higher average speed was found to be associated with higher 

frequency of crashes during peak periods, but not during off-peak periods. Bao et al. (2019) used 
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the numbers of taxi pick-ups and drop-offs as new variables to predict citywide crash frequency 

based on deep learning models. Wang et al. (2019b) applied the SVM model to predict crash 

potential on freeways using trajectory data. Different variables were generated from the 

trajectory data, such as average speed, speed difference ratio, etc.  

In summary, vehicle trajectory data were widely applied in transportation management 

fields. However, the performance of this data on traffic safety analysis, especially real-time crash 

likelihood prediction, still requires additional research. Moreover, almost all the existing studies 

used taxi trajectory data for analysis. Additional studies need to be done on other types of 

vehicles, such as buses, trucks, etc. In addition, Basso et al. (2020) indicated it was necessary to 

distinguish vehicle types for crash prediction. Results from a case study on an expressway 

indicated that having access to disaggregated data by vehicle type could improve the accuracy of 

prediction up to 30 %.  

• Mobile Sensor Data 

Mobile sensor data can be obtained using different mobile devices, such as smartphones, 

tablets, etc. Due to the ubiquity of mobile devices, it is now much easier to obtain sensor data. 

Mobile sensor data are usually complementary to the vehicle trajectory data since it could 

provide more detailed information on individual vehicle.  

The sensor data from the mobile devices can be used to identify vehicle maneuvers. 

Previous studies showed that some vehicle maneuvers were related to crash likelihood.  Stipancic 

et al. (2018a) analyzed the correlation between historical crashes and vehicle maneuvers, hard 

braking and accelerating events. Results from Spearman’s correlation coefficient and pairwise 

Kolmogorov-Smirnov indicated that both maneuvers were positively correlated with crash 
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frequency at the link and intersection levels. In addition, some vehicle maneuvers, such as harsh 

turning, harsh acceleration, are used as important driver classification metrics by many insurance 

companies, as they appear to be related to crash likelihood (Tselentis et al., 2017). 

Extensive studies have been conducted for identifying vehicle maneuvers using sensor 

data over the past decade. Johnson and Trivedi (2011) applied the Dynamic Time Warping 

(DTW) method to identify vehicle maneuvers (e.g., right turn, left turn, acceleration, and brake) 

using data from smartphone sensors. The smartphone was mounted in the center of a vehicle’s 

windshield. To eliminate noise in the data, a simple moving average filter was applied. Similarly, 

Singh et al. (2017) utilized DTW to detect sudden braking and lateral maneuvers using data from 

a smartphone’s accelerometer, gyroscope, gravity sensor, and GPS. The smartphone was 

mounted on the car’s dashboard to collect sensor data. The simple moving average and band pass 

filter were used to smooth the raw sensor data. The system reached an average accuracy of 

94.55% to detect aggressive maneuvers. Bhoraskar et al. (2012) proposed a system called 

Wolverine, which used SVM to detect bumps and braking events. Accelerometer, GPS, and 

magnetometer were utilized to collect data. Besides, a coordinate reorientation method was 

introduced to align the coordinate system. The system achieved a false positive rate of 2.7% and 

a false negative rate of 21.6% in braking detection. Ferreira et al. (2017) investigated the 

combination of different sensors to detect aggressive driving behaviors, such as aggressive 

braking, acceleration, left turn, and right turn. Accelerometer and gyroscope were proved to be 

the most suitable sensors. Besides, the random forest was found to have the highest AUC value 

among different methods. Wang et al. (2015b) designed a threshold-based system to detect 

turning and lane-change movements. Data from gyroscope, accelerometer, and GPS were used in 
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the study. The proposed system achieved an overall accuracy of 96% for detecting different 

maneuvers. 

To conclude, it is promising to use mobile devices to detect vehicle maneuvers, which 

can then be used as new factors for traffic safety analysis. Most of the studies obtained sensor 

data from accelerometer and gyroscope and applied a filter to remove the noise.  

2.2 Real-time Traffic Safety Analysis 

Real-time traffic safety analysis is expected to play an important role in the Active 

Traffic Management Systems (ATMS). There are generally two types of real-time traffic safety 

analysis based on their objectives, one is focusing on crash probability and another one is 

focusing on crash frequency. This section mainly reviews the studies related to real-time crash 

likelihood prediction. Real-time crash probability prediction aims to predict the crash probability 

within a short period (e.g. 5-10 minutes). Existing studies can be divided into two types based on 

the research locations, which are freeways and urban arterials.  

Most of the existing studies are conducted on freeways (Abdel-Aty et al., 2012; Ahmed et 

al., 2012b; Oh et al., 2005; Yu and Abdel-Aty, 2014a) rather than urban arterials (Theofilatos, 

2017; Yuan et al., 2018). One important component of these studies is to identify the relationship 

between real-time crash likelihood between different types of data, such as transportation, signal 

timing, weather, road geometry, etc. Speed-related variables were found among the most 

significant variables in terms of crash risk. The average speed was found to be negatively 

correlated with the crash likelihood (Abdel-Aty et al., 2012; Ahmed et al., 2012a; Ahmed and 

Abdel-Aty, 2012; Shi and Abdel-Aty, 2015; Xu et al., 2012; Yu et al., 2016). The standard 
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deviation of speed was found to have significant positive effects on crash occurrence (Abdel-Aty 

et al., 2004; Abdel-Aty et al., 2012; Ahmed et al., 2012a; Ahmed and Abdel-Aty, 2012; Xu et al., 

2012; Zheng et al., 2010). The number and level of speed mutations were found to be 

significantly related to the crash risk (Wang et al., 2019b). Speed mutation is defined when the 

acceleration rate (absolute value) over certain thresholds. Intuitively, higher traffic volume 

contributes to higher crash risk (Roshandel et al., 2015). Moreover, several studies (Hossain and 

Muromachi, 2012; Shi and Abdel-Aty, 2015) reported that the congestion index is positively 

correlated with crash occurrence. In addition, Yuan et al. (2018) found that the downstream 

green ratio was negatively associated with the occurrence of crashes at urban arterials, this could 

be explained as the higher downstream green ratio could efficiently reduce the percentage of 

stop-and-go traffic.  

In summary, more studies need to be done on real-time crash analysis, especially for 

urban arterials. In addition, speed-related variables were found to be the most important variables 

for crash occurrence. However, the relationships between some speed-related variables and crash 

occurrence are still not clear, such as different speed percentile, acceleration rate, etc. 

2.3 Methodologies  

This section reviews the main methodologies used in real-time crash likelihood 

prediction. Real-time crash likelihood prediction is a classification problem with the dependent 

variables as ‘crash’ or ‘non-crash’. The modeling methods for real-time crash likelihood 

prediction can be divided into statistical and machine learning methods. In addition, since the 

crash is a rare event, data resampling methods also need to be applied before further analysis.   
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2.3.1 Statistical Methods 

Statistical methods were firstly applied for crash prediction. Several methods were 

commonly used by the existing studies, including logistic models (Abdel-Aty and Pande, 2005; 

Abdel-Aty et al., 2004; Ahmed and Abdel-Aty, 2012; Xu et al., 2012; Zheng et al., 2010), 

Bayesian logistical models (Shi and Abdel-Aty, 2015; Wang et al., 2017a; Wang et al., 2015a; 

Yu et al., 2014), Bayesian random effect logistic models (Shi and Abdel-Aty, 2015; Yu et al., 

2016), Bayesian random parameter logistic models (Shi and Abdel-Aty, 2015; Xu et al., 2014; 

Yu and Abdel-Aty, 2014a; Yu et al., 2017b). The benefits of using statistical models are they can 

quantify the correlations between crash risk and other types of variables, which can help identify 

the most crucial factors in terms of crash risk. However, these models are usually built on 

matched-case control data or have certain assumptions. Existing studies indicated machine 

learning methods usually had better performance compared with statistical methods, such as 

higher sensitivity and AUC values (Bao et al., 2019; Yu and Abdel-Aty, 2013). 

2.3.2 Machine Learning Methods 

With the capability of learning from big data and non-linear relationships, machine 

learning methods were used to predict real-time crash likelihood. Yu and Abdel-Aty (2013) 

applied the SVM to predict the real-time crash likelihood prediction at freeways. Results 

indicated that SVM outperformed the Bayesian logistic regression model in terms of AUC 

values. Similarly, Sun et al. (2014) used SVM to predict real-time crash likelihood on urban 

expressways. Results suggested that SVM had better performance than logistics regression, 

Bayesian networks, and K-Nearest Neighbor (KNN). In addition, the authors also illustrated the 
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transferability of SVM by applying the model on different expressways. In addition, Lin et al. 

(2015) found that Tree-based methods can be used for the variable selection process, which 

could improve the accuracy of real-time crash likelihood prediction. 

One major branch of machine learning is deep learning, which mainly referred to deep 

neural networks. The concept of deep neural networks was proposed over decades ago but was 

not been widely applied due to the limitation of the computer hardware. Recently, with the rapid 

development of computation power and the availability of massive data, deep learning was 

proved to be very useful in terms of image classification, face recognition, natural language 

processing, etc. Deep learning methods are capable to learn from massive data and achieve very 

high accuracy in both regression and classification problems. There are various applications of 

deep learning methods in transportation fields. Chen et al. (2016) developed a deep stack denoise 

autoencoder model to learn from hierarchical features of human mobility and predict traffic 

crashes in an aggregated way. Ma et al. (2017) implemented a deep CNN model to predict traffic 

speed in Beijing. Spatial and temporal traffic dynamics are converted to images describing the 

time and space relations of traffic flow. Results indicated CNN outperformed other common 

methods such as random forest and KNN.  

Transpiration research problems usually contain lots of time-series data, specifically, 

Recurrent Neural Network (RNN) was proved to be a powerful neural network in terms of 

learning time-series data (Mahmoud et al., 2021a; Tian and Pan, 2015; Zhao et al., 2017; Zheng 

et al., 2019). Different from the traditional neural network that only maps the current input vector 

to the output vector (Tian and Pan, 2015), RNN introduces recurrent connections, which allow 

information to persist. However, one drawback of RNN is it cannot capture long-term 
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dependency (Bengio et al., 1994). Thus, LSTM was invented by Hochreiter and Schmidhuber 

(1997). LSTM improves the performance of RNN by including memory cells and gates, which 

preserve the information for a long period.  

Several existing studies applied LSTM in transportation fields. Zhao et al. (2017) 

investigated the short-term traffic forecast of Beijing based on LSTM, the proposed LSTM 

network considers spatio-temporal correlations in the traffic system via a two-dimensional 

network. The results of LSTM are better than other methods, such as autoregressive integrated 

moving average model and normal RNN. Similarly, Tian and Pan (2015) utilized LSTM to 

predict short-term traffic flow. With the ability to memorize long historical data and 

automatically determine the optimal time lags, LSTM outperformed other common machine 

learning methods, such as SVM and single layer feed forward neural network. There are 

currently few papers that used LSTM for real-time crash likelihood prediction. For example, 

Yuan et al. (2019) utilized LSTM to predict crash risk in real-time, the authors proved the 

performance of LSTM was much better than the conditional logistic model in terms of sensitivity 

and false alarm rate.
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CHAPTER 3: A DEEP LEARNING APPROACH TO DETECT REAL-

TIME VEHICLE MANEUVERS BASED ON SMARTPHONE 

SENSORS 

3.1 Introduction 

In 2017, the reported number of fatalities from vehicle crashes was 44,034 in the USA  

(National Highway Traffic Safety Administration, 2019). Among them, 64.2% involved the 

vehicle going straight, 7.3% involved turning left, 0.9% involved turning right, etc. To prevent 

crashes, there is a need to identify vehicle maneuvers in real-time and provide drivers assistance 

or warning accordingly. As existing studies indicated (Ferreira et al., 2017; Singh et al., 2017), 

each vehicle maneuver has its unique characteristics, such as its speed, acceleration, and rotation 

rate. These characteristics can be obtained via various devices, including smartphones, cameras, 

OBDs, radars, etc. Among them, smartphones are becoming more and more popular because of 

their high penetration rate, robustness, and low cost.  

First, the smartphone is a ubiquitous device. In 2020, 70% of the world’s population will 

use smartphones (Kanarachos et al., 2018). However, radar and other advanced sensors are only 

available on luxury vehicles (Wang et al., 2015b). Second, some devices, such as the camera, can 

be easily influenced by the weather and light conditions (Wang et al., 2015b). Third, the 

smartphones are already equipped with various sensors (e.g., accelerometer, gyroscope). It is not 

necessary to install extra devices. In addition, current high-speed cellular networks and the 

incoming 5G technology make it possible to use the smartphone for the vehicle to vehicle and 

vehicle to pedestrian communication systems. The information of vehicle maneuvers can be 
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broadcasted to other road users and enhance traffic safety. 

Vehicle maneuvers detection is a classification problem based on time-series data. In 

general, two types of methods were commonly used among the existing studies, which are rule-

based and machine learning methods. For the rule-based methods, vehicle maneuvers are 

detected according to certain thresholds. For example, acceleration, braking, and left/right turn 

are considered as violations of thresholds imposed on vehicle acceleration of different axes 

(Paefgen et al., 2012). Turning maneuvers can be detected using certain constraints on the 

headings obtained from the GPS sensors (Saiprasert et al., 2013). Lane change maneuvers can be 

identified based on certain threshold values on the rotation rate, which is collected through a 

gyroscope (Wang et al., 2015b). The rule-based methods are easy to use but are not flexible and 

accurate enough since the thresholds are usually set manually. Considering these limitations, 

machine learning methods have become more popular since their high flexibility (Ferreira et al., 

2017; Yu et al., 2017a), including random forest, SVM, KNN, etc. Recently, with the rapid 

development of neural networks, they were implemented to various transportation problems and 

achieved promising results. Among various neural networks, RNN was proved to be especially 

useful for learning time-series data (Tian and Pan, 2015; Zhao et al., 2017; Zheng et al., 2019), 

compared to common machine learning methods. Different from the traditional neural network 

that only maps the current input vector to output vector (Tian and Pan, 2015), RNN introduces 

recurrent connections, which allow information to persist. However, one drawback of the RNN is 

it cannot capture long-term dependency (Bengio et al., 1994). Thus, LSTM, was invented by 

Hochreiter and Schmidhuber (1997). LSTM improves the performance of RNN by including 

memory cells and gates, which preserve the information for a long period. There are already 
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various applications of LSTM in transportation fields, including traffic speed prediction, traffic 

volume prediction, crash risk prediction, etc. However, there are only a few papers that applied 

LSTM to vehicle maneuvers detection. Saleh et al. (2017) utilized LSTM to classify drivers’ 

behaviors as normal, aggressive, and drowsy based on data from the accelerometer, gyroscope, 

GPS, and camera. Mumcuoglu et al. (2019) implemented LSTM to classify different drivers 

according to the longitudinal and lateral acceleration. However, these studies only provided 

coarse-grained results and used too many sensors. The performance of LSTM on real-time 

vehicle maneuvers detection still requires more investigations. 

Two types of data, filtered sensor data and statistical features, are used as the inputs for 

identifying vehicle maneuvers. Specifically, the first one applies sensor filters to remove the 

noise from the raw data (Wang et al., 2015b). The second one generates statistical features based 

on a sliding window. With a predefined size, the sliding window goes through the sensor data 

and estimates the statistical features accordingly. For instance, Ferreira et al. (2017) used the 

sliding window to obtain the mean, median, standard deviation from the sensor data. Similarly, 

Yu et al. (2017a) estimated the standard deviation, mean, maximum, and minimum of the sensor 

readings as features for modeling. 

Furthermore, one crucial step for vehicle maneuvers identification is sensor selection. A 

single sensor can provide valuable but limited information for vehicle motions. For example, the 

gyroscope can detect aggressive turning. The accelerometer is good at detecting aggressive 

acceleration and aggressive lane changing (Ferreira et al., 2017). Sensor-fusion combines 

different sensors as inputs. Johnson and Trivedi (2011) proved it is difficult to detect the U-turn 

when using the accelerometer or gyroscope alone. However, sensor fusion could improve the 
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accuracy from 23% to 77%. Moreover, the GPS and accelerometer can be fused to improve the 

accuracy of the vehicle speed estimation (Chowdhury et al., 2014).  

There are still several challenges of using smartphone sensors to detect vehicle 

maneuvers. First, in previous studies, the smartphone was fixed on a mount (Chowdhury et al., 

2014; Singh et al., 2017). This is not consistent with the real-life situation. Free position could 

introduce more noises and make it difficult to reflect vehicle motions through the smartphone. 

Second, many studies generate new statistical features based on sensor data or use complex data 

prepossessing techniques to improve the performance of the model. However, these procedures 

increase the computational complexity and make them hard to apply in real-time. Third, sensor 

fusion may improve the model’s performance, but using too many sensors could also increase 

battery consumption. This study tries to mitigate the existing research gaps by proposing a real-

time vehicle maneuvers detection system. First, we release the constraints on the smartphone’s 

position by a coordination system reorientation method. Second, the filtered raw sensor data are 

directly used instead of generating new statistical features, which requires much less 

computation cost. Third, this study uses readings from only two sensors as the inputs. This could 

save more battery than fusing too many sensors. Forth, since vehicle maneuvers detection is a 

typical time series-related sequential prediction process, the long-term dependency of the sensor 

data can be captured efficiently by the proposed stacked-LSTM. To the authors’ best knowledge, 

this is the first study to conduct real-time vehicle maneuver detection using stacked-LSTM. 
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3.2 Sensor Description 

Nowadays, a common smartphone usually has many built-in sensors, such as the 

accelerometer, gyroscope, magnetometer, GPS, etc. These sensors measure the vehicle motions 

from different aspects. This part explains their roles in detecting vehicle maneuvers. The sample 

data used here were collected by an Android application developed by one of the authors. For 

simplicity, the sensor update frequency is set as 1 Hz. The coordinate system of the smartphone 

and vehicle are aligned.  

3.2.1 Accelerometer 

The accelerometer measures the acceleration of the smartphone on three axes with the 

unit of m/s2 (Figure 1 (a)). It is widely used in driving maneuvers detection and activities 

recognition (Paefgen et al., 2012; Saiprasert et al., 2013; Vlahogianni and Barmpounakis, 2017). 

The readings from the accelerometer show significant patterns for different vehicle maneuvers. 

For instance, if a vehicle is making a left turn, the X-axis of the accelerometer will decrease 

dramatically ((Figure 1 (b)). 
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(a) Sensor coordinate system 

 
(b) Sensor readings of left turn 

Figure 1 Sensor coordinate system and readings 

 

3.2.2 Gyroscope 

Gyroscope reflects the smartphone’s rotation rates on three axes in rad/s, its directions are 

shown by the hands in Figure 1 (a). Gyroscope is helpful in navigation applications as well as 

some smartphone games. It is one of the most useful sensors to detect vehicle maneuvers. 
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Gyroscope is a major sensor for reflecting wheel steerings, such as lane change and turning. For 

instance, the reading of the Z-axis is increasing significantly if a vehicle is making a left turn 

(Figure 1 (b)). 

3.2.3 GPS 

GPS sensor provides location information, such as longitude, latitude, bearing, and speed. 

Specifically, the longitude and latitude reflect the location of the smartphone in degrees. Bearing 

is the horizontal direction of travel of the smartphone, from 0 to 360 degrees. Speed is the speed 

of the smartphone in m/s. In general, different vehicle maneuvers have different speeds. A car is 

expected to have a lower speed while it is turning compared to normal driving. 

3.2.4 Magnetometer 

Magnetometer estimates the magnetic field at the position of a smartphone on Earth. The 

magnetometer can be used to obtain the angle between the horizontal component of the magnetic 

field and the true north, in degrees (i.e., positive means the magnetic field is rotated east that 

much from true north). The main application of the magnetometer in this study is to align the 

coordinate systems of smartphones and vehicles. 

3.3 System Overview 

This study aims to detect real-time vehicle maneuvers with smartphone sensors using a 

deep learning method. The system workflow is illustrated in Figure 2. First, sensor data are 

collected. Second, a coordinate system reorientation method and a data filter are utilized to align 

the smartphone coordination system and remove noise, respectively. Third, data from the 

accelerometer and gyroscope are used to detect vehicle maneuvers based on a stacked-LSTM 
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model. Four maneuvers are detected, including going straight, left turn, right turn, and U-turn. 

These maneuvers’ information can be broadcasted to the road users. In terms of communication 

technologies, Dedicated Short Range Communication (DSRC) (Tahmasbi-Sarvestani et al., 

2017), cellular (Chika et al., 2008; Liu et al., 2015), and Wi-Fi (Huang et al., 2016; Liu et al., 

2016b) are mainly used by the previous studies. However, DSRC requires the smartphone to be 

equipped with 802.11p, which is not available for any off-the-shelf smartphone (Sewalkar and 

Seitz, 2019). Therefore, the work in this study is designed to use cellular and Wi-Fi technologies 

to transmit maneuvers information. 

 

Figure 2 System workflow 

 

3.3.1 Coordinate System Reorientation 

Smartphones and vehicles have similar coordinate systems, which are shown in Figure 3 

(a) and Figure 3 (b), respectively. In real life, the position of a smartphone to a vehicle is usually 

arbitrary. Therefore, the sensor reading of a smartphone cannot truly represent the vehicle 

motions. Most of the previous studies fixed the smartphone for simplicity (Johnson and Trivedi, 

2011; Singh et al., 2017). However, it is more realistic to free the smartphone’s position and 
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align its coordinate system with the vehicle’s, which can be achieved based on the rotation 

matrix (Bhoraskar et al., 2012).  

The coordinate system reorientation is implemented in two steps. Taking the 

accelerometer as an example. In the first step (Equation (1)) (Bhoraskar et al., 2012), we 

multiply the rotation matrix with the three sensor axes. The rotation matrix 𝑅 is the 3 by 3 matrix 

obtained from the smartphone. 𝑎𝑥, 𝑎𝑦, and 𝑎𝑧 are the X, Y, and Z-axis of the accelerometer. The 

smartphone coordination system is then transformed into the geometric coordination system (𝑎𝑥
′ , 

𝑎𝑦
′ , and 𝑎𝑧

′ ). The geometric coordinate system is shown in Figure 3(c). Specifically, X-axis is 

tangential to the ground at the device's current location and roughly points east). Y-axis is 

tangential to the ground at the device's current location and points towards the magnetic North 

Pole. Z-axis points towards the sky and is perpendicular to the ground. 

 

[

𝑟0 𝑟1 𝑟2

𝑟3 𝑟4 𝑟5

𝑟6 𝑟7 𝑟8

]  × [

𝑎𝑥

𝑎𝑦

𝑎𝑧

] =  [

𝑎𝑥
′

𝑎𝑦
′

𝑎𝑧
′

] (1)  

 

The second step is conducted based on magnetic declination and bearing (Equations (2)-

(5)). For example, 𝑎𝑥
′  from the first step is transformed to 𝑎𝑥

′′, which is aligned with the vehicle 

coordinate system. Magnetic declination is the deviation of magnetic north from true north while 

bearing is the angle between the vehicle’s direction and the true north (Figure 3 (d)). These two 

parameters can be directed obtained through the smartphone’s magnetic sensor and GPS, 

respectively. After these two steps, the smartphone’s sensors could better reflect the vehicle 

motions. Take the accelerometer as an example, after the coordinate system reorientation, the X-
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axis of the accelerometer represents the vehicle’s lateral acceleration, the Y-axis represents the 

vehicle’s longitudinal acceleration, and the Z-axis represents gravity. 

 

𝜃 = 𝑏𝑒𝑎𝑟𝑖𝑛𝑔 − 𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑐 𝑑𝑒𝑐𝑙𝑖𝑛𝑎𝑡𝑖𝑜𝑛 (2)  

𝑎𝑥
′′ = 𝑎𝑦

′ ∗ sin 𝜃 +  𝑎𝑥
′ ∗ cos 𝜃 

 

(3)  

𝑎𝑦
′′ = 𝑎𝑦

′ ∗ cos 𝜃 −  𝑎𝑥
′ ∗ sin 𝜃 (4)  

𝑎𝑧
′′ =  𝑎𝑧

′  (5)  

 

 

(a) Smartphone coordinate system (MathWorks, 

2019) 

 

(b) Vehicle coordinate system 

 

 
 

(c) Geometric coordinate system (Google, 2019) 

 

(d) Illustration of bearing 

 

Figure 3 Coordinate system reorientation illustration 
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3.3.2 Sensor Filter 

Smartphone sensor data contain lots of noise. Directly using the raw sensor data will 

impair the accuracy of maneuvers detection. Most of the existing studies applied sensor filters 

before further analysis. Among them, moving average filter was widely used and achieved 

reasonable results (Johnson and Trivedi, 2011; Liu et al., 2016c; Saiprasert et al., 2013; Singh et 

al., 2017; Wang et al., 2015b). For example, Wang et al. (2015b) applied the moving average 

filter to remove the noise from raw gyroscope readings. Liu et al. (2016c) utilized the same filter 

to remove noise from raw acceleration. The moving average filter for a series 𝑌 can be calculated 

based on Equation (6) (Wikipedia, 2019).  

 

𝑆𝑡 = (𝑌𝑡 +  𝑌𝑡−1 + ⋯ + 𝑌1)/𝑡 (6)  

 

Where 𝑌𝑡 is the value at a time period 𝑡, and 𝑆𝑡 is the value after filtering at any time 

period 𝑡. In this study, the 𝑌 is the reading from the sensor axis. The moving average filter is 

applied to each of the sensor axes accordingly. 

3.3.3 Long Short-term Memory Neural Network 

Deep learning methods were proven to have better performance than other machine 

learning methods in learning sensor data (Ordóñez and Roggen, 2016; Yuan and Abdel-Aty, 

2018). Moreover, existing studies indicated that LSTM had better result than others. For 

example, Yuan and Abdel-Aty (2018) built an LSTM network for human activity recognition 

based on smartphone sensors. Results suggested that LSTM had the highest accuracy compared 

with SVM, CNN, DTW, etc. Ordóñez and Roggen (2016) applied LSTM to the human activity 

recognition problem. The authors indicated LSTM outperformed CNN with higher accuracy. 
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LSTM can more efficiently learn from time-series data compared with other neural networks due 

to its unique design of the memory cells, which contain three gates to control when to forget or 

remember certain information. In addition, the ability to look back on several time steps also 

helps LSTM reach better results on time-series data than common neural networks. In terms of 

different variants of LSTM. Greff et al. (2017) compared the performance of LSTM over its 

eight variants. Results from 5400 experiment runs (roughly 15 years of CPU time) suggested that 

none of the variants can improve significantly upon the standard LSTM architecture. Besides, the 

forget gate and the output activation function were indicated to be the most critical components 

of LSTM. 

This study developed an LSTM model for vehicle maneuvers detection due to its good 

performance on time-series data. LSTM is one kind of RNNs. Different from traditional RNNs, 

LSTM is capable of learning long-term dependencies (Hochreiter and Schmidhuber, 1997) since 

it introduced the memory cells to determine when to forget certain information. The structure of 

an LSTM layer is shown in Figure 4. LSTM has three different gates compared with the RNN. 

The forget gate 𝑓𝑡 controls how much to forget from the previous step memory cell. The input 

gate 𝑖𝑡 determines which values to be updated. The output gate 𝑜𝑡 determines the output for the 

hidden state ℎ𝑡. The introduction of these special gates makes it easier for LSTM to preserve 

information over long timestamps. For instance, if we take the forget gate as 1 and the input gate 

as 0, then the information of this memory cell is preserved indefinitely. 
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Figure 4 LSTM structure (Christopher, 2015) 

 

If the input of LSTM is denoted as 𝑋 = (𝑋1, 𝑋2, … , 𝑋𝑡), where 𝑡 is the prediction period,  

ℎ = (ℎ1, ℎ2, … , ℎ𝑡) is the hidden state, and the 𝑦 = (𝑦1, 𝑦2, … , 𝑦𝑡) is the output. The equations of 

LSTM are shown in Equations (7)-(12). 

 

𝑖𝑡 = σ(𝑊𝑖𝑥𝑋𝑡 + 𝑊𝑖ℎℎ𝑡−1 + 𝑊𝑖𝑐𝑐𝑡−1 + 𝑏𝑖) (7) 

𝑓𝑡 = σ(𝑊𝑓𝑥𝑋𝑡 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑊𝑐𝑓𝑐𝑡−1 + 𝑏𝑓) (8) 

𝑜𝑡 = σ(𝑊𝑜𝑥𝑋𝑡 + 𝑊𝑜ℎℎ𝑡−1 + 𝑊𝑜𝑐𝑐𝑡 + 𝑏𝑜) (9) 

𝑐𝑡 = 𝑓𝑡⨀𝑐𝑡−1 + 𝑖𝑡⨀𝑡𝑎𝑛ℎ(𝑊𝑐𝑥𝑋𝑡 + 𝑊𝑐ℎℎ𝑡−1 + 𝑏𝑐) (10) 

ℎ𝑡 = 𝑜𝑡⨀𝑡𝑎𝑛ℎ(𝑐𝑡) (11) 

𝑦𝑡 = 𝑊𝑦ℎℎ𝑡−1 + 𝑏𝑦 (12) 

 

Where 𝑊 represents weight matrices, for example, 𝑊𝑖𝑥  denotes the weight matrix from 

the input gate to the input, σ is the logistic sigmoid function, and ⨀ indicates elementwise 

product of the vectors. The forget gate 𝑓𝑡 controls the extent to which the previous step memory 

cell is forgotten, the input gate 𝑖𝑡 determines how much to update for each unit, and the output 
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gate 𝑜𝑡 controls the exposure of the internal memory state. Since the values of all the gating 

variables vary for each time step, the model could learn how to represent information over 

various time steps. 

3.4 Experiment and Results 

3.4.1 Data Collection 

To collect real-world driving data, we conducted extensive experiments from April 2019 

to July 2019. The summary of the experiment is shown in Table 1.  

 

Table 1 Experiment summary 

Name Description 

Driver number Four anonymous drivers 

Smartphone models Samsung Note10, Samsung Galaxy S8, Samsung Galaxy S10 

Vehicle models Toyota Corolla, Nissan Altima, Chevrolet Malibu 

Sampling rate 10 Hz 

Sensor Accelerometer, Gyroscope, GPS 

 

Furthermore, the interface of the Android application is shown in Figure 5. The unit for the input 

frequency is in million seconds. Moreover, the user can select the sensors they want to activate, 

including GPS, accelerometer, gyroscope, barometer, and compass. The output data are saved 

automatically. 
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Figure 5 Smartphone application interface 

 

Four anonymous drivers collected the data during their commutes, the average commute 

time was around 15 minutes to 30 minutes. The drivers were asked to drive on both weekdays 

and weekends. The sensor update frequency was set as 10 Hz. In total, 77,642 samples were 

collected, including 71,522 going straight, 2,563 left turn, 2,840 right turn, and 717 U-turn. 

Regarding the locations of the vehicle maneuvers, most of the turning maneuvers happened at 

intersections, while segments have most of the going straight maneuvers. 

For sensor selection, accelerometer, gyroscope, camera, and GPS were commonly used 

by previous studies. However, Camera and GPS usually consumes much more battery than the 

other sensors and are more sensitive to the environment. For example, the battery consumption 

from the accelerometer is 1mA, for GPS is 15mA (Wu et al., 2014). Besides, the signal strength 
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of GPS can be easily influenced by the outside environment. Thus, this study does not use GPS 

as a candidate sensor. The description of the selected features is shown in Table 2.  

 

Table 2 Feature description 

Feature Sensor Name Description 

𝒂𝒙 X-axis of accelerometer Vehicle’s lateral acceleration 

𝒂𝒚 Y-axis of accelerometer Vehicle’s longitudinal acceleration 

𝒈𝒙 X-axis of gyroscope Vehicle’s pitch rate 

𝒈𝒚 Y-axis of gyroscope Vehicle’s roll rate 

𝒈𝒛 Z-axis of gyroscope Vehicle’s yaw rate 

 

3.4.2 Model Implementation 

To better capture the time dependency of the sensor data, this study builds a neural 

network with two stacked LSTM layers to identify vehicle maneuvers. Dropout layers are added 

to prevent over-fitting, the architecture of the model is shown in Figure 6. Data of three seconds 

are stacked to identify the vehicle maneuver in the current time. Specifically, the data from the 

𝑇 − 2, 𝑇 − 1, and 𝑇 seconds are used to identify the maneuver at the 𝑇 second. Moreover, 

Softmax function is used as the activation function to generate the output since there are multiple 

maneuvers.  

 

 
Figure 6 Model architecture 
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The model implementation process is shown in Figure 7. We firstly divide the dataset 

into two parts, training (75%) and test (25%) data. The data collected at intersections and 

segments are all used for model implementation. In the training data, the ratio of different 

maneuvers, going straight, left turn, right turn, and U-turn is around 97:3:3:1, indicating it is 

highly imbalanced. Then, Synthetic Minority Over-sampling Technique (SMOTE) is used for re-

sampling the training dataset (Chawla et al., 2002). SMOTE creates new minority class instances 

by interpolating between several minority class instances that lie together and has been utilized 

widely in the transportation fields. Hyperparameters tuning is conducted based on the training 

data, the trained model is evaluated on the test dataset. The fine-tuned model is generated 

according to the selected metrics, including precision, recall, and F1-score: 

• Precision: the probability that ‘A’ maneuvers in classification result are true ‘A’. 

• Recall: the probability that all ‘A’ maneuvers in ground truth are classified as ‘A’. 

• F1-score: F1-score is estimated based on precision and recall (13), a high F1-score usually 

indicates the model’s good performance. 

 

𝐹1 = 2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙) (13)  
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Figure 7 Model implementation process 

 

The proposed model is implemented based on Keras (Chollet, 2015) using NVIDIA GTX 

1050 4G GPU. One of the most crucial steps for applying the deep learning model is 

hyperparameters tuning. Several common hyperparameters are selected (Table 3), including 

learning rate, batch size, epoch, etc. Besides, the optimization function is also considered as a 

hyperparameter, three common optimization functions are selected, including Adam, RMSprop, 

and Stochastic Gradient Descent (SGD). 

 

Table 3 Hyperparameters tuning results 

Name Range Value 

Learning rate 0.1, 0.01, 0.001, 0.0001 0.001 

Batch size 100, 200, 500, 1000, 2000 500 

Epoch number 10, 50, 100, 200, 500 100 

Optimizer function Adam, RMSprop, SGD RMSprop 

Dropout rate 0.3, 0.5, 0.8 0.3 

LSTM unit number 128, 64, 32, 16 64 
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3.4.3 Results 

After tuning hyperparameters and sensor selection. The combination of 𝑎𝑥 , 𝑎𝑦, and 𝑔𝑧 

achieves the best result on the test data set (Table 4). The model has an average precision of 

0.97, recall of 0.98, and F1-score of 0.98, The results indicate that the model has good 

performance over different drivers, vehicles, smartphones, and road facilities. Besides, the 

confusion matrix of the results is shown in Figure 8. There are 0.11%, 0.14%, and 0.05% of 

going straight maneuvers that were wrongly detected as the left turn, right turn, and U-turn. For 

the turning maneuvers, the model wrongly detects 3.04% left turn, 1.76% of right turn, and 5.6% 

U-turn as going straight. The confusion matrix indicates that the model might fail to distinguish 

between going straight and turning movements. However, it would not fail to distinguish 

between different turning movements. 

 

Table 4 Experiment results 

Maneuver Precision Recall F1-score 

Going straight 0.99 0.99 0.99 

Left Turn 0.97 0.97 0.97 

Right Turn 0.97 0.98 0.97 

U-turn 0.96 0.99 0.97 
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Figure 8 Normalized confusion matrix 

 

To illustrate the model’s capability of distinguishing vehicle maneuvers, t-Distributed 

Stochastic Neighbor Embedding (t-SNE) is utilized based on the outputs of the model. t-SNE is 

an advanced technique for high-dimensional data visualization (Maaten and Hinton, 2008). It 

maps multi-dimensional data to two or more dimensions suitable for human observation. t-SNEs 

of the raw features and the extracted features from the last layer of the model are shown in 

Figure 9 (a) and Figure 9 (b), respectively. The vehicle maneuvers are extremely difficult to 

distinguish in the raw data, their patterns are critically tangled together (Figure 9 (a)). However, 

Figure 9 (b) indicates the features extracted by our model successfully divide four maneuvers. 
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(a) t-SNEs of the raw features 

 

(b) t-SNEs of the extracted features 

 
Figure 9 t-SNEs of raw features and extracted features 

 

3.4.4 Model Comparison 

To compare the results of the stacked-LSTM with existing studies, we summarize our 

model and the previous studies from different aspects, such as the selected sensors, statistical 

features, and the average accuracy (Table 5). Previous studies use multiple sensors and different 

statistical features to get relatively accurate results. In general, the more features a model has, the 

results could become more accurate. However, our proposed stacked-LSTM uses only two 

sensors with three axes, reaches the highest accuracy without any other statistical features. 

 

Table 5 Results from existing studies and our method 

Literature Sensor axes Statistical features Accuracy 

Johnson and Trivedi (2011) 
𝑎𝑥, 𝑎𝑦 , 

𝑔𝑥 , 𝑔𝑦 , 𝑜𝑥 
max, range 91.87% 

Yu et al. (2017a) 
𝑎𝑥, 𝑎𝑦 , 

𝑜𝑥, 𝑜𝑦 , 𝑡𝑖𝑚𝑒 
range, std, mean, max, min 95.36% 

Wang et al. (2016) 
𝑎𝑥, 𝑎𝑦 , 𝑎𝑧 

𝑔𝑥 , 𝑔𝑦 , 𝑔𝑧  
max 90% 

Stacked-LSTM 𝑎𝑥, 𝑎𝑦 , 𝑔𝑍 Do not apply 98% 
Note: 𝑜𝑥 is the orientation on X-axis, std is the standard deviation, the accuracy is the average accuracy. 
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The comparison of our results with the previous studies shows that our model reaches 

the-state-of-the-art performance in terms of average accuracy. It is also worthwhile to investigate 

the performance of other benchmark methods on the same dataset. Several benchmark machine 

learning methods are selected, including LightGBM (Ke et al., 2017), random forest, and KNN. 

To ensure fairness and comparability, they are all fine-tuned based on the same dataset as the 

stacked-LSTM. Specifically, the benchmark models take the 90-dimensional data as the input 

and generate the maneuver label as the output. In terms of the hyperparameters for the 

benchmark methods. The number of leaves and max depth are selected for LightGBM. The 

number of trees, max number of features, and max depth are selected for random forest. The 

number of neighbors and Minkowski metric are selected for KNN. Kernel functions, C value, 

and gamma are used for SVM. The results from different models are summarized in Figure 10. 

F-1 score is used as the metric since it combines precision and recall. Besides, going straight 

maneuver is ignored since it is relatively easy to detect and has very high accuracy among all the 

models. According to Figure 10, the proposed stacked-LSTM outperforms the other models with 

a significantly higher F-1 score for the three maneuvers. LightGBM has the best results among 

the benchmark methods, whereas SVM cannot accurately detect different maneuvers. The main 

reason for the good performance of the stacked-LSTM is the capability of learning from time-

series data and capturing long-term dependencies. Besides, the computation time for processing 

one input is also compared between different methods (Figure 11). LSTM has the minimal 

processing time (1.976 milliseconds), which is much less than the sensor update frequency 

(10Hz). The fast processing time of LSTM makes it possible to deploy the model in real-time 

and generate the results every 0.1 seconds. 
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Figure 10 Results from different models 

 
Figure 11 Processing time of different models 
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3.4.5 Model Transferability 

The performance of the proposed model is well-illustrated in the previous sections. 

However, the model transferability still requires additional investigation. The basic assumption 

for transferring a model is that different drivers and locations have different characteristics but 

share common features. The model may have poor performance when it receives completely new 

data. However, the training process on the new data should be much easier. Existing studies 

(Ferreira et al., 2017; Ouyang et al., 2019; Saleh et al., 2017; Singh et al., 2017) only test the 

proposed models on the self-built dataset without evaluating them on new data. Thus, we 

collected additional data for two new drivers at new locations with around 30,000 records. The 

performance of the proposed model and the benchmark methods are shown in Figure 12. LSTM 

still has the best overall results. Among the benchmark methods, LightGBM and random forest 

have the best results while KNN has the worst results. 

 

 
Figure 12 Model results on the new dataset 
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The performance of the proposed LSTM on the new dataset can be gradually improved 

by re-training it. Since the model was already trained based on the original dataset, the re-

training process only requires much fewer data. The model’s average F1-score on the original 

and new data are shown in Figure 13. The average F1-score is estimated by averaging the F1-

scores of the left turn, right turn, and U-turn. The new data ratio is the portion of the new data 

used to re-train the model. Figure 13 indicates that with only 5% of the new data, the average F1-

score can be improved from 0.72 to 0.81. To reach a 0.95 F1-score, the model only requires 35% 

of the new data. Besides, the model performance on the original data is not impaired during this 

process. 

 

 
Figure 13 Model results on different new data ratios 
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3.5 Conclusions 

This study proposed a real-time vehicle maneuvers detection system based on 

smartphone sensors. First, a coordination system reorientation method was applied to free the 

smartphone’s position. Second, data from the gyroscope and accelerometer were used as input 

after filtering. Third, SMOTE was applied as an over-sampling technique to solve the 

imbalanced data problem. In the end, a stacked-LSTM model was built to detect vehicle 

maneuvers. The model is fine-tuned based on the real-world driving data collected from 

extensive experiments at different locations. According to the experimental results, the main 

contributions of this study can be summarized as follows: First, instead of using various sensors 

and extracting additional statistical features, this study uses three filtered sensor data, which 

decreases the computation complexity and saves battery consumption. Second, the proposed 

stacked-LSTM model accurately identifies different vehicle maneuvers with the average 

precision of 0.97, recall of 0.98, and F1-score of 0.98, which reaches the state-of-the-art 

performance compared with other studies and benchmark models. Third, the model has robust 

performance in different locations, which is validated based on the data from intersections, 

segments, and local roads. Forth, the model can be easily transferred to different drivers or 

locations.   

Overall, this study illustrates the feasibility of using stacked-LSTM to identify vehicle 

maneuvers in real-time. The simply reoriented and filtered sensor data are desirable features for 

the implementation of the model. The results from this study can be applied to broadcast vehicle 

maneuvers through the smartphone in a connected vehicle system to prevent crashes. However, 

there are still several limitations in the current study. First, the performance of stacked-LSTM 
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can be improved by adding more layers or trying more combinations of different 

hyperparameters. Second, different vehicle maneuvers may indicate the safety condition of the 

driver, the differentiation between normal, aggressive, and dangerous driving can be introduced 

in future research. Third, the model was developed on a relatively limited dataset, which may 

impair the model’s generality while applying it to other drivers. With the development of CV and 

mobile sensing technologies, massive real-world driving data will become available in the future. 

The model can be further improved based on these novel data.
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Li, P., Abdel-Aty, M., Islam, Z., 2021. Driving Maneuvers Detection using Semi-Supervised Long Short-

Term Memory and Smartphone Sensors. Transportation Research Record, 03611981211007483. 

CHAPTER 4: DRIVING MANEUVERS DETECTION USING SEMI-

SUPERVISED LSTM AND SMARTPHONE SENSORS 

4.1 Introduction 

In 2018, 42,881 vehicles were involved in single- and two-vehicle fatal crashes in the 

USA (National Highway Traffic Safety Administration, 2019). Among them, traveling straight 

accounts for 63.8%, turning left accounts for 7.4%, turning right accounts for 0.9%, and U-turn 

accounts for 0.4%. Driving maneuvers detection is an important component for proactive traffic 

safety management systems, such as collision warning systems (Abdel-Aty et al., 2020; Liu et 

al., 2016c), abnormal driving detection systems (Johnson and Trivedi, 2011; Yu et al., 2017a), 

etc. Besides, with the development of the connected vehicle systems, the information of driving 

maneuvers could be shared and transmitted efficiently, which could provide road users with 

useful assistance. To detect driving maneuvers, driving data are usually collected using a device 

(e.g. smartphone, OBD, etc.). A method is then applied to learn from the data and detect driving 

maneuvers accordingly.  

Various devices were used in the previous studies, such as OBDs (Meseguer et al., 2013), 

cameras (Li and Busso, 2016), radars (Doshi and Trivedi, 2010), etc. The OBD can be plugged 

into the OBD port of the vehicle and collect data from the vehicle's electronic control unit. Some 

OBDs also have Bluetooth functions which enable them to be connected with other mobile 

devices. Meseguer et al. (2013) utilized an OBD-II to collect driving information such as speed, 

acceleration, engine revolutions per minute, throttle position, and vehicle's geographic position. 

The collected data were then used to detect different driving styles, such as normal, quiet, and 

aggressive. A camera is another device that was utilized in existing studies. Li and Busso (2016)
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 used two cameras to capture both the driver’s face and road conditions. The driver’s head pose 

and eye movement were extracted from the interior camera. Road optical flow and intensity were 

obtained through the exterior camera. The authors identified different mirror-checking actions 

(e.g., left, rear, and right mirror-checking) by using the driver’s head pose and eye movement. 

The authors then introduced mirror-checking actions as new features to identify several driving 

maneuvers (e.g., turns, lane switch, and straight). The use of these new features significantly 

improved the results of driving maneuvers detection. Doshi and Trivedi (2010) used the adaptive 

cruise control radar system to extract the average time gap between the ego vehicle and the 

leading (preceding) vehicle. This information was then used to identify aggressive drivers from 

normal drivers. Recently, due to the increasing sensing capacity and high market penetration rate 

of smartphones, they are gaining attention from both academia and industry. Compared with 

other devices, the smartphone has its advantages for detecting driving maneuvers. First, a 

common smartphone has various built-in sensors. For example, the Android system is already 

equipped with an accelerometer, gyroscope, GPS, and other sensors since 2010 (Li et al., 2021a). 

Nowadays, almost everyone has a smartphone. However, the use of OBDs or radars usually 

requires an additional installation, which increases the cost of obtaining data. Second, the 

smartphone is more flexible and robust. Other devices, such as cameras, usually need to have 

fixed positions. We can put a smartphone in arbitrary positions and still get most of the sensor 

data. In addition, the high-speed cellular and Wi-Fi networks enable the possibility of using 

smartphones for vehicle-to-vehicle and vehicle-to-pedestrian applications. Various studies have 

used smartphones for driving maneuvers identification. Accelerometer and gyroscope are the two 

most commonly used sensors. For example, Chen et al. (2015) identified lane change and turn 
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maneuvers using a smartphone’s gyroscope and accelerometer. The readings from the gyroscope 

were first used to detect lane change and turn maneuvers. The authors then derived the vehicle’s 

horizontal displacement using the gyroscope and accelerometer. This information could help 

distinguish between lane change, turn, and driving on a curvy road. Singh et al. (2017) utilized 

data from the smartphone’s accelerometer and gyroscope to detect several driving maneuvers. 

Specifically, the accelerometer was used to detect braking maneuver. The gyroscope was used to 

distinguish between aggressive turning and normal turning maneuvers. In addition, Ferreira et al. 

(2017) compared the performance of different sensors (i.e., accelerometer, linear accelerometer, 

magnetometer, and gyroscope) on detecting driving maneuvers, such as aggressive braking, 

turning, lane change, etc. The authors indicated that accelerometer and gyroscope are the most 

suitable sensors to detect driving maneuvers. 

Table 6 briefly summarizes the methods used in the existing studies for identifying 

driving maneuvers. Driving maneuvers detection is a multi-class classification problem with 

driving data as input and maneuvers as output. Two types of methods were utilized in the 

existing studies, rule-based and machine learning methods. The first method detects driving 

maneuvers by using pre-defined rules. For example, Chen et al. (2015) detected lane-changing 

and turning maneuvers using the smartphone’s gyroscope and accelerometer. By setting certain 

thresholds, the bumps of the gyroscope’s readings could be detected. A bump was then classified 

as a turning or lane-change maneuver based on the values of the accelerometer. The rule-based 

methods are easy to implement and interpret. However, the readings of sensors may vary from 

different vehicles, devices, and drivers. The accuracy of the rule-based methods would be 

impacted if they are implemented under different conditions. Therefore, machine learning 
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methods became popular because of the high flexibility and accuracy. For example, the SVM 

was used by Bhoraskar et al. (2012) to detect braking maneuver and bumps in the road using the 

data from a smartphone’s accelerometer, GPS, and magnetometer. Singh et al. (2017) 

implemented DTW to detect braking, left turn, and right turn maneuvers. Specifically, the 

accelerometer was used to detect braking maneuver, while the gravity and gyroscope were used 

to detect turning maneuvers. Ferreira et al. (2017) compared the performance of different 

machine learning methods on driver maneuver detection (e.g. aggressive braking, acceleration, 

left turn, right turn). Random forest outperformed other methods (e.g. SVM, Bayesian network) 

in terms of AUC values. Recently, with the development of computer hardware and the 

availability of massive data, deep learning methods are widely used in transportation fields. Deep 

learning is one type of machine learning methods with the ability to learn from high-dimensional 

data. In terms of driving maneuver identification. Yu et al. (2017a) implemented a fully 

connected neural network to detect driving maneuvers (e.g. such as weaving, swerving, sudden 

braking, etc.) with a smartphone’s accelerometer and orientation sensors. Results indicated that 

the neural network outperformed SVM with higher classification accuracy. Bejani and Ghatee 

(2020) used the CNN to identify normal and dangerous drivers based on the smartphone’s 

accelerometer. Results suggested that CNN accurately identified different driving styles with the 

help of regularization terms. Carvalho et al. (2017) explored the application of RNNs to driver 

maneuver identification. Different from CNN, RNN was designed to learn from time-series data 

and achieved promising results. The authors compared the performance of different RNNs, 

LSTM, Gated Recurrent Unit (GRU), and standard RNN. Results suggested that LSTM and 
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GRU had similar results and could accurately detect different driving maneuvers, which are 

better than the standard RNN. 

 

Table 6 Summary of driving maneuvers detection in existing studies 
Author Year Device Method Results 

Meseguer et al. 
(2013) 

2013 OBD-II Neural Network Normal, quiet, and aggressive driving styles 

Li and Busso 

(2016) 

2016 Camera Random 

undersampling 
boost 

Turning and lane change 

Chen et al. (2015) 2015 Smartphone Rule-based method Lane change and turning 

Singh et al. (2017) 2017 Smartphone DTW Braking, left turn, and right turn maneuvers 

Ferreira et al. 
(2017) 

2017 Smartphone Random forest Aggressive braking, acceleration, left turn, right turn 

Yu et al. (2017a) 2017 Smartphone Fully connected 

neural network 

Weaving, swerving, sudden braking, fast U-turn, and 

sideslipping 

Bejani and Ghatee 
(2020) 

2020 Smartphone CNN Normal and dangerous drivers 

Carvalho et al. 
(2017) 

2017 Smartphone RNNs Aggressive and non-aggressive drivers 

 

Almost all the previous studies treat driving maneuver detection as a supervised 

classification problem, which requires the labels of driving maneuvers. Recently, collecting 

traffic-related data (e.g., smartphone data, video data, detector data, etc.) becomes much easier 

due to the development of technologies and infrastructure. However, the process of labeling data 

is usually tedious and time-consuming, which constrains the implementation of supervised 

learning methods. In addition, the unused unlabeled data also have great potential and should not 

be ignored. Therefore, it is necessary to propose novel methods (e.g., unsupervised learning and 

semi-supervised learning) which rely less on the data labels and could learn from the massive 

unlabeled data. Unlabeled data usually do not have its explanation, such as label, tag, class, or 

name for the data. For example, a driving record (e.g., speed, acceleration, etc.) without 

indication of the vehicle is turning. Some studies investigated the possibilities of utilizing 
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unlabeled data for driving maneuver identification. Two types of methods were commonly used 

unsupervised and semi-supervised learning. Unsupervised learning usually does not require 

labels for the data. It works by finding the similarity between different drivers and then cluster 

them. Fugiglando et al. (2019) designed an unsupervised technique that clustered drivers in 

different groups using CAN bus data. principal component analysis was used to generated new 

features from the CAN bus data (e.g., brake pedal pressure, gas pedal position, speed, etc.). 

Then, a K-means clustering method was implemented to cluster the drivers into different groups 

with the generated features. The results of clustering could be used to reflect different driving 

styles. However, the generated clusters usually do not have ground truth to validate, which may 

question the accuracy of the approach. Mahajan et al. (2020) proposed an unsupervised learning 

approach to label lane change maneuvers based on a trajectory dataset. The authors designed a 

density-based clustering method to label lane-changing and lane-keep maneuvers. An LSTM 

model was then developed using the generated labels and data. However, due to the lack of 

ground truth, the authors were not able to comprehensively evaluate the results. Moreover, the 

authors only detect lane-changing without differentiating right lane-changing, left lane-changing, 

and other maneuvers. This study aims to accurately identify various driving maneuvers (e.g., left 

turn, right turn, left lane change, etc.). Unsupervised learning methods work well for driving 

style detection or driving maneuvers detection with a few maneuvers according to the literature 

review, which are not suitable for the problems in this study. Another method for using 

unlabeled data is Semi-supervised Learning (SSL). SSL was designed to learn from the massive 

unlabeled data with only a small amount of labeled data. SSL was widely used in the computer 

vision and natural language processing areas. In terms of driving maneuver detection, Wang et 
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al. (2017b) designed a semi-supervised SVM to detect different driving styles, including normal 

and aggressive. To learn from the unlabeled data, the authors used the smoothness assumption, 

which assumes nearby data points should have similar detection results. Liu et al. (2016a) used a 

semi-supervised learning method to detect driver distraction with data from cameras. Drivers’ 

eye and head movements were extracted as features from the video data. Similarly, the authors 

introduced a manifold regularization penalty term to learn from the unlabeled data, which 

penalized a large difference in the predicted class labels with respect to two nearby data points. 

In summary, these studies successfully illustrate the feasibility of using SSL for driving 

maneuver-related studies. First, the performance of SSL methods could converge to the 

performance of the supervised learning methods as the ratio of labeled data increases. SSL 

methods work by learning from both labeled and unlabeled data. The performance of SSL 

methods could be improved with additional labeled data. Second, the SSL methods could make 

use of the unlabeled data and mitigate the costs of labeling data. However, these studies were all 

developed based on the smoothness assumption, which may not be true in some cases. Moreover, 

time-dependency was not considered during these studies. Finally, various maneuvers need to be 

detected, such as right turn, left turn, U-turn, etc. 

This study aims to mitigate the current research gaps based on the proposed methods. 

First, a semi-supervised learning algorithm is designed to learn from the unlabeled data. Second, 

LSTM is used as the deep learning model to detect driving maneuvers due to its ability to learn 

time-series data. Third, extensive experiments are conducted to collect real-world driving data 

from different drivers, smartphones, vehicles, and locations. In the end, the proposed semi-

supervised LSTM is compared with a variety of methods to illustrate its performance. 
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4.2 Research Approach 

4.2.1 Sensor Data Collection 

This study aims to identify driving maneuvers using smartphone sensors with a semi-

supervised LSTM. The research workflow is shown in Figure 14. The sensors’ data 

(accelerometer and gyroscope) are first collected by an Android application. After data 

preparation, the proposed semi-supervised learning algorithm is used to train the LSTM. Six 

driving maneuvers are detected, including going straight, left turn, right turn, U-turn, left lane 

change, and right lane change. 

 

  
Figure 14 Research workflow 

 

The smartphone sensor data are collected through an Android application. Figure 15 

shows the application interface. Different sensor data can be collected from this application, 
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including gyroscope, accelerometer, GPS, barometer, and magnetometer. The sensor update 

frequency can be customized with the unit as milliseconds. The data are saved automatically as a 

CSV file. In addition, the application can efficiently label the sensor data by pressing the 

earphone’s button.  

 

 
Figure 15 Application interface  

 

Various smartphone sensors were used by previous studies (Islam and Abdel-Aty, 2021a, 

b; Johnson and Trivedi, 2011; Li et al., 2020a; Saiprasert et al., 2013; Singh et al., 2017), 

including GPS, accelerometer, gyroscope, etc. This study selects the accelerometer and 

gyroscope due to their popularity and the consideration of battery consumption. Both the 

accelerometer and gyroscope are motion sensors, which monitor the motion of a smartphone 

from different perspectives. Specifically, the accelerometer returns acceleration rates for the 

three coordinate axes in m/s2. Almost every Android-powered handset and tablet has an 
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accelerometer, and it uses about 10 times less power than the other motion sensors (Google, 

2020). The gyroscope measures the rate of rotation in rad/s around a device's X-, Y-, and Z-axis. 

Rotation is positive in the counter-clockwise direction (Google, 2020). The coordinate systems 

of the accelerometer and gyroscope are illustrated in Figure 16. 

 

 
Figure 16 Sensor coordinate systems (Apple, 2020) 

 

4.2.2 Data Preparation 

This study used a two-step data preparation procedure, including data filtering and 

coordinate system alignment. Raw sensor data usually contain a lot of noise due to hardware 

sensitivity. Existing studies usually utilized digital filters before further analysis. Moving 

average filter is simple while powerful digital filter that was widely used in previous studies 

(Johnson and Trivedi, 2011; Liu et al., 2016c; Saiprasert et al., 2013; Singh et al., 2017). Moving 

average filter operates by averaging several points from the input data to produce each point in 

the output data with Equation (31).  



57 

𝑦[𝑖] =
1

𝑀
∑ 𝑥[𝑖 + 𝑗]

𝑀−1

𝑗=0
 (14)  

 

Where 𝑥[ ] is the input data (e.g. sensor readings from the accelerometer), 𝑦[ ] is the 

output data, and 𝑀 is the number of points in the average (i.e., time step in this study). Besides, 

The smartphone’s coordinate system changes with its position. To better measure the motion of a 

vehicle through smartphone sensors, their coordinate systems need to be aligned (Figure 17). 

One approach for coordinate system alignment is by using the rotation matrix and vehicle 

direction (Bhoraskar et al., 2012). The smartphone’s coordinate system (𝑋𝑃 , 𝑌𝑃 , 𝑍𝑃) is first 

converted to the world’s coordinate system using the rotation matrix from the Android API. 

Then, the world’s coordinate system is transformed into the vehicle’s coordinate system 

(𝑋𝑉 , 𝑌𝑉 , 𝑍𝑉)  using vehicle direction and bearing obtained from the smartphone’s GPS. For the 

detailed mathematical equations, the reader is referred to Bhoraskar et al. (2012). 

 

 
Figure 17 Coordinate system alignment 

 



58 

4.2.3 Semi-supervised Learning 

The semi-supervised learning algorithm proposed in this study is designed based on the 

concepts of multi-view learning (Xu et al., 2013a) and co-training (Blum and Mitchell, 1998). 

During each co-training process, multiple views are generated from the labeled data, while each 

view is used to train a weak model. Each model is then applied to the unlabeled data. Some of 

the unlabeled samples are selected with the results from weak models as their labels using certain 

criteria. These samples and their labels are added to the labeled data. A model has trained on 

each view of the new labeled data again. Figure 18 shows the procedure of the semi-supervised 

learning algorithm proposed by this study. The sensor data are prepared as 𝑁 ×  3 matrices 

(𝑎𝑥 , 𝑎𝑦,  𝑔𝑧), where 𝑁 is the number of the samples, 𝑎𝑥 is the X-axis of the accelerometer, 𝑎𝑦 is 

the Y-axis of the accelerometer, and 𝑔𝑧 is the Z-axis of the gyroscope. Three views are obtained 

from the original data, (𝑎𝑥 , 𝑎𝑦), (𝑎𝑥 , 𝑔𝑧), and (𝑎y , 𝑔𝑧). The proposed algorithm has three inputs, 

𝐿 as the labeled data, 𝑈 as the unlabeled data, and 𝑘 represents the difference between models. 

First, each model from (𝑀1, 𝑀2, 𝑀3) is trained separately on each view of the labeled data (𝐿). 

For example, 𝑀1 is trained on (𝑎𝑥 , 𝑎𝑦). Then, for each sample 𝑥 in 𝑈, 𝑝𝑖  is the classified label 

(driving maneuver) of 𝑀𝑖 on 𝑥. If all three results are the same (𝑙), 𝑥 and 𝑙 are included in 𝐿, 

while 𝑥 is removed from 𝑈. Otherwise, the value of 𝑘 increases by 1. The algorithm keeps 

iterating until the unlabeled data are empty or 𝑘 is smaller than 10. 
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Figure 18 Semi-supervised learning algorithm 

 

4.2.4 LSTM 

LSTM is one type of RNNs with the ability to learn from long-term dependency. 

Traditional RNN usually suffers from the vanishing gradients issue while learning long-sequence 

data. Hochreiter and Schmidhuber (1997) proposed LSTM to solve this problem by adding 

additional gates to the RNN cell. LSTM was widely used by similar studies and achieved 

outstanding results (Carvalho et al., 2017; Zhang et al., 2020c). A standard LSTM cell has three 

important gates, input, forget, and output gate. These gates control the information flow and 

decide when to forget or remember certain information. The structure of the LSTM cell at time 𝑡 

is shown in Figure 19, with its equations (Christopher, 2015) shown from Equations (15) to (21). 

 

𝑓𝑡 = σ(𝑊𝑓  ∙  [ℎ𝑡−1; 𝑥𝑡]  +  𝑏𝑓) (15) 

𝑖𝑡 = σ(𝑊𝑖  ∙  [ℎ𝑡−1; 𝑥𝑡]  +  𝑏𝑖) (16) 

𝑐�̃� = tanh(𝑊𝑟  ∙  [ℎ𝑡−1; 𝑤𝑡]  +  𝑏𝑐) (17) 
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𝑐𝑡 = 𝑓𝑡⨀𝑐𝑡−1 + 𝑖𝑡⨀𝑐�̃� (18) 

𝑜𝑡 = σ(𝑊𝑜  ∙  [ℎ𝑡−1; 𝑥𝑡]  +  𝑏𝑜) (19) 

ℎ𝑡 = 𝑜𝑡⨀𝑡𝑎𝑛ℎ(𝑐𝑡) (20) 

𝑦𝑡 = 𝑊𝑦ℎ𝑡−1 + 𝑏𝑦  (21) 

 
Figure 19 LSTM cell structure (Sanjeevi, 2018) 

 

Where 𝑥𝑡 is the input, 𝑦𝑡 is the output,  𝑖𝑡 is the input gate, 𝑓𝑡 is the forget gate, 𝑜𝑡 is the output 

gate. 𝑊 represents weight matrices, for example, 𝑊𝑖  denotes the weight matrix from the input 

gate to the input, σ is the logistic sigmoid function, 𝑐 is the context vector, ℎ is the hidden state, 

and ⨀ indicates the elementwise product of the vectors. 

The network architecture (semi-supervised LSTM) used in this study is shown in Figure 

20. Three identical LSTM models are developed based on three views of the labeled data. The 

LSTM model contains two LSTM layers with regularization terms. Dropout layers are used to 

prevent overfitting. Softmax is used to generate the output since driving maneuver detection is a 

multi-class classification problem. The “label” is the model’s results on each view of the 

unlabeled data.  
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Figure 20 Network architecture 

4.3 Experiment and Results 

4.3.1 Experimental Design 

Driving data from four volunteers were collected during their daily commute, they could 

put their smartphones in any position. To increase the generality of the method, data were 

collected by different smartphones (i.e., Samsung Note10, Samsung Galaxy S8, and Samsung 

Galaxy S10) with different vehicles (i.e., Toyota Corolla, Nissan Altima, and Chevrolet Malibu). 

Data from the accelerometer and gyroscope were collected with an update frequency of 10 Hz. 

The experiment ranged from May 2019 to October 2019. In total, in this research we had 

collected 156,463 records, with 144,461going straight, 4,699 left turn, 4,729 right turn, 1,506 U-

turn, 506 left lane change, and 562 right lane change. Most of the turning maneuvers happened at 
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intersections, while most of the lane change and going straight happened at road segments. The 

data were mostly collected near the main campus of the University of Central Florida. Figure 21 

shows the spatial distribution of the collected data, which includes different intersections and 

road segments.  

 

 
Figure 21 Data collection routes and intersections’ locations 

 

The collected data were smoothened by a moving average filter with a time-step as 30 

(3s). Data of 𝑇 − 30 time-step were stacked to identify the driving maneuver at time 𝑇. The 

experiment was designed as follows: The prepared data were randomly divided into training 
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(70%) and test (30%) data ten times. The model’s results on the training and test data were 

averaged over the ten splits. Training data were then divided into two parts, one retained the 

labels as labeled data, another one discarded the labels as unlabeled data. The ratio of labeled 

data to training data was selected from 10%, 20%, 30%, 40%, 50%. In addition, the dataset had 

more going straight events than other events. Directly training the proposed model on this 

imbalanced data may result in poor performance. Therefore, SMOTE was utilized as the over-

sampling method (Chawla et al., 2002). Besides, to make sure unlabeled data and test data could 

reflect the realistic situation, this study only applied SMOTE to the labeled data. After this 

process, the proposed semi-supervised LSTM was trained on the balanced labeled data and 

unlabeled data. To avoid over-fitting, the model was evaluated on the test data. For the model’s 

results on test data, the estimated class probability of each model was multiplied. Four metrics 

were used for model evaluation, precision, recall, F1-score, and AUC. Precision (Equation (22)) 

and recall (Equation (23)) are estimated based on the classification confusion matrix (Table 7). 

F1-score (Equation (24)) combines precision and recall, which can evaluate the model more 

comprehensively. AUC measures the area under the ROC curve, which plots the true positive 

rates (Equation (23)) and false positive rates (Equation (25)) under different thresholds. Besides, 

to compare the performance of semi-supervised learning and traditional supervised end-to-end 

learning. An LSTM model was built with the same structure and parameters as the proposed 

model. Differently, this LSTM model was trained on the entire training data and evaluated on the 

test data. The proposed methods were trained and evaluated on a single NVIDIA GeForce RTX 

1080 Ti with 11 GB Memory. 
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Table 7 Confusion matrix 

 Actual Positive Actual Negative 

Predicted Positive True Positive (TP) False Positive (FP) 

Predicted Negative False Negative (FN) True Negative (TN) 

 

Precision =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (22) 

Recall (True Positive Rate) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (23) 

F1 score =  2 ∗
Precision ∗ Recall

Precision +  Recall
 (24) 

False Positive Rate =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (25) 

4.3.2 Results 

The hyperparameters used in this study are shown in Table 8. The number of LSTM units 

is the number of hidden units of an LSTM layer, which controls the dimensionality of its output 

space. The dropout rate is the rate of setting inputs to 0, which aims to prevent overfitting. Batch 

size and epoch number decided how the model is trained. Specifically, the batch size is the 

number of samples the model is trained during one time. The epoch number is the number of 

total training iterations. RMSprop (Tieleman and Hinton, 2012) is used in this study as an 

optimization function. RMSprop was widely used in transportation-related problems and 

achieved promising results (Li et al., 2020c). The results of the semi-supervised LSTM on 

different labeled data ratios are shown in Table 9. The model’s performance is increasing with 

the increase of the labeled data ratio. When the labeled data ratio is 0.5, the model has the best 

results for identifying driving maneuvers. The model has better performance on turning and 

going straight maneuver than lane change maneuver. The main reason may be because the lane 

change maneuver has relatively fewer samples compared with other maneuvers. Besides, the 
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advantage of using more labeled data is directly reflected by the increase of recall and F1-score. 

Although the model has high precision when the labeled data ratio is 0.1, it has very low recall 

and F1-score values. The results from semi-supervised and traditional supervised LSTMs are 

also compared in Table 10. The semi-supervised LSTM achieved similar results compared with 

the supervised LSTM. For example, for the maneuver of going straight, the semi-supervised 

LSTM has the F1-score of 0.997, the supervised LSTM has the F1-score of 0.997. For left lane 

change, the semi-supervised LSTM has the F1-score of 0.937, the supervised LSTM has the F1-

score of 0.933. The results indicated that the proposed semi-supervised LSTM could accurately 

detect different driving behaviors with a small portion of labeled data. 

 

Table 8 Values of hyperparameters 

Name Value 

Number of LSTM units (first layer) 128 

Number of LSTM units (second layer) 64 

Dropout rate 0.3 

Batch size 500 

Epoch number 100 

Optimization function RMSprop 

Learning rate 0.001 

 

4.3.3 Model Comparison 

Three benchmark methods are used to compare with the proposed method, XGBoost, 

random forest, and CNN. Both XGBoost and random forest are decision tree-based methods. 

Specifically, XGBoost is a boosting method, each tree in the XGBoost learns from the previous 

tree and affects the next tree to improve the model’s performance. XGBoost was widely used in 

the machine learning areas due to its scalability and the ability to handling sparse data 
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(Mahmoud et al., 2021b). Random forest built its decision tree differently, each tree is built 

independently on a random sample of the data without affecting others. This method was also 

popular among the existing studies (Ferreira et al., 2017). CNN is a deep learning method, which 

was originally designed for the computer vision area. The key component of CNN is its 

convolutional layer, where a filter is applied to obtain features from the input data. Recently, due 

to its ability to learn from high-dimensional data, CNN became popular in transportation areas 

and achieved promising results (Bejani and Ghatee, 2020). The selected benchmark methods 

were also widely used to detect driving maneuvers. For example, Bejani and Ghatee (2020) 

utilized CNN for driving styles (i.e., dangerous and normal) detection based on data from 

smartphones. The proposed CNN outperformed other machine learning methods such as SVM, 

K-NN, etc. Ferreira et al. (2017) implemented random forest to identify driving maneuvers (e.g., 

aggressive braking, aggressive acceleration, aggressive left turn, etc.) using smartphone sensors. 

Random forest was compared with other methods (i.e., SVM, Multi-layer Perceptron, etc.) and 

reached the best classification accuracy in terms of AUC. Mousa et al. (2018) compared the 

performance of different tree-based methods for detecting lane-change maneuvers. Specifically, 

decision tree, random forest, gradient boosting, and XGBoost were used in this study. Results 

suggested that XGBoost reached higher accuracy compared with tree-based methods.   

The selected benchmark methods are trained and tested on the same dataset as the 

proposed method, using supervised learning. In terms of hyperparameters, three hyperparameters 

are tuned for XGBoost, including the number of trees (200), maximum depth of the tree (20), 

and learning rate (0.1). Two hyperparameters are tuned for the random forest, including the 

number of trees (200) and the maximum depth of the tree (20). A two layers CNN is 
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implemented with its filter size (128), kernel size (5), batch size (500), epoch number (100), and 

learning rate (0.001) are selected accordingly. RMSprop is used as the optimization function for 

CNN. The results of all four models are shown in Table 10. The proposed semi-supervised 

LSTM outperforms other methods with higher precision, recall, F1-score, and AUC. In addition, 

it is difficult for XGBoost and random forest to detect lane change maneuvers. Both of them 

have very poor performance in detecting lane change. CNN has the best results among the 

benchmark methods. However, it is still less accurate compared with the proposed semi-

supervised LSTM. Figure 22 shows the boxplots of each model’s F1-score for the ten random 

splits. The proposed semi-supervised LSTM has a much more stable performance compared with 

other models. The results of other models, such as CNN and XGBoost, vary in each split. The 

results from Figure 22 confirm the promising performance of the semi-supervised LSTM on 

different data sets. 
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Table 9 Performance metrics of different labeled data ratios 

      Going straight Left turn Right turn U-turn Left lane change Right lane change 

Labeled Data Ratio 

0.1 Precision 0.975 0.935 0.895 0.953 0.968 0.990 

Recall 0.996 0.701 0.775 0.763 0.098 0.160 

F1-score 0.985 0.802 0.831 0.848 0.177 0.275 

AUC 0.865 0.879 0.906 0.902 0.629 0.645 

0.2 Precision 0.985 0.945 0.940 0.969 0.989 0.969 

Recall 0.997 0.864 0.851 0.870 0.345 0.423 

F1-score 0.991 0.902 0.893 0.917 0.510 0.587 

AUC 0.936 0.970 0.962 0.961 0.823 0.888 

0.3 Precision 0.991 0.964 0.952 0.967 0.969 0.973 

Recall 0.997 0.916 0.914 0.890 0.616 0.688 

F1-score 0.994 0.939 0.933 0.927 0.753 0.805 

AUC 0.971 0.991 0.994 0.981 0.965 0.961 

0.4 Precision 0.994 0.975 0.962 0.976 0.963 0.969 

Recall 0.998 0.942 0.943 0.935 0.758 0.852 

F1-score 0.996 0.958 0.953 0.955 0.848 0.906 

AUC 0.987 0.998 0.995 0.994 0.995 0.987 

0.5 Precision 0.996 0.977 0.969 0.993 0.955 0.985 

Recall 0.998 0.953 0.954 0.966 0.921 0.943 

F1-score 0.997 0.965 0.961 0.979 0.937 0.964 

AUC 0.989 0.996 0.994 0.996 0.987 0.990 
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Table 10 Performance metrics of model comparison 

  

Going 

straight 

Left 

turn 

Right 

turn 

U-turn Left lane 

change 

Right lane 

change 

Semi-supervised 

LSTM 

Precision 0.996 0.977 0.969 0.993 0.955 0.985 

Recall 0.998 0.953 0.954 0.966 0.921 0.943 

F1-score 0.997 0.965 0.961 0.979 0.937 0.964 

AUC 0.989 0.996 0.994 0.996 0.987 0.990 

Supervised 
LSTM 

Precision 0.998 0.960 0.957 0.966 0.902 0.885 

Recall 0.996 0.978 0.980 0.982 0.968 0.974 

F1-score 0.997 0.969 0.968 0.974 0.933 0.926 

AUC 0.999 0.999 0.999 0.999 0.998 0.999 

CNN 

Precision 0.997 0.902 0.859 0.874 0.854 0.843 

Recall 0.989 0.952 0.956 0.986 0.962 0.971 

F1-score 0.993 0.926 0.904 0.926 0.904 0.902 

AUC 0.997 0.999 0.998 0.990 0.998 0.990 

XGBoost 

Precision 0.989 0.737 0.739 0.817 0.416 0.445 

Recall 0.975 0.904 0.901 0.839 0.384 0.324 

F1-score 0.982 0.812 0.812 0.828 0.399 0.374 

AUC 0.976 0.994 0.991 0.995 0.970 0.952 

Random forest 

Precision 0.994 0.824 0.843 0.920 0.331 0.360 

Recall 0.977 0.942 0.951 0.899 0.747 0.752 

F1-score 0.985 0.879 0.893 0.909 0.459 0.487 

AUC 0.962 0.971 0.974 0.951 0.873 0.875 

 

 
Figure 22 Boxplots of model comparison 
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4.4 Conclusions 

Driving maneuver detection was widely investigated by existing studies, while most of 

them used supervised methods, which heavily rely on the labeled data. The development of 

mobile devices (i.e., smartphones) greatly mitigates the cost of collecting driving-related data. 

However, labeling data is a very time-consuming and tedious process, especially for large-scale 

data. Similar problems also exist in the computer vision and natural language processing areas, 

where SSL was proposed to make use of the massive unlabeled data. This study designed a semi-

supervised LSTM to identify six driving maneuvers (i.e., going straight, left turn, right turn, U-

turn, left lane change, and right lane change) based on the smartphone’s accelerometer and 

gyroscope data. The proposed method was trained and validated on real-world driving data 

collected by different drivers with various phones, vehicles, and locations. Experimental results 

suggested that the proposed semi-supervised LSTM could achieve similar results compared with 

the supervised LSTM, although it was trained on a small portion of the labeled data. Moreover, 

the proposed method also outperformed other benchmark machine learning methods (e.g. CNN, 

XGBoost, random forest) in terms of precision, recall, F1-score, and AUC. 

The main contribution of this study is the design of a semi-supervised LSTM to detect 

driving maneuvers. The proposed method requires a very small amount of the labeled data and 

could achieve similar results with the supervised methods. The costs of labeling data are 

expected to be significantly reduced by using the proposed method, especially when massive 

data are available in the future. The developed method has several possible applications in 

transportation fields. For example, a safety application could be developed based on the 

proposed method. Potential conflicts between road users could be detected if drivers’ maneuvers 
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are detected at intersections or road segments. The proposed method could also be integrated into 

a driving performance evaluation system for fleet management. Traffic managers can monitor 

drivers’ maneuvers and coach drivers with abnormal maneuvers. In addition, the smartphone can 

be used for Vehicle-to-everything (V2X) applications due to its wireless communication ability. 

The information of driving maneuvers could be transferred to other drivers, pedestrians, and 

roadside units as long as they are connected. This information can be used to improve efficiency 

and traffic safety in the future. With the development of connected and autonomous vehicles, 

massive driving-related data will become available soon. It is predicted that connected vehicles 

may generate 259 TB of data per day (Cutulenco, 2019). The proposed method can be applied to 

this kind of data without requiring the typical data labeling process. In the future, this study 

could be further improved by 1) collecting more data from smartphones with different 

manufacturers 2) Investigating the model’s transferability by testing it with data from different 

drivers and vehicles.
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on real-time crash potential prediction for arterials. Accident Analysis & Prevention 144, 105658. 

CHAPTER 5: THE APPLICATION OF NOVEL CONNECTED 

VEHICLE EMULATED DATA ON REAL-TIME CRASH 

POTENTIAL PREDICTION FOR ARTERIALS 

5.1 Introduction 

In 2018, traffic crashes caused 33,654 fatalities in the USA (IIHS, 2019), while 41.6% of 

them happened on urban arterials. Improving traffic safety, especially for urban arterials, is 

becoming a major concern for traffic engineers and researchers. Real-time crash potential 

prediction is one of the effective methods for enhancing traffic safety. Different from the 

traditional crash frequency prediction based on aggregated data, real-time crash potential 

prediction aims to predict the crash probability during a short time interval. However, most of 

the existing studies on real-time crash potential prediction are limited to freeways (Abdel-Aty et 

al., 2012; Ahmed et al., 2012b; Xu et al., 2013b; Yu and Abdel-Aty, 2014a) rather than urban 

arterials (Li et al., 2020c; Wang et al., 2015b; Yuan and Abdel-Aty, 2018). Urban arterials 

usually have more complicated traffic conditions, which require various data sources to predict 

the real-time crash potential, such as traffic, signal, and weather data. Traditional safety studies 

usually obtained these data from the fixed infrastructure-based devices, including loop detectors, 

Bluetooth detectors, microwave sensors, and cameras (Hassan and Abdel-Aty, 2013; Wang et al., 

2015a; Zhang, 2020; Zhang et al., 2020b). However, these devices require extra installation costs 

and regular maintenance. In addition, some devices, such as cameras, are sensitive to lighting, 

weather conditions, etc. Also, the detection range of these fixed devices is limited to their 

locations.
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Recently, the concept of CV provides a novel way to obtain large-scale vehicle-based 

data with high flexibility and low cost. Different from the traditional sensor data, the CV data are 

easy to obtain and maintain. In addition, the data can be collected continuously in a wide range. 

It is possible to depict the traffic conditions of the whole city with large-scale vehicles. The real 

deployment of the CV system still needs more time. However, with the help of mobile sensing 

technologies, it is possible to obtain CV emulated data. CV emulated data can provide similar 

vehicle information as CV data, such as vehicle location, speed, etc. Some studies have been 

conducted to explore the application of the CV emulated data in transportation, such as anomaly 

detection (Kuang et al., 2015; Pang et al., 2013), traffic conditions estimation (Herring et al., 

2010; Rahmani et al., 2015), etc. Nevertheless, only a few studies applied this new data source to 

the traffic safety field. Xie et al. (2013) used taxi data to calculate arterial-level travel speed and 

introduced speed as an explanatory variable to investigate intersection safety in Shanghai. The 

authors found higher average speeds along arterials were associated with increased intersection 

crashes. Similarly, Wang et al. (2015b) examined the relationship between different variables 

from taxi GPS data and traffic safety for urban arterials during peak and off-peak hours. Higher 

average speeds were found to be associated with higher crash frequencies during peak periods, 

but not during off-peak periods. Bao et al. (2019) used the numbers of taxi pick-ups and drop-

offs as new variables to predict citywide crash frequency based on deep learning models. Wang 

et al. (2019b) applied the SVM model to predict crash potential on freeways based on taxi data. 

Different variables were generated, such as average speed, speed difference ratio, etc. In 

addition, SVM was found to have better performance than the logistic regression model in terms 

of sensitivity and AUC values. 



 

74 

Two types of models are available for the real-time crash potential prediction, statistical 

and machine learning models. Statistical models include logistic regression, Bayesian logistics 

regression (Ahmed et al., 2014; Ahmed et al., 2012b), etc. These models were usually built on 

matched-case control data and had certain assumptions. Considering these limitations, the 

applications of machine learning methods were explored, such as SVM (Yu and Abdel-Aty, 

2013), random forest (Lin et al., 2015), etc. The performance of these methods was proven to be 

better than the statistical methods. For example, Yu and Abdel-Aty (2013) indicated SVM 

outperformed Bayesian logistic regression in terms of AUC value. Recently, the availability of 

massive transportation data and the development of computer hardware accelerate the 

implementation of deep learning. Deep learning is one class of machine learning methods. It was 

utilized to solve various transportation problems. Moreover, RNN was proven to be especially 

useful for learning time-series transportation data (Zhang et al., 2020c). Different from the 

traditional neural network that only maps the current input vector to the output vector, RNN 

introduces recurrent connections, which allow information to persist. However, one drawback of 

the RNN is that it cannot capture long-term dependencies (Hochreiter, 1991). Thus, LSTM was 

invented by Hochreiter and Schmidhuber (1997). LSTM improves the performance of RNN by 

including memory cells and gates, which preserve the information for a long period. Some new 

studies have applied LSTM in transportation safety. Yuan et al. (2019) utilized LSTM to predict 

crash potential in real-time, the authors claimed that their models achieved better sensitivity than 

the conditional logistic model. Bao et al. (2019) implemented a spatiotemporal convolutional 

LSTM to predict the citywide crash frequency based on multiple data sources, such as taxi trip 

data, road network attributes, and land-use features. 
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There are still several research gaps that need to be filled. First, the existing traffic safety 

studies with CV emulated data mainly focused on crash frequency analysis (Bao et al., 2019; 

Wang et al., 2015b; Xie et al., 2013) rather than crash potential prediction (Wang et al., 2019b). 

It is necessary to investigate the feasibility of using CV emulated data for real-time crash 

potential, especially for urban arterials. Second, almost all the studies utilized taxis for traffic 

safety analysis. More efforts need to be done on other types of vehicles. Previous studies 

successfully detected traffic anomalies based on bus data (Kong et al., 2017; Zhang et al., 2019). 

It is promising to investigate the applications of bus data on traffic safety.  

Different from the other vehicles such as taxis, buses have their unique advantages. For 

example, a bus usually has a fixed route and schedule. The trajectory of the bus is more stable 

and cannot be affected by the drivers’ preferences and characteristics. Moreover, a bus usually 

runs around the urban area, which can depict the city-wide traffic conditions extensively. Third, 

the studied periods are restricted in the existing studies, which are not favorable for realistic 

applications. For example, Wang et al. (2015b) only analyzed the crashes during peak and off-

peak periods. Wang et al. (2019b) only selected the periods from 5 to 10 minutes (and 10 to 15 

minutes) before the events (crash and non-crash cases) to conduct analysis. Although the authors 

claimed the non-crash cases were randomly picked, the information of the unselected non-crash 

cases is still important to the model. It is necessary to build a generic model based on the entire 

data set. 

The main objective of this study is to explore the feasibility of utilizing novel CV 

emulated data to predict the real-time crash potential for arterial road segments. Two major 

urban arterials in Orlando, FL are selected to conduct a case study. Various speed-related 
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variables are generated from the CV emulated data. In addition, different data preparation, map-

matching techniques will be explored. A deep learning methodology is proposed to predict the 

real-time crash potential with variables from the CV emulated data. The proposed method will be 

compared with different benchmark methods based on various evaluation metrics.  

5.2 Data Preparation 

5.2.1 Data Description 

Two data sets are used in this study, CV emulated data and crash data. The CV emulated 

data have three parts: vehicle trajectory data, routes data, and stops data. All of them are obtained 

by the data collection API from the DoubleMap. The API requests are made with an HTTP GET 

request, and the data are returned in JSON format. There are around 300 LYNX® buses and 50 

UCF shuttles in the vehicle trajectory data. The data are collected in real-time and updated every 

three seconds. The geographical location, heading, stop, and ID of the vehicle can be obtained 

from this data (Table 11). In addition, the decimal points of 90% latitude and longitude data 

range from 5 to 15, which can achieve up to the millimeter accuracy. The routes data provide the 

information of the active LYNX® routes, such as the route ID, route name, and the route stops. 

The stops data are complementary to the routes data and provide the geographical location, ID, 

and name of each stop. 
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Table 11 Data description 

Name Description 

ID Unique integer for each vehicle. 

Name A text name for the vehicle. 

Latitude Latitude for the current position of the vehicle. 

Longitude Longitude for the current position of the vehicle. 

Heading The direction of movement, in degrees (0-360). 

Route The ID of the route that this vehicle is currently assigned to. 

Laststop The ID of the stop that this vehicle was most recently at, or its current stop. 

Lastupdate The UNIX timestamp of the last GPS update from the vehicle. 

Source LYNX® or UCF. 

 

The vehicle trajectory data have an extremely high update frequency, with almost 

3,000,000 records are generating every day. Therefore, it is difficult to conduct safety analysis 

for the entire city. Two urban arterials (Figure 23), are selected in this study considering road 

geometry, vehicle density, crash frequency, etc. The experimental time range is from April 2019 

to July 2019. The target of this study is the road segment, which is defined as the road facility 

between two consecutive intersections with a certain direction (Figure 24). Each road segment 

has its unique ID. In total, the selected area has 126 arterial segments, 66 intersections, and 15 

bus routes. The crash data of the selected area are obtained from the S4A system. S4A provides 

detailed information for each crash event, including crash time, location, severity, and type.  
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Figure 23 Research area 

 
Figure 24 Illustration of segments and intersections 

5.2.2 Data Preprocessing 

The procedure of the CV emulated data preparation is shown in Figure 25. One common 

drawback for using CV emulated data is the instability of the trajectory. Previous studies spent 

extensive time correcting the trajectory data based on different map-matching methods. The 

benefit of using bus data is that it usually has a fixed route. In addition, we can obtain direction 

information to help the map matching process. 
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Figure 25 Procedure of data preparation 

 

In terms of data preparation, first, the outliers and errors are removed from the original 

data, such as the GPS points outside of the studied area and the duplicated records. The obtained 

data are matched to the road segments for further analysis (Figure 26). ArcMap 10.6 is used for 

map matching. Since buses have fixed routes, the segment map is generated using a combination 

of bus routes and the existing road network. This process greatly mitigates the computational 

costs compared with matching mixed trajectory data to a large road network. Using the spatial 

join function provided by ArcMap, the CV emulated data are converted to the data of road 

segments. Moreover, the vehicle directions are also considered to improve the map matching 

accuracy. 
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Figure 26 Map matching process 

 

Second, the speed of each vehicle is estimated based on two continuous GPS points. For a 

vehicle 𝑖, its speed at the time 𝑡1 is estimated as: 

 

𝑉𝑖 =  
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐺𝑃𝑆𝑡1

, 𝐺𝑃𝑆𝑡2
)

𝑡1 − 𝑡2
 (26) 

 

Where 𝐺𝑃𝑆𝑡1
is its location at the time 𝑡1, and 𝐺𝑃𝑆𝑡2

 is its location at the time 𝑡2. The distance 𝑑 

between two locations is estimated based on the Haversine formula (Veness, 2019):  

𝑎 =  𝑠𝑖𝑛2 (
∆𝜑

2
) + cos(𝜑1) ∙ cos(𝜑2) ∙ 𝑠𝑖𝑛2 (

∆𝜆

2
) (27) 
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𝑐 = 2 ∙ 𝑎𝑟𝑐𝑡𝑎𝑛2(√𝑎, √1 − 𝑎) (28) 

𝑑 = 𝑅 ∙ 𝑐 (29) 

 

Where 𝜑 and 𝜆 are latitude and longitude in radians, R is the earth’s radius. After we get 

the vehicle speed, several variables for the road segments can be generated, including average 

speed, speed standard deviation, 85th percentile speed, 50th percentile speed, and 15th percentile 

speed. All these variables are generated in the 1-minute time interval. The descriptive table of the 

variables is shown in Table 12.  

 

Table 12 Descriptive Statistics 

Variable Name Description Mean Std Min  Max 

Avg_speed Average speed of the segment 15.91 11.70 0.00 50.85 

Std_speed Speed standard deviation of the segment 9.37 4.71 0.00 28.42 

Per85 85th percentile speed of the segment 21.88 8.80 0.00 49.03 

Per50 50th percentile speed of the segment 15.33 9.49 0.00 47.64 

Per15 15th percentile speed of the segment 8.58 8.40 0.00 47.64 

Note: all the values are in the unit of mph 

 

In addition, to illustrate the results from the speed estimation, the average bus speed of 

one road segment is shown in Figure 27. The speed reaches two low points at 8:00 and 17:00, 

which correspond to the peak hours of daily commutes. The bus usually has a constant low speed 

from 8:00 to 17:00. The speed gradually increases after 17:00 and reaches the highest point 

around midnight.  
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Figure 27 Average segment speed 

 

To prepare the crash data, the crashes which are within the intersection influence area 

(within 250 feet of intersection) are excluded from the original data set. In addition, alcohol and 

drug-related crashes are also removed. After these processes, there are 180 crashes in total. 

These crashes are then matched to the corresponding segments according to the geographical 

locations. 

5.2.3 Crash Labelling and Features Selection 

This study aims to utilize the features from the CV emulated data to predict real-time 

crash potential. After the vehicle features and crashes are matched to the corresponding road 

segments, data of each segment are prepared in chronological order. The time range of the data is 

from 4/16/2020 to 7/2/2020. Therefore, each road segment has roughly 112,320 records. This 

study aims to predict the crash potential in the next 5-10 minutes. As Figure 28 shows, if a crash 

happened at 00:10, the traffic safety statuses from 00:00 to 00:05 are labeled as ‘1’, indicating 

that a crash will occur in the next 5-10 minutes from the current time. Otherwise, the traffic 
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safety status is labeled as ‘0’. In addition, since a crash event usually causes turbulence to the 

traffic conditions, data within 120 minutes after a crash are removed. 

 

 

Figure 28 Crash labeling process 

 

The variables used by this study were commonly applied by the previous traffic safety 

studies. The average speed and speed standard deviation were proven to be closely related to 

crash potential (Yu and Abdel-Aty, 2013; Yu and Abdel-Aty, 2014b). Park and Saccomanno 

(2006) indicated it is necessary to include 85th percentile speed for crash risk evaluation. 

Muchuruza and Mussa (2005) pointed out the missing of low-speed vehicles among the existing 

studies. The authors introduced 15th percentile speed as a new variable for traffic safety analysis. 

In addition, acceleration may also be utilized as an indicator for crashes. Stipancic et al. (2018a) 

introduced hard braking and accelerating events as surrogate safety measures to investigate their 

correlations with historical collisions. However, acceleration is usually calculated in high 

frequency and this study is using the 1-min interval. In the end, average speed, speed standard 

deviation, 85th percentile speed, 50th percentile speed, and 15th percentile speed are selected in 

this study. To illustrate the feasibility of using these variables, the variables’ importance is 
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estimated based on the Extra-tree classifier (Geurts et al., 2006). Extra-tree classifier fits several 

randomized decision trees on various sub-samples of the dataset and uses averaging to improve 

the predictive accuracy and control over-fitting (Pedregosa et al., 2011). The variable importance 

of Table 12 is shown in Figure 29. The average speed is the most important variable for crash 

potential prediction. While the 50th percentile speed is the second important variable. The speed 

standard deviation has similar importance as the 15th percentile speed. Based on the results from 

Figure 29 and existing studies, this study utilizes all these five variables to predict crash 

potential. 

 

 

Figure 29 Variable importance 

5.3 Methodologies 

Recently, with the rapid development of deep learning methods, the RNN has proven to 

be an efficient method for processing time-series data. RNN allows cyclical or recurrent 

connections, which can map the whole historical input data to each output and allow information 

to persist (Tian and Pan, 2015).  However, RNN is usually less effective in learning long-term 
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data sequences due to the problem of vanishing gradient. Therefore, the LSTM neural network 

was developed to address this problem (Hochreiter and Schmidhuber, 1997), which introduced 

the memory cells to determine when to forget certain information. An LSTM network is 

composed of the input layer, the hidden layers, and the output layer. The main characteristics of 

the LSTM are the memory cells in its hidden layers, which contain memory blocks rather than 

traditional neuron nodes. Each memory block has several self-connected memory cells and three 

multiplicative units, input, output, and forget gates. These gates provide continuous analogues of 

write, read and reset operations on the cells. The structure of an LSTM unit at each time step is 

shown in Figure 30. 

 

 
 Figure 30 LSTM unit structure (Graves et al., 2013) 

 

The LSTM generates a mapping from an input sequence vectors 𝑋 = (𝑋1, 𝑋2, ⋯  , 𝑋N) 

to an output probability vector by calculating the network unit activations using the following 

equations (Graves et al., 2013), iterated from 𝑡 = 1 to N: 
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𝒊𝒕 = 𝛔(𝑾𝒊𝒙𝑿𝒕 + 𝑾𝒊𝒉𝒉𝒕−𝟏 + 𝑾𝒊𝒄𝒄𝒕−𝟏 + 𝒃𝒊) (30) 

𝒇𝒕 = 𝛔(𝑾𝒇𝒙𝑿𝒕 + 𝑾𝒉𝒇𝒉𝒕−𝟏 + 𝑾𝒄𝒇𝒄𝒕−𝟏 + 𝒃𝒇) (31) 

𝒐𝒕 = 𝛔(𝑾𝒐𝒙𝑿𝒕 + 𝑾𝒐𝒉𝒉𝒕−𝟏 + 𝑾𝒐𝒄𝒄𝒕 + 𝒃𝒐) (32) 

𝒄𝒕 = 𝒇𝒕⨀𝒄𝒕−𝟏 + 𝒊𝒕⨀𝒕𝒂𝒏𝒉(𝑾𝒄𝒙𝑿𝒕 + 𝑾𝒄𝒉𝒉𝒕−𝟏 + 𝒃𝒄) (33) 

𝒉𝒕 = 𝒐𝒕⨀𝒕𝒂𝒏𝒉(𝒄𝒕) (34) 

𝒚𝒕 = 𝑾𝒚𝒉𝒉𝒕−𝟏 + 𝒃𝒚 (35) 

 

Where 𝑊 represents weight matrices, for example, 𝑊𝑖𝑥  denotes the weight matrix from 

the input gate to the input, σ is the logistic sigmoid function, and ⨀ indicates the elementwise 

product of the vectors. The forget gate 𝑓𝑡 controls the extent to which the previous step memory 

cell is forgotten, the input gate 𝑖𝑡 determines how much to update for each unit, and the output 

gate 𝑜𝑡 controls the exposure of the internal memory state. Since the values of all the gating 

variables vary for each time step, the model could learn how to represent information over 

multiple time steps. 

5.4 Experimental Design and Results 

5.4.1 Experimental Design 

The procedure of the experiment is shown in Figure 31. The data are first divided into 

training (75%) and test (25%).  As crashes are rare events, the data are highly imbalanced. The 

ratio of non-crash events to crash events is around 9,000:1 in the training data. Directly applying 

the model to the training data will result in a model with bad performance. Therefore, the crash 

resampling method should be implemented before training the model. Matched-case control is a 

traditional under-sampling method, which creates non-crash events based on several control 
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factors from the crash events, such as the time of the day, day of the week, etc. However, the 

information of the non-crash events may be lost during this process. SMOTE is a popular data 

resampling method (Chawla et al., 2002) and has been widely applied to similar problems. 

SMOTE is a data over-sampling method that synthesizes new minority samples between existing 

minority samples. The advantage of the SMOTE is the number of majority samples will not 

change, which retains their information completely. After the training data is resampled by 

SMOTE, the proposed model is trained on the balanced data. Finally, the model is evaluated on 

the test data with different metrics.  

 

 
Figure 31 Experiment procedures 

 

In terms of the evaluation metrics, sensitivity, false alarm rate, and AUC value are 

applied. Sensitivity and false alarm rate are estimated according to the confusion matrix (Table 

13) and Equations (36)-(37). High sensitivity means the model can predict most of the crash 

cases correctly, while a low false alarm rate indicates the model predicts most non-crash cases 

correctly. AUC is a comprehensive metric that is estimated based on the Receiver Operating 

Characteristic (ROC) curve. The ROC curve plots true positive rate and false positive rate, which 
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can be estimated from Equations (36) and (37). AUC measures the entire two-dimensional area 

underneath the entire ROC curve from (0, 0) to (1, 1).  

 

Table 13 Confusion matrix 

 True Crash True Non-Crash 

Predicted Crash True Positive (TP) False Positive (FP) 

Predicted Non-Crash False Negative (FN) True Negative (TN) 

 

True Postive Rate (Sensitivity) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (36) 

False Postive Rate (False Alarm Rate) =  
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
 (37) 

 

The LSTM used in this study is designed to take three-dimensional data as the input and 

generate a single output. Due to the special requirement of the LSTM, the input data are reshaped 

with a dimension as (sample size * time step * feature number). Specifically, the data from the 

previous T-10 minutes are stacked together as the input to predict the crash potential at the time 

T. The dropout layer is introduced to prevent over-fitting. The sigmoid function is used to 

generate the output since the crash prediction is a binary classification problem. The network 

architecture of the neural network is shown in Figure 32. 

 

 
Figure 32 Network architecture 
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5.4.2 Experimental Results 

The performance of the deep learning models is heavily dependent on the selections of 

different hyperparameters. Six common hyperparameters (Table 14) are tuned within the given 

range, including LSTM unit number, dropout rate, optimization function, learning rate, epoch 

number, and batch size. 

 

Table 14 Hyperparameters tuning 

Name Range Value 

LSTM unit number 128, 64, 32, 16 32 

Dropout Rate 0.3, 0.4, 0.5 0.5 

Optimization Function  SGD, Adam, RMSprop RMSprop 

Learning rate 0.1, 0.01, 0.001, 0.0001 0.001 

Batch size 1000, 5000, 10000 5000 

Epoch number 50, 100, 150, 200 50 

 

After training the model, the experiment results of the model on the test data are shown in 

Table 15. The model could successfully predict 79% of the total crashes, with a relatively low 

false alarm rate of 21%. The results illustrate the feasibility of using CV emulated data to predict 

crash potential in real-time. 

 

Table 15 Model results 

Name Value 

AUC 0.79 

Sensitivity 0.79 

False Alarm Rate 0.21 

 

In addition, the t-SNEs of the raw data and extracted features are shown in Figure 33 (a) 

and Figure 33 (b), respectively. t-SNEs is an effective data visualization technique, especially for 
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high-dimensional data (Maaten and Hinton, 2008). The extracted features are obtained through 

the last layer of the LSTM. Crash and non-crash events are extremely tangled together and hard 

to distinguish in the raw data. On the contrary, the features extracted by the LSTM (Figure 33 

(b)) successfully separate these two events, which illustrates the good performance of the model. 

 

 
Figure 33 t-SNEs of the raw data and extracted features 

5.4.3 Model Comparison 

This section compares the performance of the proposed LSTM with two types of 

benchmark methods, statistical methods and machine learning methods. Bayesian logistics 

regression is used as the statistical method. This method was widely applied to the real-time 

crash potential prediction (Ahmed et al., 2012b; Yu and Abdel-Aty, 2013). Different from the 

basic logistics regression, in the Bayesian approach, the parameters are treated as random 

variables and the data are used to update beliefs about the behavior of the parameters to assess 

their distributional properties (Ahmed et al., 2012b). For machine learning methods, XGBoost is 
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selected due to its good performance on similar problems (Chen and Guestrin, 2016). These two 

methods are trained based on the same dataset as the LSTM. Several hyperparameters of 

XGBoost are tuned, such as the number of trees, maximum tree depth, etc. The results of the 

model comparison are shown in Figure 34. LSTM outperforms the other two methods in terms of 

sensitivity, false alarm rate, and AUC. 

 

 
Figure 34 Model comparison results 

5.5 Conclusions 

This study applied a new CV emulated data source to predict the real-time crash potential 

for urban arterials. Two urban arterials in Orlando, USA were selected to conduct a case study. 

Crash and CV emulated data were obtained for three months. The CV emulated data were used 

to generate different speed-related variables, such as average speed, speed standard deviation, 

85th percentile speed, etc. After data cleaning and preparation, an LSTM model was proposed to 
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predict the crash potential in the next 5-10 minutes. The model was trained on the data after 

over-sampling and validated based on different evaluation metrics. Results illustrated the 

feasibility of using CV emulated data for real-time crash potential. In addition, the model 

comparison results indicated the LSTM outperformed other methods, including Bayesian 

logistics regression and XGBoost in terms of sensitivity, false alarm rate, and AUC. Several key 

findings from this study can be summarized as below: 

• Different speed-related variables can be generated from the CV emulated data, such as the 

average speed, speed standard deviation, 85th percentile speed, etc. These variables can be 

updated in a high frequency to better reflect the continuous traffic conditions. 

• With the help of map-matching methods, the variables from bus data can be transformed 

into the variables of the road segments. Different from other types of vehicles such as the 

taxi, a bus usually has a fixed route and schedule. The computation costs of map matching 

are greatly mitigated for bus data. 

• The CV emulated data can be used as a new data source to predict real-time crash 

potential. The data have higher flexibility and wider coverage compared with the 

traditional sensor data. With the rapid development of the CV, the results from this study 

can be generalized to other types of vehicles. 

• LSTM outperforms other types of models in terms of sensitivity, false alarm rate, and 

AUC values. With the help of the over-sampling methods, the LSTM can learn time-series 

data comprehensively. In addition, due to the rapid development of computer hardware, 

the implementations of deep learning models will be much easier in the future. 
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There are still several improvements that can be done in the future. First, buses are one 

type of vehicles. It is very promising to explore the fusion with other vehicle types, such as taxis, 

private vehicles, trucks, etc. Second, the impact of the different variables on crash potential 

prediction also needs further investigation, a proper variables generation and selection process 

could improve the performance of the model. Finally, different deep learning architectures can 

be explored in the future to improve the results of the current model.
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Li, P., Abdel-Aty, M., Yuan, J., 2021. Using bus critical driving events as surrogate safety measures for 
pedestrian and bicycle crashes based on GPS trajectory data. Accident Analysis & Prevention 150, 

105924. 

CHAPTER 6: USING BUS CRITICAL DRIVING EVENTS AS 

SURROGATE SAFETY MEASURES FOR PEDESTRIAN AND 

BICYCLE CRASHES BASED ON GPS TRAJECTORY DATA 

6.1 Introduction 

The safety of pedestrians and bicyclists is a serious concern for traffic researchers, while 

we are experiencing an increase in pedestrian and bicycle crashes. In 2018, 6,283 pedestrians 

were killed by traffic crashes in the USA, a 3.4% increase from the 6,075 pedestrian fatalities in 

2017 (NHTSA, 2020b). Similarly, there were 857 cyclists deaths in 2018, an increase of 6.3% 

from 2017 (NHTSA, 2020a). During the past decades, numerous pedestrian and bicycle safety 

studies were conducted at the micro- and macro-level, including intersections, road segments, 

and Traffic Analysis Zone (TAZ) (Lee et al., 2015; Schepers et al., 2011; Ukkusuri et al., 2011; 

Xuesong Wang, 2016). Specifically, a TAZ is a special-purpose geographic entity delineated by 

Metropolitan Planning Organizations (MPOs) and state Departments of Transportation (DOTs) 

for tabulating traffic-related data from the decennial census (U.S. Census Bureau, 2011). Several 

traffic, demographic, and geometry-related factors were found to be highly correlated with the 

pedestrian and bicycle crashes, such as traffic volume, road density, and population. In addition, 

recent studies also indicated that the presence of bus stops was correlated with pedestrian and 

bicycle crashes. (Hess et al., 2004; Xie et al., 2017). Bus stops were also considered as possible 

crash hotspots due to the attraction of pedestrians and bicyclists (Truong and Somenahalli, 

2011). However, only a few studies considered the influence of buses’ characteristics (Zhou and 

Bromfield, 2007) on pedestrian and bicycle crashes, such as speed, acceleration, and dwell time. 
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Over the last decades, various studies have been conducted to identify the relationship 

between pedestrian and bicycle crash occurrence and various factors. Schepers et al. (2011) 

indicated that the volume of through motorized vehicles and the volume of cyclists crossing the 

major road were positively related to the bicycle crashes at intersections. Lee et al. (2015) found 

that the TAZ with higher Vehicle Miles Traveled (VMT) and population were associated with 

higher pedestrian and bicycle crashes. Some studies investigated the impact of bus stops on 

pedestrian and bicycle crashes. For example, Xie et al. (2017) showed that bus stop density was 

positively associated with pedestrian crashes in urban areas. Chen and Zhou (2016) also 

indicated that the number of bus stops in a TAZ would result in a higher pedestrian crash 

frequency. In summary, these reactive traffic safety studies provided valuable insights into the 

contributing factors to pedestrian and bicycle crashes from different perspectives. Reactive safety 

studies usually require the occurrence of a significant number of crashes for the analysis. 

However, the number of pedestrian and bicycle crashes is much less compared to non-crash 

events or other types of crashes. In addition, collecting and investigating real crash data is also 

time-consuming. Regarding these problems, the concept of proactive traffic safety analysis is 

becoming popular among traffic studies. Proactive traffic safety analysis is complementary to the 

traditional active safety analysis, which requires fewer historical crash events. (Vedagiri and 

Killi, 2015). Proactive traffic safety analysis could evaluate traffic safety status through other 

safety-related indicators, such as surrogate safety measures. 

One purpose of using surrogate safety measures is to assess traffic safety status when 

crash events are rare or unavailable. Several surrogate safety measures were widely used by the 

previous studies for pedestrian and bicycle safety analysis (Fu et al., 2016; Zangenehpour et al., 
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2016; Zhang et al., 2020c), such as time to collision, post-encroachment time, and gap time. 

Most studies used video data to generate these surrogate safety measures. However, the quality 

of video data could be easily influenced by the surrounding conditions. In addition, large-scale 

video data are also hard to obtain and process, thus most studies only selected a small area (e.g. 

one or two intersections) to conduct analysis. Due to the development of mobile sensing 

technologies and the popularity of mobile devices (e.g. smartphones, tablets, etc.), city-wide GPS 

data can now be easily obtained at a low cost. Recently, some studies explored the possibility of 

using GPS data to extract surrogate safety measures. For example, Stipancic et al. (2018a) 

extracted hard decelerating and accelerating events from GPS travel data and compared them to 

historical vehicle crashes data. Results indicated that these two events were positively correlated 

with crash frequency at the link and intersection levels. Similarly, Boonsiripant et al. (2011) 

estimated different speed-related variables from GPS trajectory data. The authors indicated that 

the acceleration rate and driver stop frequency were positively correlated with the vehicle 

crashes at the corridor level. In terms of pedestrian and bicycle crashes, Strauss et al. (2017) 

estimated the deceleration rates from a large sample of cyclist GPS data. Results from 

Spearman’s rank correlation coefficient indicated that the deceleration rates were positively 

associated with the bicycle crashes at intersections and road segments. In addition, existing 

studies also suggested some bus behaviors may be associated with crashes. For example, Zhou 

and Bromfield (2007) found crashes were prone to happen for a stopped bus where the dwell 

time exceeded 30 seconds. af Wåhlberg (2004) indicated that the bus’s acceleration behavior is 

related to crash frequency. Cafiso et al. (2013) found several bus driving events were most 

relevant to the road safety status, including hard braking, stopping, etc. Similarly, Cheranchery et 
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al. (2016) indicated that the bus's dwell time is related to the safety level of bus stops. It is 

promising to use bus trajectory data to extract new surrogate safety measures. However, none of 

the existing studies were conducted for pedestrian and bicycle crashes from literature review (Li 

et al., 2021b). 

There are some limitations in the existing studies. First, pedestrian and bicycle surrogate 

safety measures have not been thoroughly developed with GPS data. Second, only a few existing 

studies considered bus behaviors as possible surrogate safety measures. Third, most surrogate 

safety studies were conducted at limited locations while a city-wide analysis is crucial. With the 

capability of accessing real-time bus trajectory data in Orlando, Florida, this study aims to 

investigate the feasibility of using critical bus driving events as pedestrian and bicycle surrogate 

safety measures. The contributions of this study can be summarized as below: 

• This study extracts various variables from bus trajectory data to reflect buses’ 

operation status around the bus stops.  

• This study proposes new surrogate safety measures from the critical bus driving 

events for the pedestrian and bicycle crashes at the bus stops. 

• The proposed surrogate safety measures are validated on a city-wide trajectory 

dataset. In addition, the correlations between surrogate safety measures and crashes 

are investigated per crash type (i.e., pedestrian and bicycle) 

• A Bayesian negative binomial model incorporating spatial correlation is proposed to 

model the crash frequency using the generated bus driving events. 
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6.2 Research Approach 

The approach used in this study has several steps (Figure 35). For trajectory data, bus 

trips are first generated. After filtering the trip data, the bus’s speed, acceleration, and dwell time 

are computed accordingly. Three critical driving events are then generated from the acceleration 

rate and dwell time. The prepared trajectory and crash data are matched to the bus stop 

geographical data using QGIS (QGIS.org, 2016). The correlations between crash events and the 

critical driving events are examined with Spearman’s rank correlation coefficient. Besides, a 

Bayesian negative binomial model incorporating the spatial correlation is used to model crash 

frequency using variables generated from the bus trajectory data. 

 

 
Figure 35 Research approach flowchart 
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6.2.1 Trajectory Data Preparation 

This section presents the process of bus trajectory data preparation. Bus trips are first 

extracted from the trajectory data. The speed and acceleration of buses are estimated using the 

generated trips. Three critical events are identified using speed and acceleration, including hard 

acceleration, hard deceleration, and long stop. 

• Bus Trip Generation 

Duplicated records (e.g., same bus vehicle ID, time, longitude, and latitude) are first 

removed from the trajectory dataset. To estimate speed-related variables, the bus trajectory data 

are divided into multiple trips. A trip is defined as the collection of consecutive GPS coordinates 

for one bus. In the Lynx system, each bus is running continuously on its assigned route. 

Therefore, a trip is generated using three control parameters: bus ID, time, and route. Figure 36 

shows an example of generating trips for a bus with ID as ‘17706388’. This bus has the 1st trip as 

route 541 from ‘2019-12-30 18:59:40’ to ‘2019-12-30 19:21:36’. It has the 2nd trip as route 544 

from ‘2019-12-30 19:22:14’ till ‘2019-12-30 20:55:08’. After this process, two types of trips are 

removed: 1) Short trip, a trip that has less than 100 GPS coordinates or lasts less than 1 minute is 

considered as a short trip. 2) Stationary trip, a trip is removed when the bus stays at the same 

location information during the entire trip. 
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Figure 36 Bus trip generation illustration 

 

• Variables Estimation 

The instantaneous speed of the bus is estimated from the generated trips. For a bus with 

its trip, the travel distance 𝑑 between two consecutive points (𝐺𝑃𝑆1, 𝐺𝑃𝑆2) is estimated using 

Haversine Distance (equation (38) to (42)) (Veness, 2019) since the GPS coordinates are in the 

World Geodetic System (WGS84). Specifically, 𝜑 and 𝜆 are latitude and longitude in radians. 

For example, 𝜑1and 𝜆1 are the latitude and longitude of 𝐺𝑃𝑆1in radians. 𝑅 is earth’s radius 

(6,371 km). 

 

∆𝜑 = 𝜑2 − 𝜑1 (38) 

∆𝜆 = 𝜆2 − 𝜆1 (39) 

𝑐 = 2 ∙ 𝑎𝑟𝑐𝑡𝑎𝑛2(√𝑎, √1 − 𝑎) 

 

(40) 
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𝑎 =  𝑠𝑖𝑛2 (
∆𝜑

2
) + cos(𝜑𝑡1) ∙ cos(𝜑𝑡2) ∙ 𝑠𝑖𝑛2 (

∆𝜆

2
) (41) 

𝑑 = 𝑅 ∙ 𝑐 (42) 

 

The bus speed is estimated as the distance (𝑑) divided by the time difference.  After computing 

speed, the speed is smoothed with a Savitzky-Golay filter. This filter was widely adopted by the 

studies related to GPS trajectory data and achieved promising results  (Stipancic et al., 2018a; 

Zaki et al., 2014). This filter has two crucial parameters, the order of the polynomial used to fit 

the samples and the length of the filter window. In this study, the order of the polynomial is 

selected as 2, and window length is selected as 3 based on their performance on smoothing the 

trajectory data and the results from previous studies.  

• Critical Driving Events Identification 

Bus’s acceleration rates are first estimated. One additional advantage of the Savitzky-

Golay filter is it smooths not only the original data (speed), but also its derivatives (acceleration) 

(Stipancic et al., 2018a). Therefore, the bus’s acceleration rates are derived using this filter. 

Then, a bus’s dwell time is estimated as the cumulative time while its speed equals zero among 

consecutive GPS coordinates. In addition, the dwell time that is less than three seconds is 

removed. After these two steps, an interquartile range filter is applied to dwell time and 

acceleration rate to remove the outliers. Three critical driving events are generated using the 

acceleration rate and dwell time, hard acceleration, hard deceleration, and long stop. Existing 

studies provide some references for the choices of thresholds. Duarte et al. (2013) suggested 

using 0.3 m/s2 and -0.3 m/s2 as the thresholds for hard acceleration and deceleration, 
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respectively. Zhou and Bromfield (2007) found that crashes were prone to happen for a stopped 

bus where the dwell time exceeded 30 seconds. Therefore, the thresholds for the hard 

acceleration and deceleration are selected as 0.3 m/s2 and -0.3 m/s2, respectively. The threshold 

for the long stop is set as 30 seconds. 

6.2.2 Map Matching 

The bus trajectory data, crash data, and bus stop data are geocoded using QGIS as three 

shapefiles. A circular buffer is created around each stop. Bus trajectory and crash data are 

matched to a bus stop if they are within its buffer. In addition, to prevent duplicated matches, 

trajectory and crash data are matched to the closest bus stop if they fall into multiple buffers.  

6.2.3 Correlation Estimation 

This study utilizes Spearman’s rank correlation coefficient (Spearman’s rho (ρ)) to 

examine the correlations between bus critical events and crashes around the bus stops. 

Spearman’s rho measures the strength and direction of the association between two ranked 

variables. It was widely used by previous studies to explore the relationship between possible 

surrogate safety indicators and crashes (Stipancic et al., 2018a; Strauss et al., 2017).  Spearman’s 

rho (𝜌) is computed using equation (43). Where 𝑑𝑖 =  𝐶𝑟𝑎𝑠ℎ𝑖 −  𝐸𝑣𝑒𝑛𝑡𝑖  is the difference 

between the ranks of stop 𝑖 based on the number of crashes and the number of critical events. 𝑛 

is the number of bus stops.   

 

𝜌 =  1 −  
6 ∑ 𝑑𝑖

2

𝑛 (𝑛2 − 1)
 (43) 
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6.2.4 Crash Frequency Modeling 

This section introduces the models used in this study for crash frequency estimation. The 

negative binomial model is adopted due to its ability to handle over-dispersed data. Spatial 

correlation is considered during the modeling process with Bayesian inference. In addition, two 

goodness-of-fit metrics are applied to evaluate the performance of the model. 

• Negative Binomial Model 

Poisson model was used for modeling crash frequency during the early decades (Lord 

and Mannering, 2010), it has the assumption as equal mean and variance of the data distribution. 

However, crash data are usually over-dispersed with a long tail (i.e., a few samples have an 

extremely high number of crashes).  The Negative Binomial (NB) model relaxes the equal mean 

and variance assumption of the Poisson model, which can account for overdispersion resulting 

from unobserved heterogeneity and temporal dependency. NB model was widely used by the 

previous studies (Lee et al., 2019; Stipancic et al., 2018b; Zou et al., 2015) to model crash 

frequency with other explanatory variables. The NB model introduces an extra parameter 𝜀𝑖 to 

the Poisson model which allows the variance to differ from the mean (equation (44)). For each 

observation, bus stop 𝑖, exp(𝜀𝑖) is a Gamma-distributed disturbance term with mean 1 and 

variance α. 𝑿𝑖 is a vector of the explanatory variables and 𝜷 is a vector of estimable parameters. 

𝜆𝑖 is the expected number of crashes for bus stop 𝑖. The NB model has the form shown in 

equation (45), where 𝛤(∙) is a gamma function, 𝑦𝑖 is the number of crashes for bus stop 𝑖.  

 

ln (𝜆𝑖) = 𝜷𝑿𝑖 + 𝜀𝑖 (44) 
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𝑃(𝑦𝑖) =
𝛤 (

1
α +  𝑦𝑖)

𝛤(𝑦𝑖 + 1)𝛤 (
1
α)

(

1
α

1
α + 𝜆𝑖

)

1
α

(
𝜆𝑖

1
α + 𝜆𝑖

)

𝑦𝑖

 (45) 

Note: the equations are based on Washington et al. (2020). 

 

• Spatial Correlation 

Bayesian approaches were widely adopted to consider the spatial correlation for 

modeling crash frequency. For example, Truong and Currie (2019) developed a spatial Bayesian 

model with conditional autoregression (CAR) prior to predict the crash frequency by considering 

the spatial correlation at the TAZ level. Similarly, Xie et al. (2014) introduced a CAR prior to the 

negative binomial model to analyze the crash frequency at the intersections. The proposed model 

reached better results compared with the regular negative binomial model. To account for the 

spatial correlation between neighboring bus stops, this study adopts a Bayesian NB-CAR model. 

CAR prior was widely utilized by existing studies related to traffic safety analysis and achieved 

promising results (Gu et al., 2020; Truong and Currie, 2019; Xie et al., 2014). There are different 

versions of CAR priors, the intrinsic CAR prior proposed by Besag et al. (1991) are used in this 

study due to its simplicity and popularity. With the introduction of CAR prior, equation (44) can 

be rewritten as equation (46), where the spatial autocorrelation is modeled via 𝜙. 𝜙−𝑖 is the set of 

𝜙𝑗 for any 𝑗 ≠ 𝑖. 𝜃 is a normally distributed term with mean 0 and variance 𝜎2. 𝑾 is weight 

matrix representing the spatial relationship between each bus stop. 𝑤𝑖𝑗  has a non-negative value 

if stop 𝑖 and 𝑗 are adjacent, or 0 otherwise.  
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ln (𝜆𝑖) = 𝜷𝑿𝑖 + 𝜃𝑖 + 𝜙𝑖   (46) 

𝜙𝑖|𝜙−𝑖 , 𝑾, 𝜏2~𝑁(
∑ 𝑤𝑖𝑗𝜙𝑗

𝑛
𝑗=1

∑ 𝑤𝑖𝑗
𝑛
𝑗=1

,
𝜏2

∑ 𝑤𝑖𝑗
𝑛
𝑗=1

) (47) 

𝜃𝑖~𝑁(0, 𝜎2) (48) 

𝜏2, 𝜎2~𝛤−1(𝑎, 𝑏)  (49) 

Note: the equations are based on Lee (2013). 

 

Parameters of the NB and NB-CAR models are estimated under the Bayesian context 

using R with Markov Chain Monte Carlo (MCMC) simulation. Twenty thousand (20,000) 

iterations are set as a burn-in period. Parameters of the models are estimated based on the one 

hundred thousand (100,000) samples. Without sufficient prior knowledge, the following non-

informative priors are used based on the results from the previous studies (Gu et al., 2020; 

Truong and Currie, 2019): 𝜏2~𝛤−1(1,0.01), 𝜎2~𝛤−1(1,0.01). The models are implemented 

based on the CARBayes (Lee, 2013) and runjags (Denwood, 2016) packages. 

• Performance Evaluation 

Two goodness-of-fit measures are used in this study to evaluate the model performance 

are Watanabe-Akaike Information Criterion (WAIC, Watanabe and Opper (2010)) and Deviance 

Information Criteria (DIC, Spiegelhalter et al. (2002)). WAIC is a Bayesian approach for 

estimating the out-of-sample expectation (Gelman et al., 2014). WAIC can be estimated using 

equation (50), where LPPD is the log posterior predictive density calculated using equation (51). 

𝑝𝐷  is the effective number of parameters (Satria et al., 2020). DIC was designed to evaluate the 

model complexity based on its ability to explain the variation in the data. DIC is calculated using 

equation (52), where �̅� is the posterior deviance and measures the model fit and 𝑝𝐷  is the 
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effective number of parameters and measures the model complexity (Satria et al., 2020). In 

general, a model with lower WAIC and DIC is preferred. 

 

𝑊𝐴𝐼𝐶 = −2 ∗ (𝐿𝑃𝑃𝐷 − 𝑝𝐷) (50) 

𝐿𝑃𝑃𝐷 = ∑ 𝑙𝑜𝑔 ∫ 𝑝(𝑦𝑖|𝜃) 𝑝𝑝𝑜𝑠𝑡(𝜃)𝑑𝜃
𝑛

𝑗=1
 (51) 

𝐷𝐼𝐶 = �̅� +  𝑝𝐷   (52) 

6.3 Data Description 

Two types of data are used in this study, Lynx data and crash data. Lynx provides the 

public transportation service for Orange, Seminole, and Osceola counties in Orlando, Florida. 

Lynx bus data, including bus trajectory and stop data, are obtained through the data collection 

API of DoubleMap®. The API requests are made with an HTTP GET request, and the data are 

returned in JSON format. The trajectory dataset contains around 300 buses, with their 

information updated around every three seconds. The buses are located via an Automatic Vehicle 

Locator (AVL) system with three meters’ location accuracy, which is acceptable for 

transportation research according to previous studies (Li et al., 2020b; Ochieng and Sauer, 2002). 

The trajectory dataset description is shown in Table 16. The bus stop data contain detailed 

information of 4,326 stops in the Lynx system, including stop ID, longitude, latitude, and name. 

The pedestrian and bicycle crash data are obtained from the Signal Four Analytics (S4A) system. 

This system archives the crashes in Florida with detailed information, such as crash time, 

location, type, severity, etc.  

 

 



 

107 

Table 16 Lynx trajectory data 

Name Description 

ID The unique integer for each bus. 

Name A text name for the bus. 

Latitude Latitude for the bus’s current position. 

Longitude Longitude for the bus’s current position. 

Heading The direction of the vehicle, in degrees (0-360). 

Time The time of the GPS update from the bus. 

Route The unique ID for the bus route 

 

This study selects part of Orange County, FL as the research area considering the data 

availability and distribution (Figure 37). Bus data were collected from December 2019 to 

February 2020. Ten years (2010-2020) pedestrian and bicycle crash data were obtained from the 

Signal Four Analytics (S4A) system. It provides detailed information for all reported crashes, 

such as crash time, location, type, and severity. In total, the selected area has 6,716,869 GPS 

records, 1,363 bus stops, 1,889 bicycle crashes, and 2,910 pedestrian crashes. According to the 

results from the previous studies (Stipancic et al., 2018b), two scenarios are designed based on 

buffer size for the bus stops, which are 100 m (100 meters) and 200 m (meters).  
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Figure 37 Research area 

6.4 Experimental Results 

This section summarizes the results of this study. First, the results from critical events 

identification are presented with distribution plots and descriptive statistic tables. The correlation 

coefficients between critical events and crashes are also presented per crash type. Two models 

are developed using the critical events to predict the pedestrian and bicycle crashes, Bayesian 

NB and Bayesian NB-CAR model. The posterior means and Bayesian credible intervals are 

presented for each variable of these two models. Besides, the performance of the two models is 

compared using WAIC and DIC. 
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The collected bus trajectory and crash data are processed using the proposed approach. 

After matching the trajectory and crash data to the bus stops, Figure 38 shows the distribution of 

the acceleration rate, dwell time, and crash for the two scenarios. The buses’ acceleration rates 

have relatively symmetrical distributions, while most of the buses have the acceleration rates as 

zero, indicating that buses either maintained constant speeds through the stops or stoped at the 

stops. The dwell time has right-skewed distributions over these two scenarios, around 50% 

average dwell time is smaller than 30 seconds. In terms of pedestrian and bicycle crashes, most 

of the bus stops have no more than 2 crashes. Moreover, the 200 m scenario has a relatively 

higher portion of the large number of crashes (e.g. more than 10) compared with the 100 m 

scenario. The descriptive statistics of these variables are shown in Table 17. The 200 m scenario 

has higher mean values for the number of crashes and critical events, which is reasonable since it 

covers wider areas. In addition, the number of critical events significantly varies for different 

stops. 



110 

  

   

a. Acceleration rates (100 m) b. Dwell time (100 m) c. Crashes (100 m) 

   

d. Acceleration rates (200 m) e. Dwell time (200 m) f. Crashes (200 m) 

Figure 38 Distributions of acceleration rates, dwell time, and crashes 
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Table 17 Descriptive statistic table 
Variables 100 m 200 m 

Mean Std. Dev. Min Max Mean Std. Dev. Min Max 

Stop time (seconds) 28.94 6.98 15 55 30.77 8.61 15 65 

Acceleration rates 

(m/s2) 

0.01 0.25 -1.18 1.12 0.01 0.25 -1.14 1.09 

Number of crashes 2.55 3.10 0 24 3.27 3.81 0 41 

Number of hard 

accelerations 

155 176.49 0 1345 179.70 210.65 0 1915 

Number of hard 

decelerations 

1284.73 1325.25 70 15762 1617.23 2472.94 70 71816 

Number of long 

stops 

73.40 121.71 0 1276 90.42 191.14 0 4235 

 

The Spearman’s rank correlation coefficients of these two scenarios are shown in Table 

18. The correlations between crashes and critical driving events for the 200 m scenario are 

stronger compared with the 100 m scenario. For example, the hard acceleration event has a 

correlation coefficient of 0.427 with pedestrian crashes under the 200 m scenario, which is large 

than 0.374 under the 100 m scenario. The long stop event also has a larger correlation coefficient 

(0.462) with pedestrian crashes under the 200 m scenario than the 100 m scenario (0.403). 

Besides, the authors tested the larger buffer sizes and the correlations start to decrease. 

Therefore, the authors suggest that the 200 m is a desirable choice as a buffer size for bus stops. 

Long stop has the highest correlation coefficient among the three critical driving events, while 

hard acceleration has a higher correlation coefficient compared with hard deceleration. The 

reason for the high correlation coefficient of the long stop may due to that it relatively indicates 

higher pedestrian and bicycle volume. The longer a bus stops, the more passengers it may have. 

Also, a longer stop could be causing a blind spot for seeing pedestrians/bicyclists by incoming 

vehicles. A stopped bus could also be contributing to the disruption of traffic. In terms of crash 

types, the pedestrian has higher correlation coefficients with all three critical driving events than 
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the bicycle crashes. In summary, the results indicate that bus stops with a great number of critical 

bus driving events may also have more pedestrian and bicycle crashes. 

 

Table 18 Spearman’s rank correlation coefficients 

  100 m 200 m 

Critical driving events All  Pedestrian  Bicycle  All  Pedestrian  Bicycle 

Long stop 0.381 0.403 0.253 0.436 0.462 0.304 

Hard acceleration 0.371 0.374 0.253 0.419 0.427 0.294 

Hard deceleration 0.345 0.361 0.255 0.385 0.405 0.288 

 

Two models are built to estimate the number of crashes using the critical bus driving 

events, Bayesian NB and Bayesian NB-CAR model. Hard deceleration is removed from the 

explanatory variables since it is highly correlated with the hard acceleration and less correlated 

with the crashes. To account for the influence of bus volume, the number of hard accelerations 

and long stops are divided by the number of buses. Besides, the number of buses is used as the 

proxy for exposure, which is converted using the natural log.  

The results of the Bayesian NB and Bayesian NB-CAR models are shown in Table 19, 

where the variables that are statistically significant at 95% Bayesian Credible Interval (BCI) are 

highlighted in red. The Bayesian NB-CAR outperformed Bayesian NB with lower WAIC and 

DIC values, indicating the necessity of considering spatial correlation during the crash frequency 

modeling process. The posterior means for the number of hard accelerations/the number of buses 

(HAc/Bus) and the number of long stops/the number of buses (LS/Bus) are positive over the four 

models, which are consistent with the results from the correlation estimation. Positive posterior 

means suggest that the increase of critical events will increase pedestrian and bicycle crashes. A 

bus stop with more hard acceleration events may indicate that it has relatively complicated traffic 

conditions (e.g., heavy traffic volume, congestion), which could increase the probability of 
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having pedestrian and bicycle crashes. Besides, LS/Bus has a higher posterior mean than 

HAc/Bus among all the models, which highlights the impact of a stopped bus on traffic safety. A 

stopped bus is a relatively large obstacle for other road users. Drivers behind the bus may try to 

change lanes without observing pedestrians and bicycles covered by the bus. Besides, the 

posterior mean of the number of buses (exposure) is also positive among the four models as 

expected. A bus stop with more buses could have a relatively large pedestrian and bicycle 

volume, which could increase the possibility of a crash happening. In terms of the crash type, 

HAc/Bus, LS/Bus, and the number of buses are all statistically significant for modeling 

pedestrian crashes. Similarly, LS/Bus and the number of buses are statistically significant for 

modeling bicycle crashes. The only exception is that LS/Bus is statistically significant for 

modeling bicycle crashes in the NB model, while it is not significant in the Bayesian NB-CAR 

model. Existing studies also have similar findings while the variables’ significance changes after 

the usage of spatial correlation (Stipancic et al., 2018b; Truong and Currie, 2019). The variables’ 

significance may be better validated by increasing the data size or expanding the research area in 

the future. In summary, the results from the crash modeling confirm the findings from correlation 

estimation. The generated bus critical driving events are positively correlated with the crash 

frequency. The long stop event is found to have a higher posterior mean than the hard 

acceleration event. 
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Table 19 Results of Bayesian NB and Bayesian NB-CAR models 
Variables Bayesian NB model Bayesian NB-CAR model 

Pedestrian  Bicycle  Pedestrian  Bicycle  

Mean 95% BCI Mean 95% BCI Mean 95% BCI Mean 95% BCI 

Intercept -2.636 (-3.065, -2.183) -1.558 (-2.020, -1.111) -8.827 (-9.567, -8.111) -7.963 (-9.042, -6.553) 

HAc/Bus 1.853 (1.070, 2.637) 1.596 (0.463, 2.562) 3.712 (1.935, 5.812) 1.650 (0.117, 3.586) 

LS/Bus 5.977 (4.744, 7.389) 3.819 (2.597, 5.374) 7.557 (5.552, 9.663) 2.481 (-0.863, 4.991) 

Log(number of buses) 0.398 (0.336, 0.451) 0.239 (0.176, 0.301) 0.569 (0.472, 0.655) 0.476 (0.301, 0.631) 

𝝉𝟐 

    
0.002 (0.002, 0.003) 0.003 (0.002, 0.004) 

𝝈𝟐 

    
0.005 (0.002, 0.012) 0.003 (0.001, 0.009) 

WAIC 4733.2 
 

3568.8 
 

4137.3 
 

3065.2 
 

DIC 4732.0 
 

3568.0 
 

4339.4 
 

3282.3 
 

 Note: Variables significant at 95% Bayesian credible interval are highlighted in red
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6.5 Conclusions 

The purpose of this study is to explore the possibility of using critical bus driving events 

as pedestrian and bicycle surrogate safety measures around bus stops. This study presents a 

series of approaches to prepare trajectory data in terms of trip generation, trip cleaning, and 

variables estimation. A city-wide bus trajectory dataset was collected from Orlando, Florida. 

Three critical driving events were generated using the proposed methods, hard acceleration, hard 

deceleration, and long stop. Spearman’s rank correlation coefficients were used to examine the 

relationships between critical driving events and the pedestrian and bicycle crashes at the bus 

stops. The NB models are built to model the crash frequency with the critical driving events. All 

three events were positively related to pedestrian and bicycle crashes. Specifically, the long stop 

has a correlation coefficient of 0.436, hard acceleration has a correlation coefficient of 0.419, and 

hard deceleration has a correlation coefficient of 0.385. Two hundred meters buffer was 

suggested as a desirable choice for the bus stops. Besides, the results vary between crash types. 

The correlations between pedestrian crashes and critical driving events are relatively higher than 

the correlations between bicycle crashes and critical driving events. Two models (Bayesian NB 

and Bayesian NB-CAR) were developed to model the crash frequency using the generated 

critical events, with the number of buses as a proxy for exposure. The models’ results are 

consistent with the results from correlation estimation. Hard acceleration, long stop events, and 

the number of buses (exposure) were found to be positively related to the crash frequency. A bus 

stop with more hard acceleration and long stop events is expected to have more crashes. 

Moreover, model evaluation results suggested that the Bayesian NB-CAR outperformed the 
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Bayesian NB with lower WAIC and DIC. Several suggestions can be summarized from the 

study’s results. For example, it is suggested that the bus company should coach drivers if they 

are inclined to have aggressive behaviors such as hard acceleration or deceleration. Moreover, 

the design of bus stops should consider the impact caused by the stopped buses. 

The critical driving events proposed by this study can be eventually used for network 

screening, safety evaluation, etc. Similar logic can be extended to other facility types (e.g., 

intersection and segment) with vehicle trajectory data. However, it is worth mentioning that this 

study also has some limitations. More validation can be done in the future considering the 

influence of geometry, exposure, and other factors. Moreover, existing studies (Washington and 

Oh, 2006) indicated that the usage of informative priors could improve the performance of the 

model. The informative priors could be formulated using two-stage Bayesian updating in the 

future. In the end, the variables’ significance can be better examined by extending the research 

area or increasing the data size.
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CHAPTER 7: TRAJECTORY FUSION-BASED REAL-TIME CRASH 

LIKELIHOOD PREDICTION USING LSTM-CNN WITH 

ATTENTION MECHANISM 

7.1 Introduction 

Real-time crash likelihood prediction is a major component of Active Traffic 

Management Systems. Different from the traditional crash frequency prediction using aggregated 

data (e.g. by day, month, and year), real-time crash likelihood prediction predicts the crash 

likelihood during a short period (e.g., 5 minutes). In 2018, according to the data from the 

insurance institute for highway safety,  motor vehicle crashes caused 36,560 fatalities in the USA 

(IIHS, 2019).  Among the 19,498 deaths in urban areas, 78% of them happened at arterials. 

However, most of the previous studies about real-time crash likelihood prediction focused on 

freeways (Abdel-Aty et al., 2012; Ahmed et al., 2012b; Xu et al., 2013b) rather than urban 

arterials (Wang et al., 2015b; Yuan and Abdel-Aty, 2018). Improving traffic safety, especially 

for urban arterials, is becoming a major concern for traffic engineers and researchers. 

Traffic data plays a crucial role in real-time crash likelihood prediction. Existing studies 

usually utilized fixed devices to obtain traffic data, such as Loop Detectors (Abdel-Aty et al., 

2004; Xu et al., 2013b), Automatic Vehicle Identification (Ahmed et al., 2012b), Bluetooth 

detectors (Yuan and Abdel-Aty, 2018; Yuan et al., 2018), Cameras (Wang et al., 2019a), etc. 

Nevertheless, these devices usually require extra installation and regular maintenance, which 

increases the cost of obtaining data. Moreover, some devices are not reliable enough. For 

example, cameras are sensitive to lighting and weather conditions, while loop detectors are 

sensitive to pavement conditions. In addition, these devices are not flexible to depict the city-

wide traffic conditions since they are fixed in certain positions. Recently, with the development 
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of mobile sensing technologies and mobile devices, it is now much easier to obtain vehicle-based 

data (e.g. trajectory data, smartphone data, CV data). Using the vehicle as the data collector, 

vehicle-based data can be conveniently obtained in wide range with low cost. 

Vehicle trajectory data were widely used in the transportation management area, such as 

traffic congestion estimation (Kong et al., 2016), travel time reliability estimation (Uno et al., 

2009), queue estimation (Cheng et al., 2011), etc. Nevertheless, only a few studies applied this 

new data to traffic safety analysis while most of them focused on analyzing the relationship 

between crashes and trajectory data (Wang et al., 2019b; Wang et al., 2019c; Wang et al., 

2015b). For example, Wang et al. (2019c) utilized quasi-vehicle-trajectory data to investigate the 

relationship between transportation parameters and the crash occurrence on expressways. The 

authors indicated that speed difference-related variables had the significantly positive impact on 

crash occurrence, which reflected the vehicles’ speed fluctuation. Similarly, Wang et al. (2015b) 

explored the relationship of taxi trajectory data to safety during peak and off-peak periods. 

Higher average speeds were found to be associated with higher crash frequencies during peak 

periods. Wang et al. (2019b) utilized the taxi trajectory data to predict crash likelihood at 

expressways. Variables such as average speed and speed difference ratio were generated from 

the trajectory data. The authors indicated that traffic status of the period between 5 min to 10 min 

before the crash affected the occurrence of crashes. In addition, existing studies only used one 

type of vehicles. The necessity of having a variety of vehicle types is illustrated by the previous 

studies. Basso et al. (2020) indicated that having access to data of different vehicle types could 

significantly improve the prediction accuracy. The application of vehicle trajectory data fusion 

on the real-time crash likelihood prediction still needs substantial investigation.  
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Two types of methods were commonly used by the existing studies on real-time crash 

likelihood prediction, which are statistical and machine learning. Statistical methods, such as 

Logistics Regression, Bayesian Logistics Regression, and Conditional Logistics Regression, 

were widely used during the early stages (Ahmed et al., 2014; Ahmed et al., 2012b),. However, 

these methods usually have strong assumptions or high dependence on data preparation 

techniques. In addition, existing studies also indicated that the statistical methods were less 

accurate compared with the other two kinds of methods. Several traditional machine learning 

methods, such as SVM and random forest, have been explored by existing studies. Wang et al. 

(2019b) indicated that SVM outperformed Logistic Regression for crash likelihood prediction in 

terms of sensitivity and AUC value. While Yu and Abdel-Aty (2014a) found random forest 

could help the process of feature selection. However, it is still hard for these traditional machine 

learning methods to model massive high-dimensional traffic data (Guo et al., 2019). Recently, 

several studies (Guo et al., 2019; Islam et al., 2021; Khan and Ahmed, 2020; Li et al., 2020c; 

Yuan et al., 2019) applied deep learning methods to high-dimensional traffic data and achieved 

promising results compared with both statistical and traditional machine learning methods. Deep 

learning is a subfield of machine learning, with the ability to efficiently learn from large-scale 

and high-dimensional data. There are some popular deep learning architectures used by the 

literature, such as CNN, RNN, and LSTM. While LSTM was found to be especially useful for 

learning time-series traffic data because of its unique design (Khan and Ahmed, 2020; Yuan et 

al., 2019). In addition, existing studies also indicated that the performance of LSTM can be 

improved by augmenting it with a CNN component (Karim et al., 2018; Li et al., 2020c). 

However, there are currently no existing studies that applied the attention mechanism on crash 
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likelihood prediction, which could improve the performance of neural networks for learning long 

time-series data (Bahdanau et al., 2014; Guo et al., 2019). 

In this study, to address the aforementioned shortcomings, we focus on predicting real-

time crash likelihood for arterials using the deep learning and trajectory data fusion techniques. 

Trajectory data from different vehicles are collected and prepared. A Temporal Attention-based 

LSTM-CNN (TA-LSTM-CNN) is proposed for crash likelihood prediction. Experiments based 

on the real-word dataset indicate that the proposed methods can achieve promising prediction 

results. Our contributions can be summarized as follows: 

• We investigate the application of trajectory data fusion on crash likelihood prediction 

with two real-world trajectory datasets. 

• We design a dedicated method to extract traffic-related variables from the city-wide 

trajectory datasets. 

• We propose an LSTM-CNN structure considering temporal attention, i.e., TA-LSTM-

CNN, to improve prediction accuracy. 

• Various baseline methods (e.g. logistics regression, XGBoost, random forest, LSTM-

CNN) are developed to compare with the proposed method. 

7.2 Data Preparation 

7.2.1 Data Description 

Two types of data are used in this study, crash data and trajectory data. Crash data are 

obtained through the S4A system. S4A archives the crash events of Florida with detailed 

information, such as crash time, location, severity, type, etc. The trajectory data have two data 
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sources, Lynx buses and Lytx fleet. Specifically, Lynx provides the public transportation service 

for Orange, Seminole, and Osceola counties in Florida. The Lynx trajectory data is obtained via 

the real-time data collection API from the DoubleMap®. This dataset contains 300 Lynx buses 

localized via an automatic vehicle locator system, with their locations, headings, route names, 

vehicle IDs, and other information updated every three seconds. Lytx provides industry-leading 

fleet and compliance management solutions for various partners. Lytx is cooperating with 

Orange Country, Florida for monitoring its fleet of 2,000 vehicles with various types, e.g. van, 

sedan, and truck. The county uses the Lytx's DriveCam integrated with a high-accuracy GPS unit 

(Nemat-Nasser and Smith, 2014) to obtain audio and video recordings inside and outside of the 

vehicle, as well as its real-time trajectory. The trajectory data are obtained from the Lytx Fleet 

Tracking Platform with an update frequency of 30 seconds. Since the Lynx and Lytx datasets 

have a similar data structure, this study combines their data description for simplicity (Table 20).  

 

Table 20 Lynx and Lytx data description 

Name Description 

ID Unique integer for each vehicle. 

Name A text name for the vehicle. 

Latitude Latitude for the vehicle’s current position. 

Longitude Longitude for the vehicle’s current position. 

Heading The direction of the vehicle, in degrees (0-360). 

Time The time of the GPS update from the vehicle. 

Route The integer for bus route (only for Lynx) 

Type The type for vehicle status (only for Lytx) 
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7.2.2 Trajectory Data Preparation 

Figure 39 shows the flowchart of trajectory data preparation. Lynx and Lytx trajectory 

data are prepared separately with a series of trip generation, trip cleaning, and speed estimation. 

A data fusion process is then implemented to fuse these two trajectory datasets spatially and 

temporally to generate the segment traffic data.  

 

 
Figure 39 Trajectory data preparation flowchart 

 

• Trip Generation and Cleaning 

The duplicated records of the trajectory data are first removed, i.e., same vehicle ID, 

time, latitude, and longitude. Then, the data outside of the selected area were also removed. To 

estimate vehicles’ speed, the trajectory data are divided into multiple trips. A trip is the 

collection of GPS coordinates for one vehicle during a continuous period. In the Lynx system, 

each vehicle is running continuously over its assigned route. A Lynx trip is generated based on 
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three control parameters, time, route, and vehicle ID (Figure 40 (a)). For example, the vehicle 

with ID as ‘17706388’ has the 1st trip as route 541 from ‘2019-12-30 18:59:40’ to ‘2019-12-30 

19:21:36’. The Lytx data have one attribute as ‘Type’ with three values indicating the trip status. 

‘Trip Start’ and ‘Trip End’ define the start and end point of one trip, while ‘GPS Trial’ represents 

the GPS coordinates of this trip (Figure 40 (b)). For example, the vehicle with ID as ‘14795’ has 

the 1st trip from ‘2020-04-01 14:25:44’ to ‘2020-04-01 15:25:10’. After trip generation, two 

types of trips are removed: 1) Short trip, a trip with less than 100 GPS coordinates or lasts less 

than 1 minute. 2) Stationary trip, a trip with all same GPS coordinates.   
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(a) Lynx trip generation 

 
(b) Lytx trip generation 

Figure 40 Trip generation illustration 

 

• Speed Calculation 

The vehicle’s instantaneous speed is estimated from the generated trips. For each trip, the 

speed of vehicle 𝑖 between two continuous GPS coordinates is calculated according to equation 

(53).  
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𝑆𝑝𝑒𝑒𝑑𝑖 =  
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐺𝑃𝑆𝑡1

, 𝐺𝑃𝑆𝑡2
)

𝑡2 − 𝑡1
 (53) 

 

Where 𝐺𝑃𝑆𝑡1
is the vehicle’s location at the time 𝑡1 in longitude and latitude, and 𝐺𝑃𝑆𝑡2

 is 

its location at the time 𝑡2 in longitude and latitude. The distance 𝑑 is estimated using the 

Haversine formula (equations (54)-(58)) (Veness, 2019) since this study uses the World Geodetic 

System (WGS84). Specifically, 𝜑 and 𝜆 are latitude and longitude in radians. For example, 

𝜑𝑡1and 𝜆𝑡1 are the latitude and longitude of 𝐺𝑃𝑆𝑡1
in radians. 𝑅 is the earth’s radius (6,371 km). 

After the speed is estimated, the Savitzky-Golay filter is applied to smooth the speed and remove 

noise. This filter was commonly used in similar studies and achieved promising results 

(Stipancic et al., 2018a; Zaki et al., 2014). 

 

∆𝜑 = 𝜑𝑡2 − 𝜑𝑡1 (54) 

∆𝜆 = 𝜆𝑡2 − 𝜆𝑡1 (55) 

𝑐 = 2 ∙ 𝑎𝑟𝑐𝑡𝑎𝑛2(√𝑎, √1 − 𝑎) 

 

(56) 

𝑎 =  𝑠𝑖𝑛2 (
∆𝜑

2
) + cos(𝜑𝑡1) ∙ cos(𝜑𝑡2) ∙ 𝑠𝑖𝑛2 (

∆𝜆

2
) (57) 

𝑑 = 𝑅 ∙ 𝑐 (58) 

 

7.2.3 Trajectory Data Fusion 

The benefit of data fusion is to better reflect road segments’ traffic conditions with a 

variety of vehicles. After speed estimation, the two trajectory datasets are fused spatially and 

temporally, which transform the vehicle-based data into segment-based data. First, QGIS 

(QGIS.org, 2016) is applied to geocode the trajectory and segment data. The trajectory data are 
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matched to the closest road segments with R (R Core Team, 2013), utilizing the spatial analysis 

package sf (Pebesma, 2018). In addition, the data within 250 feet of intersections are removed to 

exclude the impact of intersections. Then, for each road segment, the Lynx and Lytx road are 

fused based on the time of each record. To describe the road segments’ traffic conditions from 

different perspectives, several descriptive variables (e.g. average speed, the standard deviation of 

speed, and different percentages of speed) are generated in 5-min intervals using the 

instantaneous speed of Lynx and Lytx. These variables were commonly used by the previous 

studies and were found to be associated with the crash occurrence (Li et al., 2020b; Wang et al., 

2019b; Wang et al., 2019c; Wang et al., 2015b).  

7.2.4 Crash Data Preparation 

First, crashes caused by drugs and alcohol were removed, since these crashes are not 

usually related to the traffic characteristics. Second, considering the influence of the 

intersections, crashes within 250 feet of intersections are removed. Crashes are then matched to 

the corresponding road segments based on their location using QGIS (QGIS.org, 2016). To 

predict the crash likelihood, this study uses the traffic 5–10 min before the crash time as potential 

crash contributing traffic conditions (Wang et al., 2019b; Wang et al., 2019c). For example, if a 

crash happened at 11:50, the traffic safety status from 11:40 to 11:45 is labeled as ‘1’, indicating 

that a crash will occur in the next 5-10 minutes. Otherwise, the traffic safety status is labeled as 

‘0’. The traffic data are then used to model traffic safety status. In addition, due to the impact of 

crash events on traffic conditions, traffic data within two hours after crash events are removed.  
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7.3 Research Methodologies 

7.3.1 LSTM with Attention Mechanism 

LSTM is one type of RNNs, which was designed to solve the vanishing gradients 

problem by introducing memory gates to control when to forget and remember certain 

information (Hochreiter and Schmidhuber, 1997). Although there are many variants of LSTM, 

existing studies also indicated that none of them could significantly improve the performance of 

the standard LSTM (Greff et al., 2017). Therefore, the standard LSTM is adopted in this study. 

The structure of LSTM cells is shown in Figure 41. The LSTM has three gates to control the 

information flow: 1) Forget gate 𝑓𝑡 controls how much to forget from the previous step memory 

cell. 2) Input gate 𝑖𝑡 determines which values to be updated. 3) Output gate 𝑜𝑡 determines the 

output for the hidden state ℎ𝑡. 

 

 
Figure 41 LSTM structure (Christopher, 2015) 

 

The essential equations of LSTM are shown below. If the input of LSTM is denoted as 𝑋 =

(𝑥1, 𝑥2, … , 𝑥𝑡), where 𝑡 is the prediction period,  ℎ = (ℎ1, ℎ2, … , ℎ𝑡) is the hidden state, and the 
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𝑦 = (𝑦1, 𝑦2, … , 𝑦𝑡) is the output. The essential equations for LSTM are shown from equations 

(59)-(65) (Christopher, 2015). 

 

𝒇𝒕 = 𝛔(𝑾𝒇  ∙  [𝒉𝒕−𝟏; 𝒙𝒕]  + 𝒃𝒇) (59) 

𝒊𝒕 = 𝛔(𝑾𝒊  ∙  [𝒉𝒕−𝟏; 𝒙𝒕]  +  𝒃𝒊) (60) 

�̃�𝒕 = 𝐭𝐚𝐧𝐡(𝑾𝒓  ∙  [𝒉𝒕−𝟏; 𝒘𝒕]  +  𝒃𝒄) (61) 

𝒄𝒕 = 𝒇𝒕⨀𝒄𝒕−𝟏 + 𝒊𝒕⨀�̃�𝒕 (62) 

𝒐𝒕 = 𝛔(𝑾𝒐  ∙  [𝒉𝒕−𝟏; 𝒙𝒕]  +  𝒃𝒐) (63) 

𝒉𝒕 = 𝒐𝒕⨀𝒕𝒂𝒏𝒉(𝒄𝒕) (64) 

𝒚𝒕 = 𝑾𝒚𝒉𝒕−𝟏 + 𝒃𝒚 (65) 

 

Where 𝑊 represents weight matrices, for example, 𝑊𝑖  denotes the weight matrix from 

the input gate to the input, σ is the logistic sigmoid function, 𝑐 is the context vector, ℎ is the 

hidden state, and ⨀ indicates the elementwise product of the vectors. In addition, to help LSTM 

better learn from long time-series data, Bahdanau et al. (2014) proposed the Attention 

mechanism, which originally aimed to solve machine translation problems. The purpose of using 

the attention mechanism is to select the information that is relatively critical to the current task 

from all inputs (Guo et al., 2019). This study applies a temporal Attention mechanism (equation 

(66)-(70)) from the proposed two-layer LSTM (Figure 42) (Luong et al., 2015).  

  

𝛼𝑠 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠𝑐𝑜𝑟𝑒(ℎ𝑡, ℎ𝑠)) (66) 

𝑠𝑐𝑜𝑟𝑒(ℎ𝑡, ℎ𝑠) =  ℎ𝑡
𝑇ℎ𝑠  (67) 

𝑐𝑡 =  ∑ 𝛼𝑠 ℎ𝑠

𝑡

𝑠=1
 

(68) 

ℎ̃𝑡 = tanh (𝑊𝐶[𝑐𝑡; ℎ𝑡]) (69) 

𝑦𝑡 = 𝑊𝑦ℎ̃𝑡 + 𝑏𝑦  (70) 
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Where 𝛼𝑠 is the attention weights, 𝑐𝑡 is the context vector, 𝑎𝑡 is the attention vector, ℎ𝑡 is 

the target hidden state, ℎ𝑠is the source hidden states, and ℎ̃𝑡 is the attention hidden state. After 

using the attention mechanism, the output of the LSTM is updated from (65) to (70).  

 

 
Figure 42 TA-LSTM structure 

7.3.2 CNN 

The concept of CNN was originally developed for computer vision areas. Recently, some 

studies also indicated that CNN could also be utilized for time-series data with promising results 

(Li, 2020; Li et al., 2020c). The key component for CNN is its convolution layer, where CNN 

applies a filter to extract features through the input data. This study adopts a 1-D CNN as the 

feature extractor with ReLU as the activation function. The benefit of using CNN for time-series 

data is its weight sharing ability, which allows CNN to learn features that are invariant across the 

time dimension.  
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7.3.3 TA-LSTM-CNN 

The network architecture of the proposed TA-LSTM-CNN is shown in Figure 43. The 

network has one input layer and one output layer, sigmoid function is used as the activation 

function since the crash prediction is a binary classification problem. The network’s hidden 

layers have two components, LSTM and CNN. Specifically, two LSTM layers are stacked 

together, followed by one attention layer to extract temporal attention and a dropout layer to 

prevent overfitting. The CNN component has two CNN layers, each followed by a Batch 

Normalization (BN) layer (Ioffe and Szegedy, 2015) to improve the training speed and network 

stability. In addition, a pooling layer is added to reduce the number of parameters. The results 

from the LSTM and CNN components are concatenated to generate the outputs. In addition, the 

L2-norm regularization term is used for both LSTM and CNN to prevent overfitting issues. 

 

 
Figure 43 Network architecture 
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7.4 Experiment and Results 

7.4.1 Site Selection and Data Preparation 

This study aims to predict the crash likelihood for urban arterial road segments. The 

selected arterials are shown in Figure 44. Considering the data availability and geometry 

characteristics, six arterials are selected from Orlando, FL, including 208 road segments and 110 

signalized intersections. A segment is defined as the road facility between two consecutive 

intersections in a certain direction. The road segment geospatial data are obtained from the 

Florida Department of Transportation to ensure data accuracy. Trajectory and crash data are 

collected from December 2019 to June 2020, data from March and April are removed due to the 

impact of COVID-19. In total, this study collects 3,151,169 Lynx records, 138,285 Lytx records, 

and 162 crash events.  
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(a) W Colonial Dr, S Kirkman Rd and S john Young Pkwy 

 
 

(b) E Colonial Dr, N Semoran Blvd, and N Alafaya Trail 

Figure 44 Selected urban arterials 

 

The obtained trajectory and crash data are processed using the proposed data preparation 

approaches. After matching the trajectory data to the corresponding road segments, the 

descriptive statistics of road traffic variables are shown in Table 21.  
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Table 21 Descriptive statistics table 

Variables Description Mean Std. Dev. 

Avg_speed Average speed 18.98 10.88 

Std_speed The standard deviation of speed 9.03 6.36 

85th_speed 85th percentile speed 22.25 11.33 

50th_speed 50th percentile speed 18.86 11.15 

15th_speed 15th percentile speed 15.72 11.36 

                 Note: All the variables have the unit as mph 

7.4.2 Experimental Design 

Since TA-LSTM-CNN requires 3-D data as input. The traffic-related data are prepared as 

(𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒, 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝, 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑛𝑢𝑚𝑏𝑒𝑟), where the sample size is the number of the input 

data, the time step is 10 minutes, and the number of features is 6. The prepared data (Figure 45) 

are first divided into training (70%) and test (30%). In addition, since crashes are extremely rare 

events, this study uses SMOTE (Chawla et al., 2002) to generate new crash events and balance 

the crash to non-crash ratio. SMOTE uses a nearest neighbors’ algorithm to generate new data, 

which synthesizes new minority instances between real minority instances. This method was 

widely utilized by similar studies (Li et al., 2020b; Yuan et al., 2019) and achieved promising 

results. After crash oversampling, the proposed model is implemented on the training data and 

evaluated on the test data. The model’s performance on the test data is used for hyperparameters 

tuning, while the optimal model is selected accordingly. In addition, to illustrate the effect of 

trajectory data fusion, the proposed model is implemented on two scenarios, one is data fusion, 

while another one is a single dataset containing only Lynx data. The proposed methods are 

trained and evaluated on a single NVIDIA GeForce RTX 1080 Ti with 11 GB Memory. 

 



 

134 

 

 
Figure 45 Model training process 

 

Three common metrics are used for model evaluation, including sensitivity, AUC, and 

false alarm rate. Sensitivity (36) and false alarm rate (37)  are derived from the classification 

confusion matrix (Table 13). AUC measures the area under the Receiver Operating 

Characteristic (ROC) curve, which plots the true positive rate and the false positive rate at 

different classification thresholds. Moreover, hyperparameters tuning is a crucial step for 

implementing deep learning methods. Nine hyperparameters are tuned for the proposed model, 

which are shown in Table 22. The early stopping strategy is adopted to accelerate training speed 

and prevent overfitting.  
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Table 22 Hyperparameters tuning 

Name Range Value 

Learning Rate 0.1, 0.001, 0.0001 0.0001 

Optimization Function SGD, Adam, RMSprop RMSprop 

LSTM Unit Number 1 128, 64, 32, 16 64 

LSTM Unit Number 2 128, 64, 32,16 32 

Dropout Rate 0.3, 0.5, 0.6, 0.8 0.6 

CNN Filter Size 1 128, 64, 32, 16 64 

CNN Filter Size 2 128, 64, 32, 16 32 

Batch Size 100, 200, 500, 1000, 3000 200 

Epoch Number 50, 80, 100, 150 50 

 

In addition, two types of methods (i.e., statistical and machine learning methods) are used 

as the baseline models to compare with the proposed method. Logistics regression is selected as 

the statistical method. XGBoost and random forest are used as the machine learning methods, 

while standard LSTM-CNN without attention mechanism is used as the deep learning method. 

The baseline models are trained and tested on the same data as the proposed method. In terms of 

hyperparameters tuning, seven hyperparameters are tuned for XGBoost using grid search, 

including the number of trees, maximum tree depth for base learners, gamma (minimum loss 

reduction required to make a further partition on a leaf node of the tree), learning rate, etc. For 

random forest, three hyperparameters are tuned, which are the number of trees, maximum tree 

depth, and min_samples_split (minimum number of samples required to split an internal node). 

For LSTM-CNN, the same hyperparameters (Table 4) as the proposed TA-LSTM-CNN are 

tuned.  

7.4.3 Results 

After training and testing, the results of hyperparameters tuning are shown in Table 4. To 

obtain the best classification threshold for estimation evaluation metrics, this study selects the 
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optimal threshold when the difference between sensitivity and specificity reaches the smallest 

value. For the data fusion scenario, the proposed TA-LSTM-CNN has a sensitivity of 0.847, 

AUC as 0.848, and False Alarm Rate as 0.151 on the test data. For the same model on the single 

data scenario, the model has a sensitivity as 0.792, AUC as 0.792, and False Alarm Rate as 0.208 

on the test data. The results indicate that trajectory data fusion could improve the accuracy of 

real-time crash likelihood prediction since it better reflects the traffic conditions from a broader 

perspective. In addition, the model’s confusion matrix on the data fusion scenario is shown in 

Figure 46.  

 

 
Figure 46 Confusion matrix 

7.4.4 Model Comparison 

The results from the model comparison are presented in Figure 47. The proposed TA-

LSTM-CNN model has the highest Sensitivity and AUC with the lowest False Alarm Rate. The 

introduction of the temporal attention mechanism improves the performance of the standard 

LSTM-CNN. For example, the sensitivity is increased from 0.803 to 0.847 and the AUC is 
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improved from 0.803 to 0.848. XGBoost has the best performance (e.g. sensitivity: 0.705, AUC: 

0.706) among the machine learning and statistical methods, while random forest and logistics 

regression have similar results. The reason for the relatively poor performance of logistics 

regression may be due to the difficulty of learning high-dimensional data.  

 

 
(a) Sensitivity, False Alarm Rate, and AUC 

 
(b) ROC Curves 

Figure 47 Model comparison results 
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7.5 Conclusions 

Real-time crash likelihood prediction is an important component of the proactive traffic 

safety management system. Detector-based data were widely used in the previous studies, while 

few of them investigated the application of novel trajectory data. In addition, deep learning 

methods were used by some studies recently with outstanding results compared with traditional 

statistical and machine learning methods. The temporal attention mechanism is a powerful 

component for learning time-series data while no existing studies considered it for prediction 

real-time crash likelihood.  

This study proposed an LSTM-CNN with a temporal attention mechanism (TA-LSTM-

CNN) for predicting real-time crash likelihood at urban arterials. Two real-world trajectory data 

were prepared with a series of trip generation, speed estimation, and data fusion. The vehicle-

based datasets were transformed to segment data while describing traffic conditions from 

different perspectives. The TA-LSTM-CNN was fine-tuned with various hyperparameters. 

Extensive experimental results showed that the data fusion scenario achieved better results 

compared with the single data scenario. Besides, the temporal attention mechanism could 

improve the performance of the standard LSTM-CNN with higher sensitivity, AUC, and lower 

false alarm rate. The results from model comparisons also indicated that the proposed TA-

LSTM-CNN outperformed other baseline models (e.g. logistics regression, XGBoost, etc.) with 

various evaluation metrics.  

In summary, by integrating trajectory data from different types of vehicles spatially and 

temporally, data fusion was proved to be a desirable approach to prepare large-scale trajectory 

data for crash prediction application. In addition, the temporal attention mechanism can help the 
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LSTM learn long time-series data, which is a suitable choice for learning high-dimensional 

traffic data. The proposed approaches have the potentials to be extended to other types of 

vehicles also since they share common characteristics. With the development of connected 

vehicle systems, it will be much easier to obtain vehicle trajectory data in the future. In the 

future, additional improvements will be conducted on improving the model to incorporate spatial 

features. Besides, the transferability of the proposed methods can be further validated by 

implementing them for different locations.  
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CHAPTER 8: CONCLUSIONS 

This dissertation aims to conduct real-time traffic safety evaluation in the context of 

connected vehicles and mobile sensing. This dissertation has conducted a comprehensive study 

in terms of the application of vehicle-based data (e.g., trajectory data, sensor data) to traffic 

safety. Different machine learning methods were proposed for identifying driving maneuvers and 

predicting crash likelihood. The conclusions of this dissertation are summarized as below: 

In Chapter 3, this dissertation developed a vehicle maneuvers detection system using a 

common smartphone with GPS, gyroscope, accelerometer, and magnetometer sensors. A 

stacked-LSTM model was built to detect the vehicle maneuvers considering the time-

dependency of the sensor data. This dissertation compared the performance of the proposed 

system with previous studies and various machine learning methods, including LightGBM, 

KNN, SVM, and random forest. Extensive experimental results indicated that the proposed 

system accurately detected different vehicle maneuvers with an average F1-score of 0.98, 

precision of 0.97, and recall of 0.98, which outperformed the counterparts. Moreover, the model 

can be easily transferred to different drivers and locations. The system is robust and suitable for 

real-time application as it requires simple processing of smartphone sensor data. 

In Chapter 4, this dissertation proposed a semi-supervised deep learning method to learn 

from the massive unlabeled sensor data. Data from a smartphone’s accelerometer and gyroscope 

were collected by different drivers with a variety of smartphones, vehicles, and locations. Three 

LSTM models were trained with the proposed semi-supervised learning algorithm. Experimental 

results indicated that the proposed semi-supervised LSTM could learn from the unlabeled data 

and achieve outstanding results with only a small portion of the labeled data. Using much fewer 



 

141 

 

labeled data, semi-supervised LSTM could achieve similar results compared with the supervised 

method. Moreover, the proposed method outperformed other machine learning methods (e.g. 

convolutional neural network, XGBoost, random forest) in terms of precision, recall, F1-score, 

and AUC. More and more traffic-data will be available in the future, the proposed method is 

expected to make use of the undiscovered potential from the massive unlabeled data. 

In Chapter 5, this dissertation introduced a novel CV emulated data for real-time crash 

potential prediction. Different from the fixed devices’ data, CV emulated data have high 

flexibility and can be obtained continuously with relatively low cost. Crash and CV emulated 

data were collected from two urban arterials in Orlando, USA. Crash data were archived by the 

S4A, while the CV emulated data were obtained through the data collection API with a high 

frequency. Different data cleaning and preparation techniques were implemented, while various 

speed-related variables were generated from the CV emulated data. An LSTM neural network 

was trained to predict the crash potential in the next 5-10 minutes. The results from the model 

illustrated the feasibility of using a novel CV emulated data to predict real-time crash potential. 

The average and 50th percentile speed were the two most important variables for the crash 

potential prediction. In addition, the proposed LSTM outperformed Bayesian logistics regression 

and XGBoost in terms of sensitivity, AUC, and false alarm rate. With the rapid development of 

connected vehicle systems, the results from this dissertation can be extended to other types of 

vehicles and data, which can significantly enhance traffic safety. 

In Chapter 6, this dissertation utilized critical bus driving events extracted from GPS 

trajectory data as pedestrian and bicycle surrogate safety measures for bus stops. A city-wide 

trajectory data from Orlando, Florida was used, which contains around 300 buses, 6,700,000 
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GPS records, and 1,300 bus stops. Three critical driving events were identified based on the 

buses’ acceleration rates and stop time; hard acceleration, hard deceleration, and long stop. The 

relationships between critical driving events and crashes were examined using Spearman’s rank 

correlation coefficient. All three events were positively correlated with pedestrian and bicycle 

crashes. Long stop event has the highest correlation coefficient, followed by hard acceleration 

and hard deceleration. A Bayesian negative binomial model incorporating spatial correlation 

(Bayesian NB-CAR) was built to estimate the pedestrian and bicycle crash frequency using the 

generated events. The results were consistent with the correlation estimation. For example, hard 

acceleration and long stop events were both positively related to pedestrian and bicycle crashes. 

Moreover, model evaluation results indicated that the proposed Bayesian NB-CAR outperformed 

the standard Bayesian negative binomial model with lower WAIC and DIC values. In 

conclusion, this dissertation suggests the use of critical bus driving events as surrogate safety 

measures for pedestrian and bicycle crashes, which could be implemented in a proactive traffic 

safety management system. 

In Chapter 7, this dissertation proposed an LSTM-CNN with temporal attention 

mechanism (TA-LSTM-CNN) for predicting real-time crash likelihood at urban arterials. Two 

real-world trajectory data were prepared with a series of trip generation, speed estimation, and 

data fusion. The vehicle-based datasets were transformed to segment data while describing 

traffic conditions from different perspectives. The TA-LSTM-CNN was fine-tuned with various 

hyperparameters. Extensive experimental results showed that the data fusion scenario achieved 

better results compared with the single data scenario. Besides, the temporal attention mechanism 

could improve the performance of the standard LSTM-CNN with higher sensitivity, AUC, and 
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lower false alarm rate. The results from model comparisons also indicated that the proposed TA-

LSTM-CNN outperformed other baseline models (e.g. logistics regression, XGBoost, etc.) with 

various evaluation metrics. 

The implications of this dissertation are summarized as follows: first, this dissertation 

proved the feasibility of using vehicle-based data (i.e. trajectory data) for real-time crash 

likelihood prediction. Besides, models developed using one vehicle-based data could be 

conveniently extended to other vehicle-based data due to the similarity of data structure. Second, 

the proposed deep learning models could be implemented into a real-time crash likelihood 

prediction system, which takes the trajectory data and predicts the crash likelihood every minute. 

The prediction results could be used by traffic operators to improve traffic safety in a proactive 

way. Third, several critical driving events were proposed and verified as surrogate safety 

measures for pedestrian and bicycle crashes. The number of pedestrian and bicycle crashes could 

be estimated using the proposed measures based on trajectory data. Decision makers could use 

the estimated results to identify dangerous locations and propose certain strategies to improve 

pedestrian and bicycle safety. In summary, this dissertation brings novel insights into the 

application of vehicle-based data to traffic safety. The results from this dissertation are ready to 

be implemented into a traffic safety evaluation system, which aims to assist decision makers and 

traffic operators to improve traffic safety. 
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